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#### Abstract

Pairings on elliptic curves are being used in an increasing number of cryptographic applications on many different devices and platforms, but few performance numbers for cryptographic pairings have been reported on embedded and mobile devices. In this paper we give performance numbers for affine and projective pairings on a dual-core Cortex A9 ARM processor and compare performance of the same implementation across three platforms: x86, x86-64 and ARM. Using a fast inversion in the base field and doing inversion in extension fields by using the norm map to reduce to inversions in smaller fields, we find a very low ratio of inversion-to-multiplication costs. In our implementation, this favors using affine coordinates on all three platforms, even for the current 128 -bit minimum security level specified by NIST. We use Barreto-Naehrig (BN) curves and report on the performance of an optimal ate pairing for curves covering security levels roughly between 128 and 192 bits. We compare with other reported performance numbers for pairing computation on ARM processors. Keywords: Pairing computation, affine coordinates, optimal ate pairing, pairing cost, ARM architecture.


## 1 Introduction

Cryptographic protocols based on bilinear pairings are proliferating, as more and more interesting and useful applications of bilinear maps are discovered, for example non-interactive proof systems [14,8], homomorphic encryption [10], and attribute-based encryption [27]. These developments have led to an increasing need for efficient implementations of pairing-based protocols on a wide range of platforms and devices. The only currently known way to implement bilinear pairings in cryptography which is both efficient and secure is on elliptic curves (or higher dimensional analogues) over finite fields with optimal versions of the Weil or Tate pairings $[20,21,5,6,12,18,30]$. Security is based on the hardness of the discrete logarithm problem, pairing inversion, and related assumptions [4,29].

In implementations of pairing-based protocols, message values are hashed into points on elliptic curves, and elliptic curve scalar multiplications and pairing operations are computed. The performance of the underlying finite field operations such as addition, multiplication, and inversion, determine the best choices for how to do the elliptic curve and pairing operations. When the inversion-tomultiplication ratio for field arithmetic is low, it favors using affine instead of
projective coordinates for representing elliptic curve points and doing elliptic curve and pairing operations, as was recently investigated in [17].

For Elliptic Curve Cryptography (ECC) applications on NIST P-curves where prime fields are chosen with Generalized Mersenne primes for fast modular reduction and multiplication, the base field inversion-to-multiplication ratio is often reported to be $80: 1$ or higher. However, for pairing applications which require fixed embedding degrees to control efficiency and security, special primes like Mersenne primes cannot be used because there is no known way to generate pairing-friendly curves over those particular fields. Instead, more general prime fields arise, and much of the arithmetic in pairing computation is done in extension fields, whose degree is 12 when using Barreto-Naehrig (BN) curves $[7,26]$. Computing in general prime fields using fast inversion techniques, a typical inversion-to-multiplication ratio can be much lower than $80: 1$, for example $13: 1$ (resp. $25: 1$ ) in our x86 (resp. x86-64) implementation of arithmetic over 256 -bit prime fields reported in Section 4.

In [17], inversion-to-multiplication ratios in extension fields were given which reflect faster inversion in extension fields by taking the norm down to smaller fields and doing inversion there. For example, in an extension field of degree 12, the inversion-to-multiplication ratio was reported as $1.7: 1$ for a 256 -bit prime base field. Even for implementations with much faster field multiplies, using that technique, the ratio decreases dramatically as the field extension degree increases, which leads to the argument made in [17] that for any implementation, as the security requirements and thus the field extension degrees grow, there exists a cross-over point after which it becomes more efficient to use affine coordinates in the pairing algorithm rather than projective coordinates. For our implementation of field arithmetic in 256 -bit prime fields on the x86 and x86-64 platforms, we find this cross-over point already when considering extension degree $k=2$. Our implementation targets a minimum 128-bit security level. It thus works with BN curves with embedding degree 12 , and involves curve arithmetic in a degree- 2 extension field by taking advantage of sextic twists as usual.

This led us to wonder what the cross-over point might be on other platforms, and how it would vary with different intrinsics or instruction sets. In this paper, we give performance numbers for affine and projective pairings on a dual-core Cortex A9 ARM processor and compare performance of the same implementation across three platforms: x86, x86-64, and ARM. On all three platforms, we use intrinsics and assembly for the Montgomery multiplication implementation.

We find that, in our implementation, affine coordinates are the better choice for pairing computation also on the ARM processor, and examine the variation in performance of pairings on ARM with different base field multiplications. Other implementations presented in the literature recently have faster field multiplies that are hand-optimized for specific processor architectures to obtain pairing speed records [24,9,3]. We do not aim at comparable optimizations of ARM pairing implementations; instead we aim to keep more generality in the base field size and base field multiplication implementation, with the goal of producing product-quality code. Thus our implementation can be further optimized
for specific architectures, but already we find that our implementation of affine pairings compares favorably with all other reported ARM pairing timings we have found in the literature (see Section 5).

In Section 2, we give background on BN curves and the optimal ate pairing. Section 3 explains our improvements to the multiply on ARM using intrinsics and assembly code. Section 4 gives a description of our implementation and performance numbers including a subsection which summarizes trends we observe across platforms and security levels. Finally, in Section 5 we compare our results with related work in the literature.

## 2 BN curves and the optimal ate pairing

In this section, we give a brief overview of the background on Barreto-Naehrig (BN) curves [7] and optimal ate pairings [30] as used in our implementation. Let $u \in \mathbb{Z}$ be an integer such that $p=36 u^{4}+36 u^{3}+24 u^{2}+6 u+1$ and $n=$ $36 u^{4}+36 u^{3}+18 u^{2}+6 u+1$ are prime numbers. The pair $(p, n)$ is called a BN prime pair. A BN curve is an elliptic curve $E$ over $\mathbb{F}_{p}$ such that $n=\# E\left(\mathbb{F}_{p}\right)$ and $(p, n)$ is a BN prime pair. In that case, the curve has an equation $E: y^{2}=x^{3}+b$, $b \in \mathbb{F}_{p}$ and embedding degree $k=12$.

To compute a pairing on a BN curve, we identify two groups $G_{1}$ and $G_{2}$ that are determined by the eigenspaces of the Frobenius endomorphism $\phi_{p}$ on the $n$ torsion $E[n]$. The first one is the 1-eigenspace, i.e. it is simply $G_{1}=E\left(\mathbb{F}_{p}\right)[n]=$ $E\left(\mathbb{F}_{p}\right)$. The second one, $G_{2}$, is the $p$-eigenspace which is contained in $E\left(\mathbb{F}_{p^{12}}\right)[n]$ (see [15]). For efficiency reasons, we represent $G_{2}$ by another group $G_{2}^{\prime}$ of points on a different curve. This other curve is a particular twist $E^{\prime}$ of $E$ which is defined over $\mathbb{F}_{p^{2}}$. Furthermore, we require that $n \mid \# E^{\prime}\left(\mathbb{F}_{p^{2}}\right)$. We take the group $G_{2}^{\prime}$ to be the $n$-torsion on $E^{\prime}$ over $\mathbb{F}_{p^{2}}$, i.e. $G_{2}^{\prime}=E^{\prime}\left(\mathbb{F}_{p^{2}}\right)[n]$. There is a twisting isomorphism $\psi: E^{\prime} \rightarrow E,(x, y) \mapsto\left(\omega^{2} x, \omega^{3} y\right)$ for some $\omega \in \mathbb{F}_{p^{12}}$ that gives us an easy-to-compute group isomorphism $G_{2}^{\prime} \rightarrow G_{2}$. The twist has an equation $E^{\prime}: y^{2}=x^{3}+b / \xi$, where $\xi=\omega^{6} \in \mathbb{F}_{p^{2}}$ (for more details see [23, Chapter 2]). Having fixed the groups for pairing computation, we now give an algorithm to compute pairings on BN curves.

The most efficient pairing algorithms on BN curves occur when computing optimal ate pairings [30]. An optimal ate pairing is given by

$$
a_{\mathrm{opt}}: G_{2}^{\prime} \times G_{1} \rightarrow \mathbb{F}_{p^{12}}^{*},\left(Q^{\prime}, P\right) \mapsto\left(f_{6 u+2, Q}(P) \cdot h_{6 u+2, Q}(P)\right)^{\left(p^{12}-1\right) / n}
$$

where $Q=\psi\left(Q^{\prime}\right)$ and $f_{m, Q}(P)$ is a Miller function with respect to $m$ and $Q$, evaluated at $P$. Furthermore, the function $h$ is given by $h_{6 u+2, Q}(P)=$ $l_{[6 u+2] Q, Q_{1}}(P) \cdot l_{[6 u+2] Q+Q_{1},-Q_{2}}(P)$ with $Q_{1}=\phi_{p}(Q), Q_{2}=\phi_{p}\left(Q_{1}\right)$ and $l_{R, S}$ is the function given by the line through points $R$ and $S$.

Miller's algorithm $[20,21]$ gives us a way to evaluate such functions. To compute the above optimal ate pairing, we use Algorithm 1. We give a version of the algorithm that exploits the scalar $6 u+2$ in non-adjacent form (NAF). For certain curves in the particular implementation-friendly subfamily of BN curves
that has been introduced recently in [26], the best performance is obtained when using the NAF version of Miller's algorithm.

```
Algorithm 1 Optimal ate pairing for BN curves.
Input: \(P \in G_{1}=E\left(\mathbb{F}_{p}\right), Q^{\prime} \in G_{2}^{\prime}, Q=\psi\left(Q^{\prime}\right), m=6 u+2=\left(1, m_{s-1}, \ldots, m_{0}\right)_{\mathrm{NAF}}\).
Output: \(a_{\text {opt }}\left(Q^{\prime}, P\right)\).
    \(R^{\prime} \leftarrow Q^{\prime}, f \leftarrow 1\)
    for ( \(i \leftarrow s-1 ; i \geq 0 ; i--)\) do
        \(f \leftarrow f^{2} \cdot l_{\psi\left(R^{\prime}\right), \psi\left(R^{\prime}\right)}(P), R^{\prime} \leftarrow[2] R^{\prime}\)
        if \(\left(m_{i}= \pm 1\right)\) then
            \(f \leftarrow f \cdot l_{\psi\left(R^{\prime}\right), \pm Q}(P), R^{\prime} \leftarrow R^{\prime} \pm Q^{\prime}\)
        end if
    end for
    if \(u<0\) then
        \(f \leftarrow f^{p^{6}}, R^{\prime} \leftarrow-R^{\prime}\)
    end if
    \(Q_{1}=\phi_{p}(Q), Q_{2}=\phi_{p^{2}}(Q)\)
    \(f \leftarrow f \cdot l_{\psi\left(R^{\prime}\right), Q_{1}}(P), R^{\prime} \leftarrow R^{\prime}+\psi^{-1}\left(Q_{1}\right)\)
    \(f \leftarrow f \cdot l_{\psi\left(R^{\prime}\right),-Q_{2}}(P)\)
    \(f \leftarrow f^{p^{6}-1}\)
    \(f \leftarrow f^{p^{2}+1}\)
    \(f \leftarrow f^{\left(p^{4}-p^{2}+1\right) / n}\)
    return \(f\)
```


## 3 Platform-specific improvements on ARM

We used the same C source code on all three platforms. The implementations differ only in a few places where performance matters the most in implementation: unsigned integer multiplication. Regardless of the higher level algorithms, we chose three approaches to implementing the inner-most multiplication routines utilizing multiply, multiply-accumulate, and Montgomery multiplication [22]. Our choice of compiler is Microsoft Visual C++ on x86 (32-bit Intel), x86-64 (64-bit Intel), and ARM (Thumb-2).

We used a Tegra 2 development platform from NVidia to obtain the benchmark figures on Table 1. This system features a dual-core Cortex A9 ARM CPU running at 1 GHz with $32 \mathrm{~KB} / 32 \mathrm{~KB}$ (I/D) L1 cache per core, 1 MB L2 cache, and 1GB DDR2-667 main memory. The entire benchmark program fits in the 1 MB L2 cache, and the core routines executed in tight loops fit in the 32 KB instruction cache.

The Montgomery multiplication function implements the CIOS method in [16], and its performance numbers are tabulated in Table 1 for a set of moduli length in bits. The C implementation relies on the compiler's support for double-length unsigned integers (unsigned __int64). The intrinsics method uses a few compiler-
supported ARM assembly instructions: umull, umaal, umlal while other operations are implemented in C. The umull is an unsigned 32-bit integer multiplication instruction that generates an unsigned 64 -bit product. The umlal is a 32 -bit multiply and 64 -bit accumulate, and the umaal is a 32 -bit multiply and double 32 -bit accumulate instruction. The assembly row reports the benchmark figures where the CIOS method is implemented in ARM Thumb-2 assembly language.

The difference between the assembly and the C-with-intrinsics implementation is in the Montgomery multiplication routine. Both implementations use the above instrinsics in other primitive functions (e.g., multiply and multiplyaccumulate) for other purposes, such as inversion.

|  | Modulus length in bits |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Implementation | $\mathbf{1 6 0}$ | $\mathbf{2 2 4}$ | $\mathbf{2 8 8}$ | $\mathbf{4 8 0}$ |
| $\mathbf{6 4 0}$ | $\mathbf{3 1 6 8}$ |  |  |  |  |
| Intrinsics | 2.07 | 2.55 | 3.17 | 5.66 | 9.26 |

Table 1. Montgomery multiplication implementation choices and benchmark figures in micro seconds.

While the use of intrinsics provides an improvement over the C version, the assembly implementation provides an incremental improvement over intrinsics. We experimented with several implementation approaches such as loop unrolling, different instruction ordering, conditional instructions, and multi-word load/stores. None of these approaches provided a measurable performance improvement on our reference platform. Thus, we did not use any of these techniques to generate the numbers on the table. Instead, we carefully crafted a straightforward assembly implementation of the Montgomery multiplication CIOS algorithm in [16] to form base reference benchmark numbers.

Our intention was to generate product quality software, and we adhered to sound software engineering guidelines including maintainability, robustness, and defensive programming. While our interest is clearly to create good benchmark results, this goal does not disregard qualities we expect from a product-quality code. As a result, we think it is possible to further optimize our code for speed (i.e. hand-optimize the code).

The assembly implementation and intrinsics only leverage the core ARM instruction set, but do not utilize SIMD and NEON instructions. In the future, we intend to experiment with the ARM SIMD and NEON technologies for better performance.

## 4 Implementation and performance

In this section, we present the timing results of our pairing implementation on BN curves for the ARM, x86, and x86-64 instruction sets, aiming at security levels of at least 128 bits or higher.

We use BN curves since they not only suit the 128-bit security level extremely well, but are also promising candidates for being the most efficient choice of pairing-friendly curves with security of up to 192 bits. Our pairing code can be used to compute pairings on all 16 curves recently introduced in [26]. In particular, the code is not tailored for one specific curve. These curves are easy to generate, have a very compact representation and were chosen to provide very efficient implementation. The loop order $6 u+2$ for all curves is very sparse when represented in non-adjacent form. Furthermore, the curve of size 254 bits has recently been used to obtain the current software speed record for pairings as outlined in [3].

Due to space constraints, we present performance results for only three of the curves in [26], namely the curves bn254, bn446, and bn638 over prime fields of respective bit sizes 254,446 , and 638 bits. We further give results for the same 256 bit curve bn256 that has been used in [17]. The curve bn254 roughly provides 128 bits of security and bn638 yields about 192 bits.

Our implementation uses Algorithm 1 to compute the optimal ate pairing on BN curves. For the projective version we used the explicit formulas in [11], but we obtained better results for the affine version. It uses the tower of field extensions $\mathbb{F}_{p^{12}} / \mathbb{F}_{p^{6}} / \mathbb{F}_{p^{2}} / \mathbb{F}_{p}$ to realize field arithmetic in $\mathbb{F}_{p^{12}}$. The final exponentiation is done as usual using the Frobenius action and the addition chain from [28] as well as the special squaring functions from [13].

Our implementation results are shown in Tables 2 to 5 for the above mentioned curves. We give timings for the finite field additions (add), subtractions (sub), multiplications (M), squarings (S) and inversions (I) as well as the inversion-to-multiplication ratio $(\mathbf{R}=\mathbf{I} / \mathbf{M})$ for all fields in the tower of extensions.

We give timings for several pairing functions that use different optimizations for different computing scenarios. The line entitled " 20 at once (per pairing)" gives the average timing for one pairing out of 20 that have been computed at the same time. This function uses Montgomery's inversion-sharing trick as described in [17, Section 4.3]. The function corresponding to the line "product of $20 "$ computes the product of 20 pairings. The lines with the attribute " 1 st arg. fixed" mean functions that compute multiple pairings or a product of pairings, where the first input point is fixed for all pairings, and only the second point varies. In this case, the operations depending only on the first argument are done only once. We list separately the final exponentiation timings. They are included in the pairing timings of the other lines.

We do not give cycle counts for the ARM implementation in the tables since high-frequency counters are currently not supported in our development environment on the ARM. However, estimates for cycle counts can be easily read off from the values given in $\mu s$ and $s$ by multiplying them by $10^{3}$ and $10^{6}$, respectively (note the clock frequency of 1 GHz for the ARM processor).


| x86, dual-core Intel Core2 E6600 @ 2.4 GHz , Windows 7 (64-bit) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{l\|l} \hline 254 \text {-bit } \\ \text { prime field } \end{array}$ | add | sub |  |  |  | S |  | I |  | $\mathbf{R}=\mathbf{I} / \mathrm{M}$ |
|  | cyc $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ |  |
| $\mathbb{F}_{p}$ | 2910.12 | 268 | 0.11 | 967 | 0.40 | 965 | 0.40 | 13224 | 5.44 | 13.60 |
| $\mathbb{F}_{p^{2}}$ | 5480.23 | 526 | 0.22 | 4297 | 1.78 | 2709 | 1.12 | 17658 | 7.30 | 4.10 |
| $\mathbb{F}_{p^{6}}$ | 16040.66 | 1488 | 0.63 | 35476 | 14.78 | 24460 | 10.24 | 74338 | 31.13 | 2.11 |
| $\mathbb{F}_{p^{12}}$ | 31061.30 | 2933 | 1.24 | 116109 | 49.13 | 82600 | 33.84 | 201266 | 84.37 | 1.72 |
| optimal ate pairings <br> bn254 |  |  |  |  |  |  |  | x86 |  |  |
|  |  |  |  |  |  |  |  |  | cyc | ms |
| projective |  |  |  |  |  |  |  | 28,3 | 71,661 | 11.78 |
| affine | single pairing |  |  |  |  |  |  | 26,5 | 70,757 | 10.96 |
|  | 20 at once (per pairing) |  |  |  |  |  |  | 26,19 | 95,898 | 10.84 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  |  |  | 23,8 | 11,273 | 9.81 |
|  | product of 20 (per pairing) |  |  |  |  |  |  |  | 59,470 | 3.74 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  |  |  |  | 56,946 | 2.74 |
| single final exponentiation |  |  |  |  |  |  |  | 12,8 | 76,582 | 5.24 |


| x86-64, d | -core | Intel | Core2 | 2 E66 | 00 @ 2. |  | Wind | ows 7 | (64-bit) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 254-bit | ad |  | su |  | M |  | S |  |  |  | $\mathbf{R}=\mathbf{I} / \mathbf{M}$ |
| prime field | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ |  |
| $\mathbb{F}_{p}$ | 191 | 0.08 | 163 | 0.07 | 405 | 0.18 | 403 | 0.17 | 10803 | 4.50 | 25.00 |
| $\mathbb{F}_{p^{2}}$ | 336 | 0.14 | 299 | 0.13 | 2131 | 0.88 | 1318 | 0.55 | 12774 | 5.33 | 6.06 |
| $\mathbb{F}_{p^{6}}$ | 942 | 0.39 | 825 | 0.35 | 19103 | 7.91 | 13053 | 5.43 | 41710 | 17.48 | 2.21 |
| $\mathbb{F}_{p^{12}}$ | 1807 | 0.76 | 1624 | 0.68 | 61927 | 25.97 | 43646 | 18.47 | 107857 | 45.46 | 1.75 |
| $\begin{aligned} & \hline \begin{array}{l} \text { optimal ate pairings } \\ \text { bn254 } \end{array} \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  |  |  | x86 | 64 |
|  |  |  |  |  |  |  |  |  |  | cyc | ms |
| projective |  |  |  |  |  |  |  |  |  | 989,039 | 6.31 |
| affine | single pairing |  |  |  |  |  |  |  |  | 125,439 | 5.92 |
|  | 20 at once (per pairing) |  |  |  |  |  |  |  |  | 697,623 | 5.73 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  |  |  |  |  | 491,536 | 5.20 |
|  | product of 20 (per pairing) |  |  |  |  |  |  |  |  | 688,080 | 1.97 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  |  |  |  |  | 466,350 | 1.45 |
| single final exponentiation |  |  |  |  |  |  |  |  |  | 633,846 | 2.77 |

Table 2. Field arithmetic timings in a 254 -bit prime field and optimal ate pairing timings on a 254 -bit BN curve. Field timings average over 1000 operations, pairing timings average over 20 pairings. Timings given in cpucycles (cyc) and milliseconds (ms).

| ARM, dual-core Cortex A9 @ 1GHz, Windows |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|\|} \hline 256-\text { bit } \\ \text { prime field } \end{array}$ | $\begin{array}{c\|} \hline \hline \text { add } \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{c\|} \hline \hline \text { sub } \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{\|l\|\|} \hline \hline \mathbf{M} \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{ll} \hline \hline \mathbf{S} & \\ & \mu \mathrm{S} \end{array}$ | $\mathrm{I}^{\prime}$ | $\mathbf{R}=\mathbf{I} / \mathbf{M}$ |
| $\mathbb{F}_{p}$ | 0.68 | 0.62 | 1.71 | 1.67 | 18.44 | 10.78 |
| $\mathbb{F}_{p^{2}}$ | 1.36 | 1.23 | 8.13 | 6.27 | 26.73 | 3.29 |
| $\mathbb{F}_{p}{ }^{6}$ | 4.46 | 3.88 | 69.60 | 48.21 | 137.12 | 1.97 |
| $\mathbb{F}_{p^{12}}$ | 8.91 | 8.34 | 227.86 | 159.89 | 379.15 | 1.66 |
| optimal ate pairings <br> bn256 |  |  |  |  |  | $\mathrm{ARM}^{\mathrm{ms}}$ |
| projective |  |  |  |  |  | 58.10 |
| affine | single pairing |  |  |  |  | 54.19 |
|  | 20 at once (per pairing) |  |  |  |  | 53.88 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  | 49.07 |
|  |  |  |  |  |  | 17.95 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  | 13.16 |
| single final exponentiation |  |  |  |  |  | 27.44 |



| x86-64, dual-core Intel Core2 E6600 @ 2.4 GHz , Windows 7 (64-bit) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 256 -bit <br> prime field | add |  | sub |  | M |  | S |  |  | / ${ }_{\text {S }}$ | $\mathbf{R}=\mathbf{I} / \mathbf{M}$ |
|  | cyc | $\mu \mathrm{s}$ | cyc |  | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc |  |  |
| $\mathbb{F}_{p}$ | 187 | 0.08 | 162 | 0.07 | 407 | 0.18 | 408 | 0.17 | 10929 | 4.53 | 25.17 |
| $\mathbb{F}_{p^{2}}$ | 328 |  | 299 | 0.12 | 2121 | 0.89 | 1319 | 0.55 | 12878 | 5.39 | 6.06 |
| $\mathbb{F}_{p^{6}}$ | 941 | 0.39 | 825 | 0.35 | 19099 | 7.87 | 13064 | 5.43 | 41806 | 17.43 | 2.21 |
| $\mathbb{F}_{p^{12}}$ | 1803 | 0.76 | 1623 | 0.68 | 61950 | 25.84 | 43720 | 18.22 | 108664 | 45.06 | 1.74 |
| optimal ate pairingsbn256 |  |  |  |  |  |  |  |  |  | x86- cyc | -64 |
| projective |  |  |  |  |  |  |  |  |  | ,601,367 | 6.61 |
| affine | single pairing |  |  |  |  |  |  |  |  | 151,212 | 6.30 |
|  | 20 at once (per pairing) |  |  |  |  |  |  |  |  | 519,677 | 6.09 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  |  |  |  |  | 315,367 | 5.57 |
|  |  |  |  |  |  |  |  |  |  | ,039,186 | 2.02 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  |  |  |  |  | 598,167 | 1.50 |
| single final exponentiation |  |  |  |  |  |  |  |  |  | 422,983 | 3.07 |

Table 3. Field arithmetic timings in a 256 -bit prime field and optimal ate pairing timings on a 256 -bit BN curve. Field timings average over 1000 operations, pairing timings average over 20 pairings. Timings given in cpucycles (cyc) and milliseconds (ms).

| ARM, dual-core Cortex A9 @ 1GHz, Windows |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 446 -bit <br> prime field | $\begin{array}{c\|} \hline \hline \text { add } \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{c\|} \hline \hline \text { sub } \\ \mu \mathrm{S} \end{array}$ | $\begin{array}{ll} \hline \hline \mathbf{M} & \\ & \mu \mathrm{s} \end{array}$ | $\begin{array}{ll\|\|} \hline \hline \mathbf{S} & \\ & \mu \mathrm{S} \end{array}$ | $\begin{array}{ll\|} \hline \hline \mathbf{I} & \\ & \mu \mathrm{S} \end{array}$ | $\mathbf{R}=\mathbf{I} / \mathbf{M}$ |
| $\mathbb{F}_{p}$ | 1.17 | 1.03 | 4.01 | 3.92 | 35.85 | 8.94 |
| $\mathbb{F}_{p}{ }^{2}$ | 2.37 | 2.07 | 17.24 | 10.84 | 54.23 | 3.15 |
| $\mathbb{F}_{p}{ }^{6}$ | 7.77 | 7.15 | 152.79 | 109.74 | 302.34 | 1.98 |
| $\mathbb{F}_{p^{12}}$ | 15.65 | 14.88 | 498.58 | 364.34 | 846.21 | 1.70 |
| optimal ate pairings bn446 |  |  |  |  |  | ARM ms |
| projective |  |  |  |  |  | 195.56 |
| affine | single pairing |  |  |  |  | 184.28 |
|  | 20 at once (per pairing) |  |  |  |  | 183.54 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  | 167.83 |
|  | product of 20 (per pairing) |  |  |  |  | 62.33 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  | 46.50 |
| single final exponentiation |  |  |  |  |  | 86.75 |


| x86, dual-core Intel Core2 E6600 @ 2.4 GHz , Windows 7 (64-bit) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 446 -bit <br> prime field | add |  | sub |  | $\begin{gathered} \mathbf{M} \\ \mathrm{cyc} \end{gathered}$ | $\mu \mathrm{S}$ | $\begin{gathered} \mathbf{S} \\ \text { cyc } \end{gathered}$ | $\mu \mathrm{s}$ | $\begin{aligned} & \overline{\mathrm{cyc}} \end{aligned}$ | $\mu \mathrm{s}$ | $\mathrm{R}=\mathbf{I} / \mathrm{M}$ |
|  | cyc | $\mu \mathrm{s}$ |  | $\mu \mathrm{s}$ |  |  |  |  |  |  |  |
| $\mathbb{F}_{p}$ | 449 | 0.19 |  | 0.17 | 1890 | 0.79 | 1877 | 0.78 | 25400 | 10.53 | 13.33 |
| $\mathbb{F}_{p^{2}}$ | 839 | 0.35 | 809 |  | 7768 | 3.24 | 5166 | 2.09 | 33890 | 14.10 | 4.35 |
| $\mathbb{F}_{p^{6}}$ | 2500 | 1.04 | 2353 |  | 67611 | 28.35 | 48732 | 20.45 | 1455 | 60.94 | . 15 |
| $\mathbb{F}_{p^{12}}$ | 4933 | 2.06 | 4723 |  | 220707 | 92.51 | 161286 | 67.80 | 388908 | 162.81 | 1.76 |
| optimal ate pairings bn446 |  |  |  |  |  |  |  |  | x86 |  |  |
|  |  |  |  |  |  |  |  |  |  | cy | ms |
| projective |  |  |  |  |  |  |  |  |  | 212,586 | 36.49 |
| single pairing |  |  |  |  |  |  |  |  |  | 336,787 | 34.95 |
| affine | 20 at once (per pairing) |  |  |  |  | xed (per pairing) |  |  |  | 812,153 | 34.30 |
|  | 20 at once, 1st argument fix product of 20 (per pairing) product of 20 , 1 st argument |  |  |  |  |  |  |  |  | 889,927 | 31.26 |
|  |  |  |  |  |  |  | 082,417 | 11.78 |  |  |  |
|  |  |  |  |  |  | fixed | (per pai | iring) |  | 882,757 | 8.72 |
| single final exponentiation |  |  |  |  |  |  |  |  |  | 388,060 | 16.08 |


| x86-64, dual-core Intel Core2 E6600 @ 2.4 GHz, Windows 7 (64-bit) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|\|} \hline 446 \text {-bit } \\ \text { prime field } \end{array}$ | add |  | sub |  | M |  | S |  | I |  | $\mathrm{R}=\mathrm{I} / \mathrm{M}$ |
|  | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ |  |
| $\mathbb{F}_{p}$ | 275 | 0.11 | 233 | 0.10 | 850 | 0.36 | 851 | 0.35 | 19188 | 8.04 | 22.33 |
| $\mathbb{F}_{p^{2}}$ | 493 | 0.20 | 457 | 0.19 | 3821 | 1.60 | 2445 | 1.01 | 22957 | 9.68 | 6.05 |
| $\mathbb{F}_{p^{6}}$ | 1443 | 0.61 | 1276 | 0.53 | 36683 | 14.81 | 26306 | 10.82 | 79514 | 33.28 | 2.25 |
| $\mathbb{F}_{p^{12}}$ | 2929 | 1.22 | 2886 | 1.10 | 116564 | 48.31 | 85535 | 35.60 | 206192 | 86.05 | 1.78 |
| optimal ate pairings bn446 |  |  |  |  |  |  |  |  |  | x86 | 4 |
|  |  |  |  |  |  |  |  |  |  | cyc | ms |
| projective |  |  |  |  |  |  |  |  | 45,5 | 15,035 | 19.05 |
| affine | single pairing |  |  |  |  |  |  |  | 44,1 | 52,307 | 18.46 |
|  | 20 at once (per pairing) |  |  |  |  |  |  |  | 42,8 | 17,218 | 17.91 |
|  | 20 at once, 1st argument fixed (per pairing) |  |  |  |  |  |  |  | 39,1 | 95,813 | 16.43 |
|  | product of 20 (per pairing) |  |  |  |  |  |  |  | 14,4 | 65,284 | 6.01 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  |  |  |  | 10,8 | 40,389 | 4.53 |
| single final exponentiation |  |  |  |  |  |  |  |  | 20,1 | 56,765 | 8.47 |

Table 4. Field arithmetic timings in a 446-bit prime field and optimal ate pairing timings on a 446 -bit BN curve. Field timings average over 1000 operations, pairing timings average over 20 pairings. Timings given in cpucycles (cyc) and milliseconds (ms).

| ARM, dual-core Cortex A9 @ 1GHz, Windows |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|} \hline 638 \text {-bit } \\ \text { prime field } \end{array}$ | $\begin{gathered} \hline \hline \text { add } \\ \mu \mathrm{S} \end{gathered}$ | $\begin{array}{c\|} \hline \hline \text { sub } \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{\|c\|\|} \hline \hline \mathbf{M} \\ \mu \mathrm{s} \end{array}$ | $\begin{array}{l\|l} \hline \hline \mathbf{S} & \\ & \mu \mathrm{S} \end{array}$ | $\mathrm{I} \quad 1$ | $\mathbf{R}=\mathbf{I} / \mathbf{M}$ |
| $\mathbb{F}_{p}$ | 1.71 | 1.53 | 8.22 | 8.18 | 56.09 | 6.82 |
| $\mathbb{F}_{p^{2}}$ | 3.48 | 3.17 | 31.81 | 20.55 | 91.92 | 2.89 |
| $\mathbb{F}_{p^{6}}$ | 10.63 | 10.09 | 261.87 | 186.21 | 535.42 | 2.04 |
| $\mathbb{F}_{p^{12}}$ | 21.04 | 20.28 | 840.07 | 607.36 | 1454.38 | 1.73 |
| optimal ate pairings bn638 |  |  |  |  |  | ARM ms |
| projective |  |  |  |  |  | 768.06 |
| affine | single pairing |  |  |  |  | 649.85 |
|  | 20 at once (per pairing) |  |  |  |  | 650.08 |
|  | 20 at once, 1st argument fixed (per pairing) product of 20 (per pairing) |  |  |  |  | 609.45 |
|  |  |  |  |  |  | 164.82 |
|  | product of 20, 1st argument fixed (per pairing |  |  |  |  | 124.08 |
| single final exponentiation |  |  |  |  |  | 413.37 |


| x86, dual-co | e Intel C | 2 E6600 | @ 2.4 | z, | ows |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 638-bit | add | sub | M |  | S |  | I |  | R |
| prime field | cyc $\mu \mathrm{s}$ | cyc $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ |  |
| $\mathbb{F}_{p}$ | 5970.25 | 5470.23 | 3205 | 1.36 | 3197 | 1.37 | 38882 | 16.17 | 11.89 |
| $\mathbb{F}_{p^{2}}$ | 11410.48 | 1089 0.46 | 12453 | 5.23 | 8048 | 3.46 | 37111 | 21.99 | 4.20 |
| $\mathbb{F}_{p^{6}}$ | 33881.42 | 31881.34 | 103040 | 43.08 | 73492 | 30.94 | 227431 | 95.20 | 2.21 |
| $\mathbb{F}_{p^{12}}$ | 6713 2.80 | 6373 2.66 | 331261 | 139.57 | 240109 | 100.24 | 592520 | 242.72 | 1.74 |
| optimal ate | pairings |  |  |  |  |  |  | x86 |  |
| bn638 |  |  |  |  |  |  |  | y | ms |
| projective |  |  |  |  |  |  | 310,613,2 |  | 131.62 |
|  | single pairi |  |  |  |  |  | 263,677,9 |  | 113.17 |
|  | 20 at once | (per pairin |  |  |  |  | 265,516,40 |  | 111.92 |
| affine | 20 at once, | 1st argum | ent fixed | ( per p | pairing) |  | 245,536,9 |  | 105.21 |
|  | product of | 20 (per pai | iring) |  |  |  | 68,437,3 |  | 27.57 |
|  | product of | 20, 1st arg | ument fix | ixed (p | er pairing |  | 49,751,1 |  | 20.81 |
| single final | exponentia | tion |  |  |  |  | 167,124,3 |  | 72.70 |


| x86-64, dual-core Intel Core2 E6600 @ 2.4 GHz , Windows 7 (64-bit) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 638 -bit <br> prime field | add | sub |  |  | S |  |  |  | $\mathrm{R}=\mathrm{I} / \mathrm{M}$ |
|  | cyc $\mu \mathrm{s}$ | cyc $\mu \mathrm{S}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ | cyc | $\mu \mathrm{s}$ |  |
| $\mathbb{F}_{p}$ | 3660.15 | 3020.13 | 1501 | 0.64 | 1471 | 0.62 | 28451 | 11.90 | 18.59 |
| $\mathbb{F}_{p}{ }^{2}$ | 6590.27 | 6200.25 | 6176 | 2.58 | 3961 | 1.64 | 34935 | 14.64 | 5.67 |
| $\mathbb{F}_{p}{ }^{6}$ | 19610.83 | 17370.75 | 52965 | 22.17 | 37768 | 15.85 | 122208 | 51.14 | 2.31 |
| $\mathbb{F}_{p^{12}}$ | 38581.61 | 35841.50 | 171676 | 71.60 | 124590 | 52.01 | 313769 | 130.92 | 1.83 |
| optimal ate pairings <br> bn638 |  |  |  |  |  |  | x86-64 |  |  |
|  |  |  |  |  |  |  |  | cyc | ms |
| projective |  |  |  |  |  |  | 157,3 | 309,156 | 65.95 |
| single pairing |  |  |  |  |  |  | 136,5 | 534,428 | 56.88 |
| affine | 20 at once (per pairing) |  |  |  |  |  | 133,3 | 301,871 | 55.79 |
|  | 20 at once, 1st argument fixed (per pairing) product of 20 (per pairing) |  |  |  |  |  | 125, | 428,050 | 52.36 |
|  |  |  |  |  |  |  |  | 485,833 | 13.97 |
|  | product of 20, 1st argument fixed (per pairing) |  |  |  |  |  |  | 288,926 | 10.57 |
| single final exponentiation |  |  |  |  |  |  |  | 037,269 | 35.61 |

Table 5. Field arithmetic timings in a 638-bit prime field and optimal ate pairing timings on a 638 -bit BN curve. Field timings average over 1000 operations, pairing timings average over 20 pairings. Timings given in cpucycles (cyc) and milliseconds (ms).

### 4.1 Summary of our implementation performance results

Here we summarize some of the results given in Tables $2,3,4$, and 5 on the performance of our implementation across platforms and security levels. As highlevel points of comparison, we note that:

1. At all security levels, there is roughly 10 -fold speed-up when switching from the ARM to the x86-64 architecture in clock-unadjusted form. The speedup when switching from the ARM to the x86 architecture is about 5 -fold (clock unadjusted). For example at the 128 -bit security level, Table 2 shows an affine optimal ate pairing on the ARM processor at 51 milliseconds vs. 5.9 milliseconds on x86-64. Using the same word-length (unit of operation for unsigned integers) of 32 bits, a still rough but almost apples-to-apples comparison between ARM and x86 when adjusted for clock speed can be given by dividing the ARM timing by 2.4 to get $51 / 2.4=21.25$ milliseconds. This compares to 13 milliseconds on x86, slightly less than twice the speed of the ARM platform. We conclude that, architecturally, computing a pairing on x 86 is about twice faster than on our ARM platform. We think that the major reason for this difference is the use of SSE2 instructions on x86. The clock-adjusted difference should narrow when we use SIMD instructions on ARM.
2. Affine coordinates are better than projective coordinates for optimal ate pairing computation in all cases shown: all platforms, all security levels. The trend is toward bigger differences at higher security levels. On all three platforms, the affine pairing is roughly $20 \%$ better at the 192 -bit security level instead of $10 \%$ better at the 128-bit security level.
For example, on ARM for the 254 -bit curve, an affine pairing takes 51 milliseconds while the projective pairing takes 55 milliseconds, whereas on ARM for the 638 -bit curve, an affine pairing takes 650 milliseconds while the projective pairing takes 768 milliseconds. On x86-64 for the 254 -bit curve, an affine pairing takes 5.9 milliseconds while the projective pairing takes 6.3 milliseconds, whereas on x86-64 for the 638-bit curve, an affine pairing takes 56.9 milliseconds while the projective pairing takes 65.9 milliseconds.
3. The inversion-to-multiplication ratio is lower in the base fields on the ARM platform at all security levels. For example, for 254 -bit fields, the I/M ratio on ARM is 10.7 versus 25 for the x $86-64$ platform. For 638 -bit fields, the I/M ratio on ARM is 6.8 versus 18.6 for the x $86-64$ platform.
4. The inversion-to-multiplication ratio is lower in larger base fields on all platforms. This can be seen in the example just given for the previous observation. Also, it largely explains observation 2 above.
5. In the degree-12 extension fields, the inversion-to-multiplication ratio is close to $1.7: 1$ on all platforms at all security levels. There is very little variation in that, despite big differences in ratios in the base fields, as observed in the last two points.
6. The percentage of the computation time spent on the final exponentiation goes up at the higher security levels, and this is true across platforms:

For example, on ARM for the 254-bit curve, an affine pairing spends $48 \%$ of the time on the final exponentiation, whereas on ARM for the 638 -bit curve, an affine pairing spends $63 \%$ of the time on the final exponentiation. On x86-64 for the 254-bit curve, an affine pairing spends $47 \%$ of the time on the final exponentiation, whereas on x86-64 for the 638 -bit curve, an affine pairing spends $63 \%$ of the time on the final exponentiation.

## 5 Related work

In this section, we compare the performance of our pairing implementation on ARM to related work previously presented in the literature. However, we note that different implementations are often hard to compare because they use very different underlying hardware, different processors that may operate at totally different clock frequencies, use different operating systems, aim at a different security level or use other pairing-friendly curves with different properties. We still feel that it is worth contrasting our implementation with previous work.

For applications of pairings to privacy of electronic medical records using Attribute-Based Encryption for key management, some recent performance numbers for pairings on ARM processors were reported in [1]. The comments in [1, Section 6.1] give rough performance numbers for pairings on ARM: the PairingBased Crypto (PBC) [19] library computes pairings in 135 milliseconds on an ARM processor running on Apple A4 chip-based iPhone 4, running iOS 4 with 512 MB of RAM and computing on a 224 -bit MNT elliptic curve.

As mentioned above, it is hard to compare across different hardware and operating systems, but as a point of reference, our implementation of affine optimal ate pairings computes pairings on curves of comparable security level, 222-bit BN curves, in 53 milliseconds, on the hardware Tegra 2 NVidia, Dualcore ARM Cortex A9, $1 \mathrm{GHz}, 1 \mathrm{MB}$ L2 cache, $32 \mathrm{~KB} / 32 \mathrm{~KB}$ (I/D) L1 per core, DDR2-667. Note that MNT curves have embedding degree 6 instead of 12 as for BN curves, which means less security and faster extension field operations and final exponentiation.

Another paper with performance numbers for pairings on small processors for embedded devices is [25], which reports the performance of Tiny PBC. TinyPBC is an efficient implementation of pairing-based cryptography ( $\mathrm{PBC} \mathrm{)} \mathrm{primitives}$, suited for example for 8 -bit processors used in wireless sensor networks (WSNs). TinyPBC is open source code based on RELIC [2], a publicly available C library which contains highly efficient code for optimized pairing computations, providing about 70 bits of security. For 8 -bit processors, working on elliptic curves over binary fields $\mathrm{GF}\left(2^{271}\right)$ and using embedding degree 4 , their implementation is able to compute pairings in about 1.9 seconds on the MICAz Mote sensor node, an ATmega128L microprocessor at $7.3828-\mathrm{MHz}$, with 4 KB SRAM and 128 KB ROM. On processors more comparable to the ones considered here, on the Imote2 platform (13MHz PXA271, a 32-bit ARMv5TE with 32 KB data cache and 32 KB instruction cache), their implementation showed a pairing computation in 140 milliseconds [25, Table 3]. Again these computations are not really compara-
ble because of the 70-bit security level, different hardware and operating system, binary fields, different curve and embedding degree.

In [31] the authors report a performance of some optimal pairings on supersingular elliptic curves in characteristic 3, using the BREW emulator on 150 MHz and 225 MHz ARM9 processors. Their implementation achieves a pairing computation in 401 and 262 milliseconds respectively over the base field $\operatorname{GF}\left(3^{193}\right)$ on curves claimed to be at the 80 -bit security level.
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