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Abstract—When being deployed, ad-hoc and sensor networks clustering is crucial in realizing spatial multiplexing in non-
are unstructured and lack an efficient and reliable communi- overlapping clusters (TDMA or FDMA). Hence, computing
cation scheme. Hence, the organization of a MAC layer is the 5 4504 injtial clustering is a major step towards establishing

primary goal during and immediately after the deployment of . . .
such networks. Computing a good initial clustering facilitates this an efficient MAC layer on top of which higher-level protocols

task and is therefore a vital part of the initialization process. A and applications can subsequently be built.
clustering based on a maximal independent set provides several What is a good clustering? Depending on the specific

highly desirable properties. Besides yielding a dominating set network problem at hand, the answer to this question may be
of good quality, such a clustering avoids interference between y.arving But in light of the wireless and multi-hop nature of ad-
clusterheads, thus allowing efficient communication. We propose hoc and sensor networks, a good clustering should satisfy (at
a novel algorithm that works under a model capturing the . ! - R
characteristics of the initialization phase of unstructured radio least) two properties. In order to allow efficient communication
networks, i.e., asynchronous wake-up, scarce knowledge aboutbetween each pair of nodes, every node should have at least
the topology of the network graph, no collision detection, and one clusterhead in its neighborhood. From a graph theory point
the hidderll'terminal prob!em. We show that even lunder these of view, this first property demands dominating set(and
hard conditions, the algorithm computes a maximal independent _ . . .
set in polylogarithmic time. preferably aminimum dominating setA dominating set in a
graphG = (V, E) is a subsetS € V such that each node is
l. INTRODUCTION either in .S or has a neighbor ir6. The use of (connected)
dominating sets for clustering networks has been motivated
One of the main characteristics of ad-hoc and sensor nghd investigated in literature, e.g. in [8], [9], [10], [11], [12],
works is that the communication infrastructure is provided 3].
by the nodes themselves. When being deployed, the nodeshijs identification of clustering to the notion of domi-
of such networks initially form a chaotianstructured radio nating sef however, does not cover the second need arising
network which means that no reliable and efficient communin ad-hoc and sensor networks. It has been motivated in [2],
cation pattern has been established yet. Before any reasonghi¢ that it is undesirable to have neighboring clusterheads.
communication can be carried out, nodes matsticturethe |n particular, if no two clusterheads are within each other’s
network, i.e., they must set up a medium access scheme. Fgual transmission range, the task of establishing an efficient
problem of initializing and structuring radio networks is olMAC layer is greatly facilitated because clusterheads will
great importance in practice. Even in an ad-hoc network wiltbt face interference. This second property imposed on the
a small number of devices such as Bluetooth, the initializatigjustering of ad-hoc and sensor networks leads to the well-
tends to be slow. In a multi-hop scenario with large numb@fhown concept of amaximal independent séh a graph
of nodes the time consumption for establishing a reasonalle= (v, E). An independent set (IS of G is a subset of/
communication pattern increases even further. In this papsiich thatvu,v € S, (u,v) ¢ E. S is amaximal independent
we are going to study this vital transition from a unstructureset (MIS) if any node v not inS has a neighbor irf.
to a structured network, thieitialization phase The importance of a MIS in the context of clustering
One frequent approach to solving the problem of bringingireless networks has been widely acknowledged [14], [15].
structure into a multi-hop radio network idustering [1], ~Several algorithms for the construction of a virtual backbone
[2], [3], [4], [5]. Clustering allows the formation of virtual (for example for allowing efficient routing) are based on
backbones enabling efficient routing and broadcasting [6],dbmputing a MIS [8], [16], [12], [17]. Due to its additional
improves the usage of scarce resources such as bandwiglhstraint, computing a MIS is a harder problem than comput-
and energy [7], and — most important to this paper -ing a dominating set. Additionally, it is worth noting that any
MIS is a40O + 1-approximation for the minimum dominating
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a high-quality dominating set and moreover has the property without collision detection tend to be less efficient than
that clusterheads do not interfere. Hence, a MIS provides an algorithms with collision detection. Note that the absence
excellentinitial clustering Note that the computation of a MIS of a reliable collision detection mechanism precludes
is also a key building block for coloring algorithms as all nodes  using standard protocols such as Busy Tone Multiple
in a MIS can be safely assigned the same color. Access (BTMA) [20].

In view of our goal of setting up a MAC scheme in a newly « Nodes have only limited knowledge about the total num-
deployed network, it is obvious that a clustering algorithm  ber of nodes in the network and no knowledge about
for the initialization phase must not rely on any previously the nodes’ distribution or wake-up pattern. Particularly,
established MAC layer. Instead, we are interested in a simple they have no a-priori information about the number of
and practical algorithm which quickly computes a clustering  neighbors.

completely fromscratch Note that this precludes algorithms |, this paper, we show that polylogarithmic time is enough

working under any sort ofnessage passing model which 4 compute a MIS clustering even under this harsh model. We
messages can be sent to neighbors without fearing collisigi.sent a randomized algorithm which has practical relevance
due to the hidden terminal problem. in the initialization phase of ad-hoc and sensor networks due to

In total absence of any MAC layer support, algorithms fqg peing fast and simple and because it works in total absence
clustering in a newly deployed network must be capable gf any existing MAC layer.

working under particularly harsh conditions. Specifically, theseA literature review is given in Section Il. Section I

conditions are captured by the following model assumptloggrma”y introduces the model in detail and the algorithm is

[18]: ) ) ) . presented in Section IV. The algorithm’s analysis is given in
« The network is amulti-hop network, that is, there exist gactions V and VI. Section VII concludes the paper.
nodes that are not within their mutual transmission range,

resulting in problems such as the well-knoviidden I
terminal problem Some neighbors of a sending node
may receive a message, while others are experiencingefore being studied in the context of clustering ad-hoc
interference from other senders and do not receive thed sensor networks, the computation of a MIS has been
message. the focus of extensive research on parallel complexity. It

« Our model allows nodes to wake-gsynchronouslyln has been shown in [21] that the MIS problem is MC,
a multi-hop environment, it is realistic to assume thaneaning that a polylogarithmic running time is achievable on
some nodes wake up (e.g. become deployed, or switchedPRAM containing a polynomial number of processors. A
on) later than others. Consequently, nodes do not hav@jor breakthrough in the understanding of the computational
access to a global clock. It is important to observe thwmplexity of MIS was the ingenious randomized algorithm
manifold implications of asynchronous wake-up. If alby Luby [22], achieving a runtime 0®(logn) on a linear
nodes started the algorithm simultaneously, we couttimber of processors under the CRCW PRAM model of
easily assume an ALOHA style MAC-layer where eachomputation. Unfortunately, Luby’s algorithm cannot be easily
node sends with probabilit9(1/n). It is well known that transformed to work under our model since it assumes syn-
this approach leads to a quick and simple communicatiehronous wake-up, knowledge about the neighborhood, and
scheme on top of which efficient clustering algorithmsollision-free communication. Recently, time lower bounds
can be used. If nodes wake-up asynchronously, howevier, the distributed construction of MIS have been given in
the same approach results in an expected linear runtifi2d]. At leastQ(/logn/loglogn) and Q(log A/loglog A)
if only one single node wakes-up for a long time. Ircommunication rounds are required to obtain a MiSbeing
order to achieve a polylogarithmic runtime in the case dlie largest degree in the network.
asynchronous wake-up, more sophisticated protocols aréA model related to the one used in this paper has been stud-
required. ied in the context of analyzing the complexity of broadcasting

« Nodes do not feature a reliabdellision detectiormech- in multi-hop radio network yielding a vast and rich literature,
anism. In many scenarios (particularly when considerirgyg. [24], [25]. The same model has also been the focus
the lack of an established MAC protocol during thef research on two important problems calletdtialization
initialization phase!) not assuming any collision detectioproblem and leader election problemn single-hop radio
mechanism is realistic. Nodes may be tiny sensors wittetworks, e.g. [26], [27]. A striking difference to our model
equipment restricted to the minimum due to limitations ifs that these algorithms consideynchronous wake-up.e.,
energy consumption, weight, or cost. It has further beemdes have access to a global clock and it is assumed that
argued that the no collision detection assumption makal nodes start the distributed algorithm at the same time. In
sense in the presence of noisy channels [19]. The sendthg case of ad hoc and sensor networks distributed over a
node itself does not have a collision detection mechanidarge geographical area, guaranteeing that all nodes start the
either, that is, a sender does not know how many (@istributed algorithm simultaneously appears to be difficult in
any at all!) neighbors have received its transmissiquractice. Moreover, if (sensor) nodes are deployed dispersed
correctly. Given these additional limitations, algorithmén time, it may even be impossible. As mentioned in the
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introduction, the additional difficulties imposed by asynchromyhich do not receive a message in spite of their being within
lead to new algorithmic designs. the transmission range of the sender.

A model featuring asynchronous wake-up has been studiedNodes have only scarce knowledge about the network graph.
in recent papers about theake-up problenn single-hop radio In particulary, they have no information on the number of
networks [28], [29]. In comparison to our model, these papenedes in their neighborhood or even the density of nodes in
define a much weaker notion of asynchrony. Particularly, it the network. Nodes merely have an upper bofiridr the total
assumed that sleeping nodes ameken upby a successfully number of nodes = |V| in the graph. Whilen is unknown,
transmitted message. In a single-hop network, the problemadf nodes have the same estimatdt has been shown in [29]
waking up all nodes hence reduces to successfully transmittihgt without any estimate of, even in the single-hop case
one single message. Recently, the wake-up problem has asery algorithm requires at least tin§&n/logn) until one
been studied in the multi-hop case in [30]. While this definitiogingle message can be transmitted without collision. Hence,
of asynchrony leads to a variety of interesting combinatoriassuming: being completely unknown would ultimately pre-
problems, it it unsuited for modeling the situation of newlglude polylogarithmic clustering algorithms. In practice, is it
deployed ad hoc and sensor networks. usually possible to give a rough upper bound on the number of

Our results for the construction of a maximal independentbdes in the network in advance. Further, note that nodes can
set in unstructured radio networks partly build on a previols placeccompletely arbitrarily i.e., our analysis does not rely
paper for the same model [18]. In [18], a randomized algorithom any kind of probabilistic (e.g. uniform) node distribution.
which computes a constant approximation for the minimum For the sake of simplicity, we assume — for the analysis
dominating set problem in the same model is introduced. & the algorithm — that time is divided into time-slots.
fact, in Section V-A we are going to make use of some of thdowever, we attach great importance to the observation that
results obtained in [18] as a starting point for the analysis ofir algorithmdoes not rely on synchronized time-slatsany
our algorithm for maximal independent sets. Concluding thiay. Since nodes do not have access to a global clock and
section, we would also like to mention that a model similasynchronizing time-slots may be an expensive task, such an
in spirit, yet even in more restricted than the one used in trassumption would not always be realistién this paper, it
paper has recently been studied in [31]. is solely for the purpose of analyzing the algorithm that we
assume slotted channels. This simplification of the analysis
is justified by the standard trick introduced in the analysis

Having already given some intuition in Section |, we nowef slotted vs. unslotted ALOHA [32]. In [32], it is shown
describe the model in more detail. We consideulti-hop that the realistic unslotted case and the idealized slotted case
radio networkswithout collision detectionNodes are unable differ only by a factor of2, because a single packet can
to distinguish between the situation in which two or moreause interference in no more than two successive time-slots.
neighbors are sending and the situation in which no neighboiSanmilarly, by analyzing our algorithm in an “ideal” setting with
sending. Further, in Sections IV and V, we assume that nodasichronized time-slots, we obtain a result which is only by
have access to three independent communication chalinelsa constant factor faster as compared to the unslotted setting.
T'y, andT's. In practice, this may be realized using an FDMA In each time-slot, a node can either send or not send. A
scheme. Having three communication channels simplifies thede receives a message in a time-slot only if exactly one
analysis, but in Section VI we show it is not a fundamentalode in its neighborhood has sent a message in this time-slot.
necessity. Even a single communication channel suffices However, in the multi-channel case, nodes are able to correctly
compute a MIS in polylogarithmic time. receive messages from the three channels simultaneously. The

Nodes may wake upsynchronouslyat any time. We call a variablesp, and ¢, denote the probabilities that node
nodesleepingbefore its wake-up, andwakethereafter. Only sends a message in a given time-slot on chahnedndI's,
awake nodes can send or receive messages. Sleeping noegsectively.
are not woken upby incoming messages. Observe that this We conclude the section with a well-known mathematical
asynchronous model is more general than the usually studfadt.
synchronous wake-up model in which all nodes start their Fact 3.1: For all n, ¢, such that: > 1 and|¢| < n,
local algorithm at the same time. In fact, synchronous wake-

1. M ODEL

2 n

up is just one possible scenario captured by the asynchronous et (1 - t) < (1 + t) < €.

model. In the other extreme case, only one ofith@des may n n

wake up while the others remain sleeping for an arbitrarily IV. ALGORITHM

long time. We start with an intuitive outline of the algorithm. For

We considerUnit Disk Graphs(UDG) to model the net- 1o sake of clarity, the algorithm is divided into three parts.
work. In a UDGG = (V, E), there is an edgéu,v) € E

iff the Euclidean distance betweanand v is at most 1. It it has been argued that by interfacing with a Global Positioning System

is important to note however that due to asynchronous wakgePS), keeping local clocks synchronized has become technically possible.
The accuracy provided by commercially available systems is more than

up, s_ome nodes may still _be asleep, while others a_re alre% Micient for stations of a radio network to synchronize [27]. Nonetheless,
sending. Hence, at any time, there may be sleeping nodesalgorithm does not rely on this assumption.



Algorithm 1 MIS-Algorithm (Main-Loop)

Receive Triggers

state := uncovered; excited := false; (Only executed if the node does not send a
upon wake-up do: message in the same time-slot.)
1: for j:=110 26 - [log® 7/ loglog ] do upon receiving msg onI’; do:
2:  wait(); if not candidatethen
3: od restart main-loop at line 1;
4: counter = 0; fi
5: for j:= [logn] to 0 by —1 do
6:  pi=1/(27F); upon receiving msg(c’) on I'y do:
7. for i:=1to~- [logn] do Ac := |¢'—countef;
8 b 1 with probability p if candidateand Ac < 8logn then
' "1 0 with probability 1 —p counter :=—[8logn];
9: if b=1 then fi
10: send) onI'y;
11 start candidacy(); upon receiving msg onl's do:
12: stop executing main-loop state := covered;
13: fi terminate();
14: od
15: od

in the candidacy-phase, respectivdly, is reserved for nodes

Candidacy Phase() having already joined the MIS.

16: loop

1 with probability ¢ Note that due to asynchronous wake-up, the candidacy-
b= 0 with probability 1 — ¢ phases of different nodes are not aligned with each other.
18: if b =1 then On the contrary, just as they can start the main-loop at
19: excited := true; different times, nodes may join the candidacy-phase later than
20: sendcounter) on I'y; others. Moreover, unless a node has received a message from
21: i a neighbor, it has no knowledge whether other nodes have
22: if excitedthen previously joined the main-loop or candidacy-phase. In fact,
23: counter := counter + 1; overcoming the absence of any such knowledge is one of the
24: i key challenges when designing algorithms for our model.

25.  if counter =6 - [log® 7/ loglog 7] then In more detail, the algorithm works as follows. A node starts
26: state := MIS; executing the main loop upon waking up. At first, nodes wait
27: sendon I'; with probability 1/6 forever; for messages (on all channels) without sending themselves
28:  fi (lines 1-3). The reason is that nodes (re)starting the main-
29: end loop loop should not interfere with nodes currently competing in a

candidacy-phase. The main part of the algorithm (starting in
line 5) works in rounds, each of which contains [log 7]
time-slots. A node becomes candidate (and starts executing
Each node first executes the main-loop. When sending the fiig start candidacy()procedure) upon its first sending on
message, the main-loop is stopped and dteet candidacy() channell';. Starting from a very small value, a node doubles
procedure is called, which runs until termination. In parallefis sending probability in each round, therefore increasing its
the algorithm’s reception triggers are invoked upon receivinghance to become candidate. As soon as it receives a message
any messages. Note however, that in accordance to our mogal,I’;, however, it quits the current execution of the main-
a message can only be received (i.e., the reception triggesp and restarts at line 1. In the analysis of the main-loop’s
invoked) if the nodedoes notsend in the same time-slot.  properties in Subsection V-A, we give a bound on the number
The algorithm consists of two main phases. The purpogé nodes simultaneously being candidates. We will then go
of the main loop is the selection afandidateswhich will on to show that each time a restart occurs, some node in the
subsequently compete for joining the MIS incandidacy- 2-neighborhood will join the MIS within the required time-
phase More precisely, a node becomes candidate when sefgunds. We call nodes in the waiting loomctiveand nodes
ing its first message on channEl (lines 10 and 11). The in the main part of the algorithractive
main-loop is designed as to bound the number of candidatesdaving bounded the number of candidates, the candidacy-
simultaneously executing the candidacy-phase, therefore phase works as follows. In each time-slot, a candidate sends
abling a quick election of MIS nodes. This selection in then I's with probability q. After sending the first time, a node
candidacy-phase takes place entirely on chahpeWhileT'; becomesexcitedand starts increasing a counter in every time-
and I'; correspond to communication in the main-loop anslot. This counter is attached to each message. Upon receiving



a message on channB}b by another candidate, the receiver
compares the sender’s count€r with its own. In case its
own value is within8logn of the sender’s counter, a node
resets its own counter. This prevents two neighboring nodes
from joining the MIS shortly in succession. It is interesting to
notice that this method of comparing counters is sufficiently
powerful to avoid long cascading chains of resettings. Once a
node’s counter reaches- [log® 71/ loglog 7], the node joins
the MIS and immediately starts sending on channghwith
constant probability. Since no two nodes’ counter reaches the
threshold within8 log » time-slots, there is sufficient time for
the first MIS node to inform its neighbors, thus ensuring that
no two neighbors join the MIS.

The algorithm’s parametekgsand g are defined as

q := loglog it/ log*n 8 :=6.

Fig. 1. CirclesC; and D;

Intuitively, the choice ofy is motivated by two contradicting

aims. On the one hang,must be large enough such that some

node will join the MIS within the desired runtime. On the other )

hand, a smalij ensures that no two neighboring nodes join th ecessary to understa}nd our results. For .deta|ls.a!’1.d the proofs,
MIS. In Subsection V-B, we prove that the choiceqgofesults we refe_r .to [18]. we f|_rst “ee‘?' the following def_|n|t|on: )

in exactly onenode in each “neighborhood” joining the MIS. [?efmmon 5.1: Cpn3|der a circle”;. Let ¢ be a time-slot in

The parametep is defined as to maximize the probability ofWh'C_h a message IS s_e_nt by a nade C; on channel’;, and

a successful computation [18]. The parameteasd~ can be received (without collision) by all other nodes @y. We say

used to tune the trade-off between running-time (smiahd that circleC; clearsitself in time-siott. o
~) and probability of success (largeand ). The first key Iemma given in [1.8] is a pr.obab|llst|c.bound
on the sum of sending probabilities in a cirelg. The idea

V. ANALYSIS is that once the sum of sending probabilities(in surpasses

This section contains the main theoretical contribution dh€ (constant) threshold/2°, C; will clear itself within the
this paper. We show that with high probability the algorithr?€Xt7 - [log 7] rounds with high probability. In particular, the
computes a MIS in tim@(logiiﬁ/ log log ). Note that for the probability is hllgh enough as to ensure th_at the same property
analysis, it is sufficient to assumie= n, because solving MIS holds for all circles throughout the algorithm. This intuition
for n’ < n cannot be more difficult than fas. If it were, the IS formalized in the following lemma, the proof of which is
imaginary adversary controlling the wake-up schedule of &sed on induction over all time-slots in which the sum of
nodes could simply decide to let— n’ sleep infinitely long, Sending probabilities in an arbitrary; surpasses /2”.
which is indistinguishable from having’ nodes. Subsections Lemma 5.1:The sum of sending probabilities of nodes in
V-A and V-B analyze the events on channdls and T',, @ CircleC; is bounded by)~, . pr < 3/2° with probability
respectively. The algorithm’s runtime is derived in Subsectic l€astl — o(;z). The bound holds for alt’; in G with
\-C. For the sake of clarity, we will sometimes omit the ceilingrobability at least — O(;.).
signs as imposed by the algorithm. Further, we assunte With Lemma 5.1, we can now bound the number of candi-
be large enough, such thiakg®7/loglogn > 8logn. A more dates in each circlé’; before a clearance. This is done in two

rigorous analysis leads to the same results. steps. First, we compute the numberadflisionsin a circle
) before a clearance occurs. Secondly, Lemma 5.3 establishes an
A. Main-Loop upper bound on the number ofw candidates per collision

In this subsection, the terraum of sending probabilities Consequently, combining both results leads to a bound on the
refers to channel';. We cover the plane with circle§; of number of candidates before a clearance and concludes our
radiusr = 1/2 in a hexagonal lattice, as shown in Figur@nalysis of the main-loop.

1. Let D; be the circle centered at the center @f having We say that aollision in C; occurs if more than one node
radius R = 3/2. It can be seen in Figure 1. thay; is (fully in D; is sending o’y in a particular time-slot.

or partially) covering 19 smaller circleS;. Note that every Lemma 5.2:Let F' be the number of collisions in a circle
node in a circleC; can hear all other nodes i@;. Nodes C; between two subsequent clearances (or before the first
outside D; are not able to cause a collision d}. clearance). For some constant< 8, it holds F' < 7logn

Our analysis of the main loop builds on two lemmas olwith probability at leastt — o(-};).
tained in [18]. In that paper, the authors propose an algorithmlt remains to establish a bound on the number of new
which computes an asymptotically optimal dominating set. kkandidates per collision.
the following, we introduce both lemmas up to a level of detail Lemma 5.3:Let D be the number of nodes i&; send-



ing in a time-slot. Given the occurrence of a collision, theeparatecandidacy phases in a circle; and analyze them
expected number of sending nodes (i.e., new candidates)nidividually because a node’s candidacy phase does not take
E[D|D > 2] € O(1). Furthermore,D € O(logn/loglogn) longer than2s - log® n/loglogn time-slots, as shown in the

with probability 1 — o(-z). sequel.
Proof: Since the nodes send independently of each otherLemma 5.4:Let,, be the time-slot in which node,, joins
we can bound the conditional expectation as the MIS. The counter of all neighboring nodes (v,,,v.) €

E, at timet,, is at moste < 25log® n/loglogn — 8logn

E[D|D = 2] < 2+ E[D] = 2+ ) pr with high probability.

keD; Proof: Let v. be a neighboring node having counter
< 2419- 3 e 0(1). ¢ > dlog® n/loglogn — 8logn by the timet,,. Assume for
Lemma 5.1 26 contradiction that, exists. By the definition of the algorithm,
The high probability result can be derived using the upper, must have sent in time-slat,, — §log®n/loglogn and
tail Chernoff bound. Lety = E[D|D > 2] and § = wv. must have sent within the subsequé&ibgn time-slots.
Tlogn/loglogn for some constant. For P, defined as Afterwards,v. has not received a message from. If it had,
P[X > (14 d)u], it holds that it would have reset its counter. The probabili®..,(t) that
- P v, receives a message fromy, in an arbitrary time-slot is
P+ <W> PT@C’U (t) 2 log lzgn (1 - log lzgn>d(t)
log“n log“n

Taking the logarithm ofP,, this term simplifies to i .
where d(¢t) denotes the number of candidates within the

logPy < u(—0-loge— (14 0)log(1l+94)) transmission range of. at timet. We know thatd(t) is in
utlogn . Tlogn the range between and 197 log>n/loglogn. P,..,(t) is a
= loglogn og (1+ log 1ogn) monotonously decreasing function dt) and therefore,
utlogn 197 log2n
loglog n (log (7 logn) — loglog log n) Pn®) > w (1 - w ) ogTosn
< _prlogn- (1- logloglogn log™n 210g n
- loglogn € Qoglogn/log™n).

< —2logn The probability that this event does not occur in any of the
for large enoughr > /2. The lemma now follows from 9 - [log” 7/ loglog ] time-slots followingt,, can be shown
P, < 272logn < =2, ] to ben~"% for some constant by applying Fact 3.1. By
Combining Lemmas 5.2 and 5.3 we have thus established@$0sing accordingly, this probability can be made arbitrarily
O(log®n/ loglog n) upper bound on the number of candidategMall. _ _ _ O
emerging in a circle”; before its clearance. Let E; denote the circle with radius/2 centered at the
_ center ofC;. Further, lett. be the time-slot in which a node
B. Candidacy-Phase v, becomes candidate iR;. The following lemma shows that

Upon sending orl'; in the main-loop of the algorithm, a with high probability, at least one node i; (possibly more)
node becomes candidate and competes for joining the Mjgins the MIS within timet, + 26 log® n/ log log n.
In this subsection, we are going to show that each candidatd-emma 5.5:For every candidate., eitherv, joins the MIS
will either join the MIS or will be covered by a MIS nodeor a neighboring candidate,, (v.,v.) € E, joins the MIS
within time 26 - log® n/loglog n. Based on the analysis ofwithin time . + 26 log® n/loglogn with high probability.
the previous subsection, we can bound the number of nodes Proof: The main idea is that once a candidatesends
simultaneously executing ttmandidacy phase(rocedure. In without collision at timet, it will either join the MIS at
particular, we know by Lemmas 5.2 and 5.3 that with higtime ¢, + dlog®n/loglogn or a neighboring candidate will
probability, there are at mostlog®n/loglogn candidates join the MIS before. Let:(v.) be the value ofv.’s counter
emerging inC; before a clearancefor a constant. Further, at time ¢,. As the message is sent without collision, all
all but the sending node restart the main loop after a clearanseighboring candidates. having counter values in the interval
and the sending node itself stops executing the main lopp —[8logn],...,v.+[8logn|] will set c¢(v,) := —[8logn]
altogether. Due to the waiting loop at the beginning of theéue to the received message Bn That is, only nodes with
algorithm, no node irC; is going to compete for becomingmuch larger counter values thafw) will keep on counting
candidate during the nex - log® n/ loglog n time-slots. In  without resetting. Consequently, after time-gigtit holds that
other words, nodeafter a clearancelo not interfere with the le(ve) — e(v!)| > [8logn] 1)
current candidacy-phase due to their being inactive. The same ¢ ¢
holds for allC; € D, and hence, the number of candidatefor all neighboring candidates,. By sending the message
within the transmission range of a nodemay not exceed at time t,, v. has become excited and hene€y.) is in-
197 logn/ loglogn. This crucial observation allows us tocreased in each subsequent time-slot. By equation (1), no



neighboring candidate will be able to cause a resevf time-slots afterv,,. During these time-slots,,, sends with
counter aftert;. In absence of any such neighbor with closeonstant probabilityl /6 on channel’s. It is well-known that
enough counter, there is no way to preveft.) from reaching in a unit-disk graph,v/, can have at mos6 independent
§ - [log® 7/ loglog 7], which enables), to join the MIS. neighbors (i.e., MIS nodes). The probability thaf, has

It remains to be shown that with high probability, one candreceived no message hy, can thus easily be shown to be
date inD; sends without collision in the interv@d., ..., tc+ Precw € O(n*z). Observe that the same argument holds for
dlog® n/loglogn], such that the above observation can comodes which area already covered by (ugpYdMIS nodes by
clude the proof. Let be an arbitrary time-slot. Againj(t) the time of their wake-up. O
denotes the number of candidates within the transmission
range of the first candidate i;. The probability P,,.(t) C. Running Time
that one node sends without collision is given by

Finally, we derive the algorithm’s running time. In view
d(t)loglog n log log n d(t)—1 of Lemma 5.5 and Theorem 56 every nodg will either join
< - ) . the MIS or become covered within tim&log® n/loglogn
upon becoming candidate. We require the following simple
Py..(t) being a concave function ir(t), we can focus our observation which immediately follows from the algorithm’s
attention on the two border valuegt) > 1 and d(t) < definition.

Psuc (t) =

log®n log®n

197 log®n/ log log forall t. <t <t.+ §log® n/loglogn. Lemma 5.7:Consider a circleC; and lett; be the time-
Ford(t) =1, P...(t) simplifies to slot in which the first nodes, € C; executes line 5 of the
log log n main-loop. With high probability, there is a node in which
Pouc(t) = Togin becomes candidate before time+ v log®n.
_ ) Proof. By the definition of the algorithmy,. sends with
while for d(t) = 197 log"n/loglogn, we have po, = 277 on T after logn rounds (unless,. receives a
197 log?n message from a neighbor in which case the claim holds). The
Puclt) = 197 (1 3 10g10gn> TogTog probability P,,, that v, does not send in any of this round’s
e log?n ~vlogn time-slots can be made arbitrarily small by choosing
large enough, i.e.
> 1977107 <1 - 10g1(;gn> v iarg 9
Fact 3.1 lOg n 1 vlogn 5
> —197 . P, < [1-= < p/27
Z, e € Q1) = < 2ﬂ> Fact 3.1
Putting things together, the probability of a successful time- O
slot is lower bounded by We are now ready to prove the claimed running time of the
 loglogn - algorithm.
Pouc(t) > mm{lig%’ 157¢ 197} Theorem 5.8:Every nodev € G either joins the MIS or

becomes covered by a neighboring node joining the MIS
throughout the considered time interval. The probabily \ithin time O(]Og?’n/ log 1Ogn) upon waking up.
that no candidate sends without collision in the interval  proof: By Lemma 5.5, we know that if a node € D,

[te, ... te + 6log’ n/loglogn] is therefore becomes candidate at tinag, it will be covered (possibly by
510g3 n joining the MIS itself) beforet,, + 26 log® n/loglogn. This
P, < (1 _ min{bglﬂ 1576—197}) oslosn implies that there is a node,, € E; joining the MIS before
N logn t; + 20 log® n/loglogn, wheret; is defined as the first time-
< max {n‘é,n‘% L. slot a candidate emerges ;.

Consider an arbitrary nodee C;. By Lemma 5.7, we know
For large enough, this probability becomes arbitrarily small.that26 log®n/ log log n+7log”n € O (log’n/ loglogn) time-
Thus, with high probability, at least one node will send withouglots after its wake-up; will either become candidate or there
collision within the firstdlog® n/loglogn time-slots of the will be another candidate i®;, from which v has received
candidacy-phase. Since the same argument can be repeated foressage. In the first case,will be covered within the
every node, the lemma follows from the observation stated rxt24 log® n/ log log n time-slots by Lemma 5.5. In the latter
the beginning of the proof. [0 case, at least one node i joins the MIS within the same
We are now ready to state the main correctness theorenperiod. If this node covers, we are done. If not, we know that
Theorem 5.6:With high probability, no two neighboring the same conditions as above hold in the remaining, uncovered
candidates join the MIS, i.e., the resulting independent setpart of E;, because the waiting period before the main-loop
correct. guarantees that a node cannot take part in the same candidacy-
Proof: Letwv,, be a MIS node. Assume for contradictiornphase twice. The above argument can thus be repeated. Each
that v),, (vm,v),,) € E, is the first node violating the MIS time v either joins the MIS or becomes covered or one node
condition. By Lemma 5.4y/, joins the MIS at leasBlogn in E; joins the MIS in timeO(log3 n/log logn).



By Theorem 5.6, no two neighboring nodes join the MISollows the intuition thato log3n/ log log n time-slots suffice
Hence, the number of different nodes joining the MISHn to “spread” the (at most))(loan/ log log n) senders on each
is bounded by a constant because no more than a constdrgnnel in time, enabling each one of them to send without
number of nodes with transmission rangean be packed in collision at least once.
a circle E; of radius5/2 such that no two nodes are within Formally, the simulation algorithm is defined as follows.
each other's mutual transmission range. In other words, at mdge write send(t) = 1 if a sender sends in time-sletand
a constant number of repetitions are required and it followssnd(t) = 0, otherwise. Further, leA := alog3n/ loglogn
that nodev is covered by a node in the MIS (possibly itselfiandp := loglog n/ log*n. Each node simulates time-sloby
within time O(log3 n/loglog n) upon its wake-up. The same3\ single-channel time-slots; . . . s3, in the following way:

argument holds for every node € G which concludes the
g y < send(t) =0 = Vs; € [s1...83)] :

proof. O
Our analysis is concluded by combining Theorems 5.6 and send(s;) :== 0

5.8 in the following Corollary. send(t) =1 = Vs; €[$1...8x, Sars1.--83)) ¢
Corollary 5.9: With high probability, the algorithm com- send(s;) == 0

putes a correct MIS such that each node is covered within

time O (log® n/ loglog n) upon waking up. end(t) =1 = Vs; € [sx1.. 523

1, with prob. p
VI. SINGLE-CHANNEL send(s;) = { 0, with prob.1 —p
Realizing independent communication channels by means

of an FDMA scheme may not always be desirable or possible Let suc(t) = 1 denote that a message has been successfully
In this section, we show that a MIS clustering can be efficientij@ansmitted in time-slot, and suc(t) = 0 otherwise. We can
computed in the most baskingle-channelsetting, too. We state the following lemma, the proof of which is similar to the
do so by adapting a technique developed in [31]. Intuitivel@ne given in [31] and is omitted due to space limitations.

the idea is to simulate each time-slot in the multi-channel Lemma 6.1:Time-slot ¢  can  be  simulated

model by a number of time-slots in the single-channel mod@&ly 0(10%371/ loglogn)  time-slots s;, i €
In particular, we show that the algorithm’s time complexityl - ..3alog”n/loglogn], for a large enough constant
remains polylogarithmic. a such thatsuc(t) = 1 < i : suc(s;) = 1 with probability

For the mapping to the single-channel case, assume that 0(1/n2a)-
all senders sending on any channel in the multi-channel casé\ote that due to asynchronous wake-up, we cannot and
send on a single common chanriél It is clear that this do not assume that intervals of length are aligned among
can lead to additional collisions. When simulating multipl@odes. Thanks to the “buffer-periods” at the beginning and end
channels with a single channel, we must guarantee that e@tlgach interval, we do not rely on such an assumption. Having
successful transmission in the multi-channel case correspoh@§ma 6.1, it is now straightforward to correctly simulate the
to a successful transmission in the single-channel case. Efgire algorithm with a single channel within polylogarithmic
critical cases are those in which a node receives a messaggUiining time: All nodes simulate each of their time-slots with
the multi-channel case, but does not receive it in the singlée algorithm given above, leading to the following Theorem.
channel case, due to a collision caused by the mapping. Fofheorem 6.2:The MIS algorithm in the single-channel
instance, the situation when one node sendsI'gnand a model has time-complexitp(polylog(n)). With high proba-
collision occurs onl'; andT'; is a critical case, because thebility, all critical steps are executed like in the multi-channel
message orl’; is not received orl’ when simulating the algorithm.
three communication channels with a single one. If, however, a Proof: Time-complexity follows from Theorem 5.8 and
collision occurs on all channels, it is not a critical case sindeémma 6.1. For correctness, we compute the probability
no message is successfully transmitted in the multi-chanr@lthat all critical steps are correctly simulated. Since the
case. Our simulation algorithm must ensure that a mess#&d@orithm’s execution takes at maStn log®n/ log log n steps
can be successfully transmitted in all critical cases. for a constantC in the multi-channel case? is

In accordance to [31], les and ¢ be time-slots in the c 3
single-channel and multi-channel model, respectively. We sim-  p ~ (1 _ 1> CERE L O<10g n) '
ulate each time-slot with 3alog®n/loglogn time-slots s n2« n
for a large enough constamt. The idea is that each node O
sending onI'y, T'5, or I'3 in ¢ randomly sends on the
single common channdl' with probability log log n/ log*n
during the “middle” aloggn/ loglogn time-slots (i.e.,t € How can we structure the chaos existing during the deploy-
[alog®n/loglogn ... 2alog*n/loglogn —1]) corresponding ment of an ad-hoc or sensor network? In this paper, we have
to ¢. During the first and lasty log?’n/ loglogn time-slots, tried to provide an answer by analyzing the initialization phase
such a node will not send. A node not sending on any chanmélunstructured multi-hop radio networks. Immediately after
in ¢ remains quiet during the entire interval. This approadteployment, organizing an efficient medium access scheme is

n log3 n

VII. CONCLUSIONS



probably the most urgent task at hand, and computing a gdod
initial clustering is one of the key ingredients to solving it.

We have proposed a novel algorithm which computes a
maximal independent set in polylogarithmic time even underss)
model featuring many of the realities of unstructured networks.
Besides being a dominating set of excellent quality, a MIS
has the additional property that no two clusterheads interfefss]
This is particularly desirable in the initialization phase of ad-
hoc and sensor networks, facilitating the construction of gy,
efficient MAC layer.

We believe that due to its being fast and simple, our

. . . . - 118]
algorithm has practical relevance in a variety of scenan&s,
particularly in newly deployed ad-hoc and sensor networks.
Analyzing important issues such as energy-efficiency in tth]
unstructured radio networkiodel is an interesting and promis-

ing field for future research.
[20]
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