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Abstract – We analyze wireless measurements taken during the SIGCOMM 2004 conference to understand how well 802.11 operates in real deployments. We find that the overhead of 802.11 is high, with only 40% of the transmission time spent in sending original data. Most of the remaining time is consumed by retransmissions due to packet losses that are caused by both contention and transmission errors. Our analysis also shows that wireless nodes adapt their transmission rates with an extremely high frequency. We comment on the difficulties and opportunities of working with wireless traces, rather than the wired traces of wireless activity that are presently more common.
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1. INTRODUCTION

WiFi networks based on the 802.11a/b/g are rapidly becoming pervasive. This makes it important to understand how well the basic wireless protocols work in real settings that are replete with complexities such as asymmetric connectivity and client diversity. Surprisingly, there is very little information available to make such determinations. The vast majority of earlier trace studies focus on the characteristics of user sessions, such as duration and mobility, rather than on the workings of 802.11. Moreover, these studies are overwhelmingly based on traces taken on wired segments adjacent to APs and periodic SNMP queries of AP MIBs. They do not record what was observed “in the air”, and necessarily omit (or gather at a coarse granularity) key 802.11 PHY and MAC information, e.g., transmission rates, signal strengths, and 802.11 retransmissions, as well as control and management traffic.

In this paper, we report on a preliminary study of wireless traces gathered during the SIGCOMM 2004 conference. We captured a comprehensive record of network activity, totaling 70 GB of full packet wireless traces, divided over five days, five locations, and three channels. Each channel was recorded at all locations to provide a view of spatial diversity, and our traces include PHY and MAC information. We also captured traffic from the wired segment between the APs and the Internet. We are in the process of anonymizing our traces to make them publicly available.

Our goal is to understand how well the 802.11 protocols operate in this setting. An analysis of a subset of our traces shows that:

1. The overhead of 802.11 is high. Only 40% of the overall transmission time is spent sending original data packets. Most of the remaining transmission time is spent on retransmissions (35%), acknowledgements (15%), and management traffic (10%).

2. Retransmissions are common, accounting for 28% of all data transmissions and 46% of data transmission time. We find evidence that these occur due to losses caused by both contention (competing transmissions) and wireless transmission errors (signal strength).

3. Switches in client transmission rates are the common case rather than the exception: in most cases only one or two frames are sent between rate switches. Most of the transmission time is spent sending bits at 1 Mbps, the lowest rate. Contention losses have interesting consequences for 802.11 transmission rate adaptation: switching to a lower rate is not only unnecessary but will also make the medium busier.

The value of working with wireless traces is evident in that none of the analyses that support the findings above could have been performed with the combination of wired traces and SNMP statistics. Nonetheless, we believe our analysis to date is the “tip of the iceberg” in terms of what information can be extracted from these traces. For instance, in the near future, we intend to investigate spatial diversity and reuse.

A key difficulty in working with wireless traces is that they are inherently incomplete and provide a view that differs from that of the clients and APs. Nonetheless, we are able to draw useful inferences from them, e.g., estimating the utilization at an AP from the packets seen by our nearby monitor. We believe that there is significant potential for a richer set of wireless inference techniques.

In the following sections, we describe our trace environment and then present initial analyses of the utilization, overhead, retransmissions and rate adaptation. We then contrast our work with related efforts and conclude with a discussion of our experiences working with wireless traces.

2. TRACE ENVIRONMENT

Our trace environment is the open wireless network provided to roughly 550 participants who attended the SIGCOMM conference in Portland, Oregon from 8/30/04 to 9/03/04. We view this as characteristic of a large and busy hotspot setting. The conference took place in a hotel with a layout depicted in Figure 1. A wireless network comprised of 5 APs was set up for the conference, operating...
in 802.11b mode\textsuperscript{1} on channels 1, 8 and 11 (even though channels 8 and 11 are not orthogonal). Internet connectivity was provided by four separate DSL access lines.

The analysis presented in this paper is based on only a small portion of the overall trace: the headers of correctly received 802.11 frames gathered by Monitor 1 on Channel 1 for the active part of Aug. 31, 2004.

2.1 Trace Collection

We monitored the activity on the wireless network in two ways. The first method was wireless monitors. We placed five PCs, each with three Netgear WAG311 wireless adapters, near the APs. Each monitor listened on all three active channels, using external antennas which we placed at least a foot apart from each other to avoid interference.\textsuperscript{2} Multiple monitors were within the range of each AP to provide information on the spatial diversity of transmission and reception.

We logged all observed activity using tcpdump, capturing 802.11 control and management packets as well as data packets and writing complete packets to disk. The PHY information includes a receive signal strength indicator (RSSI) and the transmission rate. The MAC information is the entire 802.11 frame header and CRC. We also customized our MADWiFi driver to log reception errors that provide information on periods when transmissions were detected but not correctly decoded.

The second monitoring method was traditional wired traces, collected using tcpdump on the network segment connected to the APs. This provides a view of packets exchanged between the APs and the Internet.

\textsuperscript{1}Some of the APs were capable of operating in 802.11g mode, but we primarily observed 802.11b rates and saw only 1, 2, 5.5 and 11 Mb/s rates listed on beacon frames.

\textsuperscript{2}We took care here as researchers have reported interference across orthogonal channels due to hardware implementation strategies [8].

---

**Figure 1:** The wireless network and monitor machines at the conference. Ballroom hosted the main conference and had only limited wireless access on the back and left. Parlor acted as the terminal room and was most active. Galleria hosted workshops and poster sessions. The boxes represent the rough locations of the five APs and the circles represent the rough locations of the five wireless monitors. Of the five APs, A, C, and E operated on channel 1, B on channel 11 and D on channel 8. All of our monitors listened passively on all three channels.

---

<table>
<thead>
<tr>
<th>Total Frames</th>
<th>12 million</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Bits</td>
<td>2.0 GB</td>
</tr>
<tr>
<td>Total Airtime</td>
<td>2.4 hours (20.9% of period)</td>
</tr>
<tr>
<td>Number of distinct clients</td>
<td>377</td>
</tr>
<tr>
<td>Period of trace</td>
<td>11.5 hours</td>
</tr>
</tbody>
</table>

**Table 1:** Summary of trace on Monitor 1, Channel 1, for the active part (8:00am–7:30pm) of Aug. 31, 2004.

---

2.2 Trace Limitations

One limitation that was beyond our control is that the SIGCOMM network was hampered by intermittent usability problems. We understand that these problems stemmed from the DHCP and DNS configurations and caused Internet connectivity to become unavailable to some clients. For this reason, we do not focus on characteristics of client and user sessions, as they may be artificial. We believe that these problems do not affect 802.11 behavior, e.g., the use of various transmission rates and signal strengths, other than lowering the load on the network. Thus, expect a pool of users of comparable size to place slightly greater demands on a smoothly operating wireless hotspot.

A second limitation is that the different APs were assigned to logically different networks (with different SSIDs), such that users or their operating systems selected one AP for connectivity. Thus we cannot study client strategies for switching to the best AP within a network.

---

3. UTILIZATION

We begin by analyzing how heavily the wireless network is used. Table 1 gives summary statistics for the portion of the trace we focus on in this paper. In the table, Frames counts correctly decoded 802.11 transmissions of all kinds, Bits includes 802.11 MAC headers and higher layers, and Airtime covers PHY transmissions (preamble and PLCP) as well as Bits. The trace records usage by the majority of the conference participants, judging by the number of distinct clients. It captures 1.6 GB of downstream traffic (from the APs to clients) and 0.4 GB of upstream traffic. This corresponds to a long-term average data rate over the wireless link of roughly 380 Kbps. There was also a very small amount (25 MB) of non-SIGCOMM wireless traffic.

A key problem in working with wireless traces is that they are inherently incomplete, missing packets that were sent by clients or APs but not correctly received by our monitor, even though it is adjacent to the AP. In fact, our monitor generated 3.9 million reception error events compared to 12 million correctly decoded frames. To account for this potential loss of information, we developed simple techniques based on 802.11 protocol behavior to analyze our trace for monitor loss. The 802.11 MAC sequence numbers on packet sent from the AP are normally consecutive. By observing gaps in these sequence numbers, we estimate that we observe 96\% of AP to client transmissions. Similarly, (non-broadcast) packets sent to the AP by clients are ACKed by the AP. By matching ACKs to transmissions, we estimate that we observe 75\% of the client transmissions out of those that were correctly decoded by the AP. This implies that the statistics above already represent roughly 90\% of the transmitted Frames and Bits.

To better understand network load, we show how it varies over time in Figure 2. Here, we selected Airtime as the most suitable measure for conveying load. This is because Airtime allows transmissions at different rates to be combined in a meaningful way (including low rate headers and high rate data), whereas Frames and Bits do not. (We will see considerable rate variation in later sec-
Table 2: Breakdown by frame type and subtype. (Originals and Retransmits are not 802.11 frame subtypes; we list them here for ease of exposition.)

<table>
<thead>
<tr>
<th>Frame type and subtype</th>
<th>Airtime (secs)</th>
<th>Bits (MB)</th>
<th>Frames (1000s)</th>
<th>Avg. Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>6802</td>
<td>1884</td>
<td>5540</td>
<td>6.46</td>
</tr>
<tr>
<td>Originals</td>
<td>3616</td>
<td>1276</td>
<td>3988</td>
<td>7.30</td>
</tr>
<tr>
<td>Retransmits</td>
<td>3185</td>
<td>608</td>
<td>1552</td>
<td>4.31</td>
</tr>
<tr>
<td>Control</td>
<td>1418</td>
<td>74</td>
<td>5442</td>
<td>1.89</td>
</tr>
<tr>
<td>Ack</td>
<td>1332</td>
<td>69</td>
<td>5135</td>
<td>1.90</td>
</tr>
<tr>
<td>RTS</td>
<td>42</td>
<td>3</td>
<td>142</td>
<td>1.69</td>
</tr>
<tr>
<td>CTS</td>
<td>40</td>
<td>2</td>
<td>155</td>
<td>1.75</td>
</tr>
<tr>
<td>PS poll</td>
<td>2</td>
<td>0</td>
<td>10</td>
<td>1.60</td>
</tr>
<tr>
<td>Management</td>
<td>878</td>
<td>82</td>
<td>1098</td>
<td>1.12</td>
</tr>
<tr>
<td>Assoc. Req.</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1.42</td>
</tr>
<tr>
<td>Assoc. Res.</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1.08</td>
</tr>
<tr>
<td>Authentication</td>
<td>6</td>
<td>0</td>
<td>13</td>
<td>1.13</td>
</tr>
<tr>
<td>Beacon frame</td>
<td>412</td>
<td>39</td>
<td>428</td>
<td>1.00</td>
</tr>
<tr>
<td>Deauth.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.30</td>
</tr>
<tr>
<td>Dissassoc.</td>
<td>6</td>
<td>0.40</td>
<td>13794</td>
<td>1.00</td>
</tr>
<tr>
<td>Probe Req.</td>
<td>177</td>
<td>16.07</td>
<td>333707</td>
<td>1.35</td>
</tr>
<tr>
<td>Probe Res.</td>
<td>270</td>
<td>25.44</td>
<td>296250</td>
<td>1.00</td>
</tr>
<tr>
<td>Reassoc. Req.</td>
<td>0</td>
<td>0.03</td>
<td>2727</td>
<td>1.00</td>
</tr>
<tr>
<td>Reassoc. Res.</td>
<td>0</td>
<td>0.03</td>
<td>621</td>
<td>1.00</td>
</tr>
<tr>
<td>Totals</td>
<td>9098</td>
<td>2040</td>
<td>12080</td>
<td>3.92</td>
</tr>
</tbody>
</table>

4. OVERHEADS

We now consider the various overheads involved in data transmission that reduce its effectiveness compared to an ideal setting. These include management and control frames, 802.11 retransmissions, and PHY and MAC headers. Table 2 presents a breakdown of transmissions by frame type and subtype. For each, it shows the three usage measures and the average transmission rate.

We see that the vast majority of Bits (92%) are for data frames. However, management frames (mostly beacons and probes) make up 10% of the frames, and acknowledgements make up almost half the frames (as they are roughly one-for-one with data frames). Moreover, these frames are transmitted at a lower average rate than data frames. Combined with PHY+PLCP headers, which are sent at 1 Mbps, this means that they occupy more of the medium than suggested by their Frame counts – data frames obtain only 75% of the Airtime.

Looking at the data frame category, it is surprising to see that 28% of them are retransmissions (i.e., data frames with Retry bit turned on). The impact of these retransmissions is heightened because they occur at a lower average rate than original frames. Overall, only slightly over half (53%) of the data frame Airtime is used by original transmissions. This leads us to investigate retransmissions and rate adaptation in the next sections.

As a final source of overhead, we note that a further 21% of the original transmission Airtime is consumed by 802.11 PHY and MAC overheads. The cumulative effect of control and management traffic, retransmissions, and PHY and MAC overhead is that only 31% of the Airtime is being used to transfer original data (IP or higher layer). We were somewhat surprised at this relatively low overall efficiency as we had expected large data frames to amortize the overheads of short frames.

5. RETRANSMISSIONS

In this section, we explore the retransmission behavior observed in our traces. We also investigate whether signal strength and contention correlate closely with high retransmission rates. We leave investigating other potential causes of retransmissions, such as packet size, and quantifying their relative impact for future work.
between the sender and receiver; higher probability implies that more transmissions or their acknowledgements are lost.

The analysis in this section is based on the Retry bit in the 802.11 header. This bit is turned on when a node retransmits a packet because the acknowledgement for the previous transmission was not received. It enables us to distinguish the original transmission from the subsequent ones (but we cannot distinguish among different retries). We quantify retransmissions using retransmission probability, defined as the ratio of retransmitted data frames with to the total number of data frames. This is a measure of the quality of the link between the sender and receiver; higher probability implies that more transmissions or their acknowledgements are lost.

In Figure 4a, we show the distribution of retransmission probabilities for upstream (from clients to the AP) and downstream (from the AP to the clients) traffic. The results indicate that retransmission is much more likely in the downstream than in the upstream direction. They also show that there is significant variation in retransmission probabilities across clients, in both directions. Figure 4b correlates the upstream and downstream retransmission probabilities for all clients. While there is a general trend along downstream retransmission probability being twice upstream, there are many outliers. For all but a very few clients, though, downstream probabilities are higher than upstream.

We now study how retransmission probability varies with signal strength and contention level. The analysis below assumes that these two factors are independent of each other.

**Signal strength** The first factor we study is the strength of the signal from the client to the AP (RSSI). Since we cannot measure the signal strength at the AP itself, we assume that the relative signal strengths of different clients measured at a monitor near the AP are reasonable approximations to the relative strengths seen by the AP itself. Because we have no way of approximating the RSSI values seen by the clients, we do not consider downstream traffic in this analysis.

Figure 5a shows retransmission probability as a function of signal strength. Not surprisingly, we see a strong correlation between the two. This implies that the signal strength has an important factor influence on retransmission probability, even if it is not an accurate predictor on its own [1].

**Contention level** The second factor we study is the effect of contention in the network, i.e., the number of nodes in the network with data to send. Because we cannot determine this measure from our traces, we approximate this using the number of clients active in a short time interval. A client is considered active in a given interval if we see at least one packet from it in that interval.

Figure 5b shows the variation of the retransmission probability with the number of active clients. The interval size in this analysis is one minute. The retransmission probability increases with the number of active clients in the interval.

That the retransmissions increase with increased contention has consequences for rate adaptation. Most adaptation algorithms reduce their transmission rate in the face of losses. But if many losses are caused by contention, rate reduction is unlikely to help. In fact, rate reduction is exactly the wrong thing to do as it increases contention by occupying the media for a longer time. For this reason, rate adaptation algorithms should either be driven by throughput [4] or try to distinguish between the various causes that lead to loss.

### 6. TRANSMISSION RATE ADAPTATION

Little is known about transmission rate adaptation in current hot-spot environments. In this section we use our trace to investigate rate adaptation in such settings.

#### 6.1 Summary View

We first investigate the use of different transmission rates in aggregate across all clients. Figure 6 shows the percentage of Frames and Bits transmitted at each rate, along with the percentage of Airtime utilized by that rate. The greatest fraction of frames (around 50%) are sent at the highest 802.11b rate of 11 Mbps. This is because most rate adaptation algorithms have a strong preference toward this rate. For instance, we see clients that always try to transmit a new packet at 11 Mbps irrespective of the rate at which the last transmission succeeded; such clients reduce their rate only when one or a few consecutive transmissions at 11 Mbps fails. The figure also shows that in contrast to Frames and Bits, most of the Airtime is utilized by 1 Mbps data. This is a direct consequence of 1 Mbps frames taking a lot longer than other frames. Hence, while
Figure 7: The number of frames clients send consecutively before switching transmission rate. The original frames curve excludes retransmitted frames.

Table 3: Percentage of clients that use a particular number of distinct transmission rates for data packets.

<table>
<thead>
<tr>
<th>Distinct rates used</th>
<th>% of clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8%</td>
</tr>
<tr>
<td>2</td>
<td>10%</td>
</tr>
<tr>
<td>3</td>
<td>18%</td>
</tr>
<tr>
<td>4</td>
<td>62%</td>
</tr>
</tbody>
</table>

clients are more likely to use 11 Mbps, at any given instance the medium is more likely to be carrying a 1 Mbps frame.

We next consider whether the diversity of rates seen in aggregate results from different clients using different rates, or from each client operating at a number of rates. Table 3 shows the percentage of clients that use a given number of unique transmission rates in our trace. It considers only data packets and excludes clients that send fewer than 25 packets so that clients active for only a short period do not bias our results. We see that individual clients commonly use multiple rates: fewer than one in ten clients limit themselves to one transmission rate (which usually is 1 Mbps), while more than 60% of them use all four available rates.

6.2 Dynamics

We explore the dynamics of rate adaptation by studying how frequently nodes switch their rates and what switches are more frequent. We consider that a client has switched its rate when it sends a frame at a different rate within one second of sending the last frame. This is done to exclude spurious rate switches, those that result not from rate adaptation but from the client going temporarily idle; clients often start with a pre-determined rate after an idle period.

Figure 7 shows the distribution of the number of frames that clients send at their current rate before switching to a different rate. Surprisingly, clients change their transmission rates very frequently. Half of the time clients send only one or two frames before switching again. In the future, we will investigate whether such frequent switching hurts application performance.

To study which rate switches are more common, we model the rate adaptation of clients as a state machine in which each state corresponds to a transmission rate. We then assign probabilities to state transitions based on the behavior observed in our traces. These probabilities, which depend on both the rate adaptation algorithms of our clients and our wireless environment, are shown in Table 4. An entry \((x, y)\) denotes the probability of moving from state \(x\) to \(y\), that is, the likelihood of using rate \(y\) given that the last packet was sent at rate \(x\). Several interesting inferences can be made from the table. For instance, continuation of the existing rate is most likely for 11 Mbps and least likely for 2 Mbps. When decreasing rate from 11 Mbps, clients are twice as likely to move to 5.5 Mbps than 1 or 2 Mbps. But when doing so from 5.5 Mbps, clients are almost equally likely to move to 1 or 2 Mbps. Presently, we are working on using such state machines to reverse engineer the exact rate adaptation algorithms implemented by various clients.

6.3 Effectiveness

In this section we present a preliminary analysis to gain some insight into the efficacy of current rate adaptation algorithms. Our analysis considers downstream data traffic only. Analyzing upstream traffic for this purpose cannot be done reliably: because our monitors are less sensitive than the AP, if the AP misses an upstream frame our monitors will likely miss it as well, which biases our upstream sample toward successful receptions. In contrast, our monitors capture nearly all downstream traffic, and so retransmissions are reliable indicators of previously failed attempts.

We assess the effectiveness of rate switching using the difference in loss probability before and after the switch. Loss probability at a given rate is the fraction of packets transmitted at that rate for which we see a subsequent retransmission at any rate.\(^3\) We use the sequence number in the 802.11 header to identify multiple instances of the same packet. Thus, if \(k\) instances of a packet are observed, we consider the first \(k - 1\) as lost and the last as successfully received. This ignores the possibility that the source simply gave up after too many retries. The retransmission probabilities observed in Section 5 suggest that this rarely occurs.

Figure 8 plots the distribution of the change in loss probability seen before and after a rate switch. This change is always computed as the the loss probability at the higher rate minus that at the lower

\(^3\)The retransmissions are often at a lower rate because of the rate adaptation algorithms used. An informal analysis of our logs indicates that the AP tends to transmit a single packet at 11, 11, 5.5, 5.5, 2, 1, 1, ..., 1 Mbps.
rate, irrespective of the direction of the switch. Each sample corresponds to a session, switch type (e.g., 5.5→11, 11→5.5, 1→2) pair. A session is a sequence of downstream frames such that the gap between each two consecutive frames is less than a minute. The average difference across all instances of a switch type in a session is plotted, excluding switch types observed fewer than 10 times. Day and night correspond to busy (800–1930 hours) and mostly idle (1930–800 hours) periods. While we plot the aggregate distribution for all switch types, the distributions for individual switch types are similar.

The graph shows that in general lower transmission rates have lower loss probability. But in many cases the loss probability difference is so minor that moving to the lower rate may not be justified from a throughput perspective. For instance, during the day, the loss probability difference is less than 0.2 for 25% of the cases. Similar observations were made in a measurement study of an outdoor 802.11 mesh network [1].

Further, the difference in the night and day curves suggests that rate adaptation is less helpful when there is contention in the network. This further supports our earlier inference (Section 5) that moving to a lower rate in the face of lost packets without understanding the cause behind the loss is not a good strategy. In the future, we will investigate rate adaptation strategies that distinguish between the causes behind lost packets.

7. RELATED WORK

Our study is uncommon in that it analyzes wireless traces from a production 802.11 network. Except for a concurrent publication [7], the only other work that analyzes wireless traces from a production network is that of Yeo et al. [11]. They advocate monitoring wireless networks for security reasons and explore how traces from different monitors can be merged to obtain a more complete view. Toward this goal, they develop and test a trace merging methodology. In contrast, our focus is to use such traces to further our understanding of how well 802.11 hotspot networks function in practice.

All of the other work that uses wireless traces of which we are aware has the flavor of experiments over a controlled rather than a production network, e.g., characterization of wireless losses in Roofnet [1]. The two methods have different strengths. While controlled experiments can enable a deeper investigation into some of the observed phenomena, analyzing a production network provides valuable insight into the operation of real networks.

Many studies of client behavior on wireless networks have emerged over the past five years (e.g., [10, 2, 6, 3, 9, 5]). These complement our study by using a mix of SNMP and wired network traces to analyze user and application behavior. However, this methodology cannot be used to infer the properties of the wireless media itself to make inferences such as those we make in this paper.

8. DISCUSSION AND FUTURE WORK

We conclude with a discussion of our experience working with wireless traces; our results are summarized at the start of this paper.

Traces gathered by sniffing the wireless medium at one or more points present both new opportunities and challenges compared to wired traces and SNMP logs. Of course, their key advantage is obtaining the detailed PHY and MAC information that would otherwise be lost and the new kinds of studies that this enables. For instance, none of the analyses in this paper could have been completed with wired traces and SNMP statistics.

The key disadvantage of wireless traces is that they are incomplete. The monitors log only correctly decoded frames or some error frames that were close to being decoded. This omits periods of energy that correspond to lost frames. More subtly, even “complete” wireless traces at a monitor cannot directly record whether a particular node successfully received specific frames; location and hardware capabilities are first-class features of wireless media.

We expect methods for processing such traces to become more sophisticated to mitigate these disadvantages. Yeo et al. take a step in this direction by merging traces from several monitors using beacons to provide a more complete view of activity in a region [11]. Our approach is different. We found that the traces usually contain enough hints (e.g., 802.11 sequence numbers, Retry bits, and Data-Ack pairs) to allow us to estimate or quantify the information that is missing. In this manner, many kinds of interesting inferences can be drawn, though they may be statistical and depend on various independence assumptions.

Finally, we believe that we have just scratched the surface when it comes to extracting information from passively collected wireless traces. Better inference procedures are a prime area for future work that may provide deeper insight into the effectiveness of 802.11. The major areas we hope to explore include: understanding the spatial diversity by comparing and merging across monitors; using the error indications to see how transmission errors and collisions affect performance; and matching Data-Ack pairs to detect hidden terminals. In the long term, we hope these techniques and insights can be leveraged by wireless nodes to improve the quality of 802.11 networks as deployed and used in practice.
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