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model

read cost

\[ \sum_{i=1}^{L} p_i \]

memory footprint

\[ -\sum_{i=1}^{L} \frac{N}{T^{L-i}} \cdot \frac{\ln(p_i)}{\ln(2)^2} \]
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in terms of \( p_0, p_1 \ldots \)
false positive rate

\[ p_0 \approx O\left(\frac{e^{-x}}{R^2}\right) \]
\[ p_1 \approx O\left(\frac{e^{-x}}{R^1}\right) \]
\[ p_2 \approx O\left(\frac{e^{-x}}{R^0}\right) \]
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for point lookups and long range lookups merging at smaller levels is superfluous
worse as data grows!
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merge when level fills

merge to have at most 1 run
point  →  long range  →  short range  →  writes
false positive rates

$\mathcal{O}(e^{-x}/R^3)$

$\mathcal{O}(e^{-x}/R^2)$

$\mathcal{O}(e^{-x})$
false positive rates

\[ O\left(\frac{e^{-x}}{R^3}\right) \]

exponentially decreasing

\[ O\left(\frac{e^{-x}}{R^2}\right) \]

\[ O(e^{-x}) \]
false positive rates

$O\left(\frac{e^{-x}}{R^3}\right)$

$O\left(\frac{e^{-x}}{R^2}\right)$

point $\rightarrow O( e^{-x})$

largest level
\[ O(e^{-x}) \]

with uniform FPRs

\[ O(\log_R(N) \cdot R \cdot e^{-x}) \]

\[ O(e^{-x}) \]

\[ O(e^{-x}) \]

\[ O(e^{-x}) \]
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\[ O(1) \]
\[ O(1) \]
\[ O(R) \]

\[ \text{writes} \]

\[ O(R + \log_R(N)) \]
- point: $O(e^{-x})$
- long range: $O(s)$
- short range: $O(1 + R \cdot (\log_R(N) - 1))$
- writes: $O(R + \log_R(N))$
<table>
<thead>
<tr>
<th></th>
<th>point</th>
<th>long range</th>
<th>short range</th>
<th>writes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tiering</strong></td>
<td>$O(R \cdot e^{-x})$</td>
<td>$O(R \cdot s)$</td>
<td>$O(R \cdot \log_R(N))$</td>
<td>$O(\log_R(N))$</td>
</tr>
<tr>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td><strong>Lazy Leveling</strong></td>
<td>$O(e^{-x})$</td>
<td>$O(s)$</td>
<td>$O(1 + R \cdot (\log_R(N) - 1))$</td>
<td>$O(R + \log_R(N))$</td>
</tr>
<tr>
<td><strong>Leveling</strong></td>
<td>$O(e^{-x})$</td>
<td>$O(s)$</td>
<td>$O(\log_R(N))$</td>
<td>$O(R \cdot \log_R(N))$</td>
</tr>
</tbody>
</table>
Tiering  Lazy Leveling  Leveling
Tiering writes 🌟 Lazy Leveling Leveling
Tiering writes

Lazy Leveling

Leveling short range
Tiering writes ✌️

Lazy Leveling writes & point ✌️

Leveling short range ✌️
Lazy Leveling

Tiering

Fluid

Leveling
Fluid LSM-Tree

\[ \{ K \text{ runs} \} \quad \{ Z \text{ runs} \} \]
Fluid LSM-Tree

Lazy Leveling

\{ \}

R runs

\{ \}

1 runs
point  long range  short range  writes

Lazy Leveling

\{\}
\{\}

$R$ runs
$1$ runs
optimize

short range

writes

point

long range

Leveling

1 runs

1 runs
point  long range  short range  optimize  writes

Lazy Leveling

\{ R \text{ runs} \}
\{ 1 \text{ runs} \}
optimize

point

long range  short range  writes

Tiering

\{ R \text{ runs} \}
\{ R \text{ runs} \}
Lazy Leveling

- Optimize point
- Long range
- Short range
- Writes
optimize point

long range
short range
writes

Lazy Leveling

R size ratio

\{\}

R runs

1 runs
optimize point
long range
short range
writes

Lazy Leveling

$R$ size ratio

$R$ runs
$1$ runs
Fluid LSM-Tree

- $R$ size ratio
- $K$ runs at smaller levels
- $Z$ runs at largest level
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\[ O( R + \log_R(N) ) \]
Lazy Leveling

writes

$O(1)$

$O(1)$

$O(R)$
<table>
<thead>
<tr>
<th>memory</th>
<th>point reads</th>
<th>writes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(X/R^4)$</td>
<td>$O(e^{-X}/R^5)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R^3)$</td>
<td>$O(e^{-X}/R^4)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R^2)$</td>
<td>$O(e^{-X}/R^3)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R^1)$</td>
<td>$O(e^{-X}/R^2)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X)$</td>
<td>$O(e^{-X})$</td>
<td>$O(R)$</td>
</tr>
</tbody>
</table>

Growing as $O(\log_R(N))$
<table>
<thead>
<tr>
<th>memory</th>
<th>point reads</th>
<th>writes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(X/R^4)$</td>
<td>$O(e^{-X}/R^5)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R^3)$</td>
<td>$O(e^{-X}/R^4)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R^2)$</td>
<td>$O(e^{-X}/R^3)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>$O(X/R)$</td>
<td>$O(e^{-X}/R^2)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

exponentially diminishing returns

Growing as $O(\log_R(N))$
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LSM-bush
runs

\[ O(R^{2^2}) \]
\[ O(R^{2^1}) \]
\[ O(R^{2^0}) \]
\[ O(1) \]
\[ O(R^{2^2}) \quad O(R^{2^1}) \quad O(R^{2^0}) \quad O(1) \]

\[
\text{writes}\quad O(\log_2 \log_R(N))
\]
memory

point reads

$O(X)$

$O(e^{-x})$

writes

$O(\log_2 \log_R(N))$
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- Tiering (1997)
- Leveling (1996)

Ample memory
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Conclusion
Conclusion
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