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A bit of background

» University professor of Al & IR at University of Amsterdam

 Lead a team of around 50 researchers on technology to connect
people to information, as well as the implications

« Co-founder and director of national Innovation Center for Al IC /\ ]

Innovation Center for
Artificial Intelligence

* Built around labs in which universities collaborate with
companies or NGO’s around a shared research agenda
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Information retrieval

« Technology to connect people to information
« Search engines
« Recommender systems

e Conversational assistants



Landscape is changing

« More mobile queries

« At the start of 2019, over 60% of all queries submitted to a major web
search engine were mobile

 Spoken queries
* Exceeding 50% in some parts of the world

« Spoken queries longer, sessions longer

Source: https://www.statista.com/statistics/275814/mobile-share-of-organic-search-engine-visits/
A
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Conversational search

* |dea of search as conversation has been around since early 1980s
(Belkin, CJIS 1980)

 Making information retrieval interfaces feel more natural and convenient
for their users (Radlinski & Craswell, CHIIR 2017)

* Ongoing research and development efforts heavily skewed towards task-
oriented dialogue systems and (factoid) question answering tasks



There’s more than factoids ...




Talk with a document

* Conversational agents to increase
productivity

User

Does the document already

* Document-centered
assistance — e.g., to help an mention the mission of our
: oo . ; company?
individual quickly review a document

User

What is the capital of France?

Digital assistant Digital assistant

Yes, on page 2 it says: “our

« What type of functionality? sl sherss

people’s productivity with the
help of voice assistants.”

° What type Of questionsf) Document-centered assistance Factoid question answering

* Recognizing and answering
document-centered questions

M. ter Hoeve et al., 2019. Conversations with Documents. Under review.
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Talk with structured information

 Talk with a dataset

* Using conversations to browse large
collections of information objects

* User model maintains knowledge
state, information goal, navigation
strategy

User Selection “Navigation ~ ~ ~ Knowledge |
Mode- U Strategy, S M ) Strategy, N State, K |
oy = &
/ Acton Artuon
_©
Information Intermeciary Seeker Informanon
Modeld, | (Agent) (User) Goal, G j

Hil Weloome to the Austrian Open Data poctall
line ssalocen

There ares 4 detaneta

title: fienlocensantzen Flandorte
COtAQOr 2Rt IO  geseilechaft und nasaies
organization: stadt s |

licenss) whym¥|

titler RLidtisshn_Beniormnassioen
categorisstion: Fesemchan und sosieien
organizatian: sam g

title: Frivase Senlorsabeise
CRtegOTiaNtion! pweetmchaN und sosiaies
orgenization: sade bex

Licansa: cchym»

title:r Belegung dar stidiischen Senlsran und
Pliesedn e

catogorisation: gesetmchan und sumaies
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licenan: cchymm

S. Vakulenko et al., 2018. Measuring semantic coherence of a conversation. ISWC
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Talk with a collection of items

* Talk to support exploration
* Educational, entertainment purposes

» Serendipitous discoveries of cultural artifacts — users often look for
iInspiration, surprises, novel ideas

e E-commerce

User

Documeant Collacton Knowledge Model Story Space Dialogue System

S. Vakulenko et al., 2017. Conversational Exploratory Search via Interactive Storytelling. SCAI
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Informational goals

Vatin | T Somrn b Cont HHararoms  Duerms ars s segied oo bl snden
Al s aamgher aon bulen bome atand bt s s

* There is more than task oriented

dialogue systems and question
answering

* Navigational, informational, and
resource goals

* |Informational goals consistently
40-60% of all goals

D.E. Rose and D. Levinson. 2004. Understanding User Goals in Web Search. In WWW
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Addressing informational goals
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SERP-based conversations

* As our mode of interaction changes, how can we support conversations
based on search engine result pages with all the diversity and

uncertainty there is in SERPs?
e v
o

14




Where are we ...?




Mostly work in progress
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money made by <movie>

~



. <movie>
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<movie>

... that 's redundant because it is a ben stiller movie . clearly my
expectations for this movie were not high and , maybe because of that

, 1 found ™ meet the fockers ™ quite funny . do you remember when big
box office $ 279,167,575 awards ascap film and television music awards
2005 top box office ...



what did you think of the title ?

18



what did you think of the title ?
the title pretty much describes the level of the humor in this ben stiller movie .

18



what did you think of the title ?

the title pretty much describes the level of the humor in this ben stiller movie .
haha, i agree ! do you know if it made any money ?



what did you think of the title ?
the title pretty much describes the level of the humor in this ben stiller movie .
' haha, i agree ! do you know if it made any money ?

yeah , it made $ 279,167,575 . pretty good .






<movie> plot
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...being captured by bons and onatopp . bond arrives in st
petersburg and meets his cia contact , jack wade ( joe don baker ) .

wade agrees (o take bond to the hideout of a russian gangster , valentin
zukovsky ( robbie coltrane ) , whom bond had shot in the leg and given
a permanent limp years before ...



that was a good scene



that was a good scene
what did you like about the movie ?



what did you like about the movie ?

| liked his friend , jack wade .



what did you like about the movie ?

i liked his friend , jack wade .

| loved the part where bond arrives in st . petersburg and meets his cia
contact , jack wade ( joe don baker) .




SERP-based conversation

Chat bot # Delete messages
".'---n-v-l-i-----o-.-c-.-------.---.---.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.-.---.~"

’ \
' g . e '
+  Which is your favourite character in Spider-Man? :
| '
t '
| : :

: My favorite character was Tobey Maguire. i
J
| '
| i
' Ithought he did an excellent job as peter parker, | didn't -
| I

1 see whal it was that tumed him into Spider-Man though. :



SERP-based conversation

Chat bot # Delete messages
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The lab works on spiders and
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new species of spiders through
genetic manipulation. While
Peter 1s taking photographs of
Mary Jane for the school
newspaper, one of these new
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SERP-based conversation

Chat bot # Delete messages

P e I .
-

’
'

Which is your favourite character in Spider-Man?

~

My favorite character was Tobey Maguire.

| thought he did an excellent job as peter parker, | didn't

see whal it was that tumed him into Spider-Man though.

Type message

Well this happens while Peter is taking photographs of
Mary Jane lor the school newspaper, one of these new

spiders lands on his hand and bites him.

,.

T s em s e e -

I

Search engine

SERP-based f
conversational
agent

i

\

spiders lands on his hand and
bites him Peter comes home
feeling il and iImmediately goes
to bed

-
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SERP-based conversation

/—--0-'-0-0—!-0—0—-—'-O—----'-c--—l—.
What is a physician's assistant? e .
' QUi et _taan = D{ /_In this article, we will discuss the
. 1 career prospects of an orthopedic
: : , I « physician assistant and show
I +  students what they need o do in

| order 1o launch themselves in 3
. o Ccareer as an orthopedic physician
' . assistant The most common

. : educational requirements are the
What are the educational requirements required to ucationai requ nis are the

i

become one’ course in related education The ©
| ) | .degree specialization can be a nurse | | .
v-o—o—--o-o-o—n---a—--o—u-o-o—o—-—.-o " p'a:ito-"é! p’mar':a!épr’.slciap :_-

' assistant or orthopedic physician
'+ assistant The NBCOPA certifies

. OPAs who are required bicensure in : | ¢

some states

O

| . compietion of an OPA programora | -

-‘l—.—l—._l_l—.—l—l—.



SERP-based conversation

Chat bot # Delete messages
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: My favorite character was Tobey Maguire. i
J
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| I

1 see whal it was that tumed him into Spider-Man though. :
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SERP-based conversation
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Let’s simplify things ...

« Cut out the retrieval step and assume that an oracle has given a single
document that may be used to inform the response

 Background based conversation (BBC): Given some background
knowledge (e.g., an article in the form of free text) and a conversation, the
BBC task is to generate responses by referring to the background
knowledge and considering the dialogue history context at the same time

Zhou et al., 2018. A dataset for document grounded conversations. In EMNLP 2018.
23



/—._.—.—.—.—.—.—.—.—.—._._.—._.—.-—-—.

A3t

53 pnys

tional requirements

!
!

. —

Background-based conversation

am e

-
< Smes




Background-based conversation

¢ Inhis article, we will Sscuss the
What is a physician's assistant’ ; COMME QIGRPRCD o5 $ Sayotec
phyScian assstant and show
. students what ey nead to Ga in
order to launch themselves in &

. I career as #n orfhopedc physician

assistant. The most commos
What are the educational requirements required to

i

sducational requremants ars he
completion of an OPA program or 3

course in ralated aducation The |
degrae spaciaiization can be 3 nursa

6 practtonsc. primary care physician

® #ssi5lant o arthopeds physician

I sssistant The NBCOPA certifies
/

pecome one’

OPAs wha are requead licensura in ¢
some states '

\

.
el R ___EE _EE N R R R R R R R R IR

| e—— e—  e—— e— e e e eess | emes | emme | esems | amm— e
»

Most often, you can be a physician's assistant after
finishing a related OPA program. Then, you can

specialize to be a nurse practitioner, primary care <
practitioner, or orthopedic physician assistant.

a—‘-'-.-----O-O-l—'-o-b-'J

ft—.—og



WiIKIPEDIA
The Free Encycdopedia

Main page
Comorty

Fostrud contant
Currert pvents
Rardom artcse
Donate o Wikipodia
Wiupecda siore

Interacson

Help

About Wipoda
Community ponal
Recent changes
Conmtact page

Toals

What inks hare
Related changes
Upload fie
Specin pages
Parmanent link
Page miormaton
Widduta item
Cas ™ page

In ofwr projects

Printexpon

Cronto a book
Dowrjoad as PDF
Printable warson

Languages o
Ararbaycanca

Example BBC

8 sn wikipeda org/wni/Scay Move )

Aead ssaTh Wikipeoia

Articke  Talk Edit source  View history

Scary Movie 3

From Wikipedia, the free ancyclopedia

This article needs additional citations for verification. Please help improve thes article by adaing
I\, otations 10 rekable sources. Unsourced material may be challenged and removed

Find sources. *Scary Move I - news - nowspapen - biooks + scholar - JSTOR (Mwoh 2016) (Leam how and whan

10 remove tive lemplate message)

Scary Movie 3 is a 2003 Amarican homor sci-fi comedy liim, which parodses the homor, sch-f,
and mystery genres. Il is the third film In the Scavy Movie franchise, and the first 1o be directed
by David Zuckar

The film stars Anna Faris and Regina Hall reprising thewr roles as Cindy Campbell and Brends
Meaks, respectively. New cast members include Chartie Shean, Simon Rex, Anthony
Anderson, Kevin Hart, and Leslie Neelsen. It is the frst film n the senes 1o fealure no
involvernent from the Wayans famdy. The characters of Shorty Meeks and Ray Wilking,
praviously played by Shawn and Marion Wayans, do not appear, nor are they referanced.

The fim's plot significantly parodies the fims The Ring, Signs, The Matix Relpaded and § Mie
Tha film grossad $220.7 million worldwide, It is the last film in the senes to be released by The
Walt Desnoy Company's subsidiary Miramax Films, under the brand Dimension Films. It was
named the 2004 Teen Cholce Awards in the category of Cholce Mowie: Your Parents Dicn
Want You to See ™

Contents [show|
Plot |em soure) Theatncal relwano postor
Directad by David Zucker
Katie (Jonny MeCarthy) and Becca (Pamala Ancerson) talk about what Katie believes s o sox Produced by Robert K. Weiss
tape, but Becca calls  a cursed tape. After several odd occurrences, and an almost atomic David Zucker
wadgie, they both die. Meanwhie, in a farm outside Washington, D.C., widowed farmer Tom Written by Craig Mazn
Logan (Charlie Sheen) and his clumsy drother George (Simon Rex) discover & crop crcle, Pat Proft
saying "Attack Here!", after noticing the dog's strange activity (such as driving & tractor or Based on Charactars
getting stoned) by Shawn Wayans
Marion Wayans
Cindy Campbadl (Anna Faris), now a bionde news reporter, announces the crop circles on the Buady Johnson




Example BBC

Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?




Example BBC
Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary

movie a haunted house scary movie 5
Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?




Example BBC
Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary

movie a haunted house scary movie 5
Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?

S2SA : ithink it made $ [UNK]




Example BBC
Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary

movie a haunted house scary movie 5
Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?

S2SA : ithink it made $ [UNK]
GTTP : you should check out scary movie , 4




Example BBC
Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary

movie a haunted house scary movie 5
Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?

S2SA : ithink it made $ [UNK]

GTTP : you should check out scary movie , 4
BiDAF : mtv movie + tv awards 2004 best cameo




Example BBC
Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary

movie a haunted house scary movie 5
Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy, but very entertaining i bet it did n't win
any awards ?

S2SA : ithink it made $ [UNK]

GTTP : you should check out scary movie , 4
BiDAF : mtv movie + tv awards 2004 best cameo

Golden : you are wrong . mtv movie + tv awards 2004 best cameo




BBC

« Key challenge in BBC is knowledge selection: finding appropriate
background knowledge (e.g., a text fragment about a movie plot, or some
basic facts about a movie) based on which the next response is to be

generated
* Two families of approaches

 Extraction-based

« (Generation-based

27



Extraction-based BBC

* Responses produced by
extraction-based methods are
directly copied from background
sentences

» Learn two pointers to extract spans
from background material as
possible responses

Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary
movie a haunted house scary movie 5

Conversation
human 1: was it worth money ?

human 2 ;: cheesy and trashy, but very entertaining i bet it did n't win
any awards ?

S2SA : ithink it made $ [UNK]

o kK 0 3 movie 4
BiDAF : mtv movie + tv awards 2004 best cameo

Golden : you are wrong . mtv movie + tv awards 2004 best cameo

» Generated responses are often not
natural due to their extractive
nature

28




Generation-based BBC

* |Influence generation process using
the background material

« Sequence-to-sequence models
often have a hard time using the
background model

* Natural responses but they often
break semantic units

Background

box office $ 110,000,082 awards bmi film & tv awards 2004 james |.
venable mtv movie + tv awards 2004 best cameo taglines reload for a
third shot great trilogies come in threes . this time it 's personal . you
're warned . 2003 . similar movies scary movie 4 scary movie 2 scary
movie a haunted house scary movie 5

Conversation
human 1: was it worth money ?

human 2 : cheesy and trashy , but very entertaining i bet it did n't win
ny awards ?

S2SA : i think it made $ [UNK
GTTP: you should check out scary movie , 4

+11¥ . \ aWdilld cUVUR UESL Lallicy

Golden : you are wrong . mtv movie + tv awards 2004 best cameo
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Advances in generation-based BBC

« Often based on encoder-decoder architecture

« Often adopt a local perspective, generating one token at a time based on
current decoding state

* Recently proposed fixes
* Teach decoder to select semantic units (instead of individual words)

* Use structured knowledge from a knowledge graph (in addition to text)
In which the background text is grounded



Advances in generation-based BBC

* Equip encoder-decoder with a global perspective

o -» - -~ - . arwla T} ,’7“‘ 110 A = .~ \ J A o - 1p B 8 - \ J . 7 oy '-‘.- ~~ r v — L )\ s A -~ ' =, . » i \ N
P. Ren et al., 2020 l':!.’nk!.’ay; Globally, Acting Locally: Distantly oUPery 1Ised Global-to-Local ."\.’:'.)‘..‘lrf{!\g'." oelection for
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Advances in generation-based BBC

* Equip encoder-decoder with a global perspective

* Background & context encoders

* Encode background knowledge and
conversational context

P. Ren et al., 2020. Thinking Globally, Acting Locally: Distantly Supervised Global-to-Local Knowledge Selection for

Background Based Conversation. AAAI. 31



Advances in generation-based BBC

* Equip encoder-decoder with a global perspective

* Background & context encoders

* Encode background knowledge and
conversational context

* Local knowledge selection (LKS)

* Outputs response token from vocabulary ' o e ] [Lkset
or from background, based on GKS R
.. :_L T
P. Ren et al., 2020. Thinking Globally, Acting Locally: Distantly Supervised Global-to-Local Knowledge Selection for

Background Based Conversation. AAAI. 31



Advances in generation-based BBC

* Equip encoder-decoder with a global perspective

* Background & context encoders

* Encode background knowledge and
conversational context

* Local knowledge selection (LKS)

« Qutputs response token from vocabulary — | S * e |
or from background, basedonGKS (o), Lo 1 S
* Global knowledge selection (GKS) L W e
* Evaluates matching between background B ’:-:m
and context, and decides what to talk
about next

P. Ren et al., 2020. Thinking Globally, Acting Locally: Distantly Supervised Global-to-Local Knowledge Selection for
Background Based Conversation. AAAL. 31



Global knowledge selection

* Given knowledge and conversational
context, encode them into latent
representations

A 2 A
| Ao bh‘ e
') 2 2

* GKS module evaluates matching
matrix between these representations

* Based on matching matrix, GKS
decides on “what to talk about next”
by selecting continuous spans from
the background K to form a “topic
transition vector”
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Local knowledge selection

* At each decoding time step, LKS
outputs response token by either
generating from vocabulary or
selecting from background K under
the guidance of the topic transition
vector produced by the GKS module

* Loss function a combination of three
loss functions

« Maximum Likelihood Estimation s st e e A s . |
loss, Distant Supervision loss,
Maximum Causal Entropy loss
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Advances in generation-based BBC

Groundtruth Knowledge Selection

0 50 100 150 200 250
Global Knowledge Selection (GKS)

0 50 100 150 200 250

Global to Local Knowledge Selection (GLKS)

{7

0 50 100 150 200 250

Local Knowledge Selection (LKS) —v—
| - —

1)

4™\

T

0 50 100 150 200 250
Background Tokens
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Advances in generation-based BBC

H1: i loved all the tricks , and traps kevin created .

o » » et J » ‘e y ¢ ‘ » Ay 1> . + T\ = L LN \ I ’
H2: me too , i loved when using a tape recorder , he tapes a message Dialogue context
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .

35



Advances in generation-based BBC

-

Backgound: ... later that evening , he intends to access kevin ’s room |,

but kevin fools him into thinking that he has walked 1n on his father ,

causing the concierge to flee ... home alone 2 is a carbon copy , but it ’s Background
also much better and more complex a movie than the first ... regardless

it ’s a classic and 1 watch the first two movies every year ...

H1: i loved all the tricks , and traps kevin created .

H2: me too , i loved when using a tape recorder , he tapes a message Dialogue context
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .
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also much better and more complex a movie than the first ... regardless

it 's a classic and 1 watch the first two movies every year ...

H1: i loved all the tricks , and traps kevin created .

H2: me too , i loved when using a tape recorder , he tapes a message Dialogue context
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .

GTTP it’s a classic and 1 watch the first two movies every year . Generation-based
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Advances in generation-based BBC

Backgound: ... later that evening , he intends to access kevin ’s room |,
but kevin fools him into thinking that he has walked in on his father ,
causing the concierge to flee ... home alone 2 1s a carbon copy , but it ’s
also much better and more complex a movie than the first ... regardless
it 's a classic and 1 watch the first two movies every year ...

H1: i loved all the tricks , and traps kevin created .

H2: me too , 1 loved when using a tape recorder , he tapes a message
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .

GTTP

it ’s a classic and 1 watch the first two movies every year .

RefNet

that it was so sad when he intends to access kevin 's room , but kevin
fools him into thinking that he has walked in on his father , causing the
concierge to flee .

35
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Advances in generation-based BBC

Backgound: ... later that evening , he intends to access kevin 's room |,

but kevin fools him into thinking that he has walked in on his father ,

causing the concierge to flee ... home alone 2 is a carbon copy , but it 's Background
also much better and more complex a movie than the first ... regardless

it 's a classic and 1 watch the first two movies every year ...

H1: i loved all the tricks , and traps kevin created .

H2: me too , 1 loved when using a tape recorder , he tapes a message Dialogue context
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .

GTTP it’s a classic and 1 watch the first two movies every year . Generation-based

that 1t was so sad when he intends to access kevin 's room , but kevin ;
RefNet fools him into thinking that he has walked in on his father , causing the Generation-based
concierge to flee .

1 know , it was a carbon copy , but it ’s also much better and more Generation-based,

LES complex a movie than the first . local only
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Advances in generation-based BBC

Backgound: ... later that evening , he intends to access kevin ’s room |,
but kevin fools him into thinking that he has walked in on his father ,
causing the concierge to flee ... home alone 2 i1s a carbon copy , but it ’s
also much better and more complex a movie than the first ... regardless
it 's a classic and 1 watch the first two movies every year ...

H1: i loved all the tricks , and traps kevin created .

H2: me too , 1 loved when using a tape recorder , he tapes a message
and slows down his voice , placing a hotel reservation .

H1: that was too funny , the hotel staff did n’t believe him though .

it 's a classic and 1 watch the first two movies every year .

that 1t was so sad when he intends to access kevin 's room , but kevin
fools him into thinking that he has walked in on his father , causing the
concierge to flee .

LKS

1 know , it was a carbon copy , but it ’s also much better and more
complex a movie than the first .

GLKS

so true . later that evening , he intends to access kevin s room , but kevin
fools him into thinking that he has walked in on his father , causing the
concierge to flee .

35
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Generation-based
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Generation-based,
local only

Generation-based,
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Advances in generation-based BBC

Groundtruth Knowledge Selection

0 50 100 150 200 250
Global Knowledge Selection (GKS)

0 50 100 150 200 250

Global to Local Knowledge Selection (GLKS)
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Local Knowledge Selection (LKS) —v—
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Recent results on BBC

ROUGE-1 ROUGE-2 ROUGE-L
SR MR SR MR SR MR
no background
* Holl-E dataset (Moghe et al., 201 8) S35 27.15 3091 09.56 11.85 21.48 2481
HRED 24.55 25.38 07.61 08.35 18.87 19.67
oracle background
* Built for movie chats in which each GTIP 2082 3508 1733 22,00 2508 3006
response is explicitly generated by RefNew 4287 49.64 3073 3815 3711 4377
] . , GLKS 43,757 50.67" 31.54" 39.20" 38.69" 45.647
copying and/or modifying 356 wosd Backgiound
sentences from the background i SaL i on e an
Cake  41.26 4581 29.43 34.00 36.01 40.79
RefNet 41.33 47.00 31.08 36.50 36.17 41.72
. AKGCM - - 3187 - 37109 -
« Background consists of plots, GLKS ~ 44.52°50.06° 33.05° 38.87" 39.63" 45.12°
comments and reviews gbout S o
movies collected from different 21 22 31 32 21 2
- N 307 115 91 213 424 226
websites A 38 111 371 180 406 219
H 332 123 394 225 436 263

> n means that at least n MTurk workers think it 1s a good re-
sponse w.r.t. Naturalness (N), Informativeness (1), Appropriateness

(A) and Humanness (H)

P. Ren et al., 2020. Thinking Globally, Acting Locally: Distantly Supervised GloBaFto-Local Knowledge Selection Tor

Background Based Conversation. AAAI. 36

Out of a sample
of 500



What’s next?



Background-based conversations

/-.-._.—l_‘—l—.-.—‘-'-.-l—i—'-i-.-‘-.
\ In this arficle we will discuss the
What is a physician’s assistant? . caress prospacts of an orthapedic
physician assistant and show
. Y stdents what they need 1o do
order 1o launch themseahas in 3

caraer as an orthopedic physican
assstant The most common

sducatonal raquiremeants are the

completan of an OPA program or 2
course in related education The

degree specialzabon can be 3 nurse

practitioner primary care physican
asststant or orthopedic physician
assistant The NBECOPA cerlies

OPAs who are required icensure n

some states

.
o '
.

What are the educational requirements reguired to

become one’

\-—00-

\
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SERP-based conversations

/- _____ o— C\
1 What is a physician's assistant? : I . ‘
................................. i caeesesesnsasanasssessnnnsnsaaneesedd | I NS BrliCie, we will discuss the °,
" f Search engine D‘ . career prospects of an orthopedic : |
' b +  physician assistant and show | | .
A . + Swdents whatthey needtodoin . ;!
H +  order lo launch themselvesina | . .
g = ! . | career as an orthopedic physician ! |
:‘ Question . assistant The mostcommon ;! :
" Wh *h . ent TR e S . .  educational requirements are the .
What are the educational requirements required to " — understand"\g + completion of an OPA programora ; |
+ become one? I —e = H— . . Ccourse in related aducation The ! .
| ' : : -degree specialization can be a nurse | | .
'—-—---—--.-o-----o-o—-—--o-o-a-o—o—o/ E E . :pfacfnmerpr-mar’»careph\’s,cian ::
‘ g y Q& ;27" ¢ + assistant or orthopedic physician
il Most often, you can be a physician's assistant after s . / N 7 - \ . o assistant The NBCOPA certifies : :
| finishing a related OPA program. Then, you can Passage Passage Passage Rt vy »vagiaciiad 1
| I | ¢ gene- [<--f summa-  [fselection [V iy
'\ practitioner, or orthopedic physician assistant. . ration | rization \ rene e ..
. - \ / & iy N . R = o £ o A ae e y
= SERP =




Query formulation

Dynamic Query Modeling for Related Content Finding

* Learning reformulations so as to obtain the T R r—

codh@Pumrt emeilDyhoo-ac com | B stamnamusi@uve et i@ uva
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best results 2t e
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conversation unfolds and user issues e hap o SEETER
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D. Odijk et al. 2015. Dynamic query modeling for related content finding. SIG IR ———_|
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A.

Question understanding

Inferring intent and shifts in intent
Recognizing entities and relations

Learning to ask in mixed-initiative
setting

Sepliarskaia et al., 2018. Preference Elicitation as an Optimization Problem. In"RecSys.
41



Passage selection

« Single passage may not be enough
to answer question or generate Lasening to Transform, Combine, snd Resson

in Open-Domain Question Answering
response o S
g Marry »

Maarten e Bijhe

* Taking broader context into account

» Consider low-ranked documents
that are not immediately relevant,
combining information from
multiple documents, and
reasoning over multiple facts from
these documents to infer the
answer/response

M. Dehghani et al., 2019. Learning to Transform, Combine, and Reason in Open-Domain Question Answering. In WSDM.
42



O Passage summarization

e Multi-document summarization

« Summarize multiple multi-modal search results

* Dealing with multiple intents

« Text vs. image/video vs. knowledge cards vs. ...
« Structured vs. unstructured

» Static blogs/articles vs. live news/reports

* Optimize for “ideal summary” vs for “successful interaction”

43
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Response generation

(o0 M W ENESSSS—— 6
Repetition problem

Improving Neural Response Diversity with Frequency - Aware
Cross-Entropy Loss
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« Support exploration, serendipity, ...

.Jiang et al. 2019. Improving Neural Response Diversity with Frequency-Aware Egross-EhtrOQy Eoss. ﬁﬁﬁ
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* Why did you so that?

« Explainable for developers

* Failure analysis

* |dentifying influential (online) training
instances (Sharchilev et al., ICML
2018)

* Reasoning path on knowledge graph
as explanations (Moon et al., ACL
2019, Liu et al., arXiv 2019)

« Explainable for users
* Response/answer explanation

45

Response generation

Human: which is your favorite character in
this ?

Bot: my favorite character was obviously the
main character because through his
perseverance he was able to escape a
dangerous situation .







Wrap-up

« SERP-grounded conversations
* Bring the richness of SERPs to a conversational setting

* General idea, recent advances, challenges and ambitions

« Work in progress, a lot remains to be done

47
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