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ABSTRACT
Automatic story generation from a sequence of images, i.e., visual storytelling, has attracted extensive attention. The challenges mainly drive from modeling rich visually-inspired human emotions, which results in generating diverse yet realistic stories even from the same sequence of images. Existing works usually adopt sequence-based generative adversarial networks (GAN) by encoding deterministic image content (e.g., concept, attribute), while neglecting probabilistic inference from an image over emotion space. In this paper, we take one step further to create human-level stories by modeling image content with emotions, and generating textual paragraph via emotion reinforced adversarial learning. Firstly, we introduce the concept of emotion engaged in visual storytelling. The emotion feature is a representation of the emotional content of the generated story, which enables our model to capture human emotion. Secondly, stories are generated by recurrent neural network, and further optimized by emotion reinforced adversarial learning with three critics, in which visual relevance, language style, and emotion consistency can be ensured. Our model is able to generate stories based on not only emotions generated by our novel emotion generator, but also customized emotions. The introduction of emotion brings more variety and realistic to visual storytelling. We evaluate the proposed model on the largest visual storytelling dataset (VIST). The superior performance to state-of-the-art methods are shown with extensive experiments.
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1 INTRODUCTION
Recent years, we have seen a bursting number of researches in bridging the gap between vision and language. Driven by the availability of large scale of pairs consisting of images and natural language descriptions and successful adoption of recurrent neural network (RNN), encouraging progress has been made in language generation from images [16, 25, 35]. In this paper, we tackle the problem of generating a story that consists of several sentences from a sequence of images, i.e., visual storytelling. Compared with image captioning and image paragraphing that take one single image as input, visual storytelling is a more subjective task which requires an overall understanding on the connection among all images and aims to generate sentences with consistent semantics.

Visual storytelling has been explored by many researches in recent years [13, 19, 23, 26, 28, 30]. Most of them focus on modeling the embedding between images and sentences and they consider the sequence of image contents as the most important factor for story generation. In other words, they only leverage low level features that come from image content for the input of decoding sentences to fit the distribution of words in language level. However, the process
of making stories from a sequence of images, especially for human being, is rather subjective. Different interpretations to the same image sequence will end with different stories. Even for the same person, making a story for the same image sequence at different times will result in different stories if he/she holds various moods. Existing models that only take consideration of visual contents will result in stories with general sentences due to the fact that they tend to model the common features of different sentences for the same image while failing to modeling the specific features that lead to different sentences.

To simulate the real process of storytelling by human, we consider emotion as an important factor that differentiates our interpretations to a given image sequence and guides to different stories. Given the example of Figure 1, different emotion interpretations for image (b) and image (d) result in different sentences for these images and also affect the trend of whole story.

To generate a human-level story from an image sequence, we are facing with the following challenges. First of all, emotion prediction from images is rather difficult, as it usually involves cross-modality inference. Besides, to simulate human process of making stories from image sequence, one image is possible to correspond to several emotions. Moreover, emotion of each image can be influenced by its contextual images in a time sequence. To address the above challenges, we propose a novel emotion reinforced visual story generator, which is the first to introduce emotion as an important feature into visual storytelling. We consider two means of obtaining the emotion features: 1) automatically generated from images and 2) manually customized by users.

Our novel emotion generator is based on the conditional generative adversarial network (cGAN) [24] so that we are able to generate diverse but realistic emotions in a continuous space for the same image. In order to make the generated emotions coherent in one sequence, we connect cGANs of emotion generative model for each image in the image sequence in a recurrent way and sequentially update the generated emotions for each image. Furthermore, our model is capable of generating stories based on customized emotion features. We believe such feature is crucial to visual storytelling, since the same image sequence can be interpreted differently in terms of emotion. The introduction of emotion feature expands the possibilities of visual storytelling.

By leveraging emotion, stories are finally generated by a recurrent neural network and further optimized by policy gradient. Two discriminators and emotion affirmation are jointly used to provide rewards for story generation approximation. The two discriminator networks are designed to guarantee the generated sentences’ relevance to the visual content of image sequence and accordance with story language style. While emotion affirmation is designed to measure the consistency of the generated story and input emotion.

We conduct experiments on the largest visual storytelling dataset (VIST) [13]. The generated stories are evaluated in both objective and subjective ways. We define automatic evaluation metrics in terms of visual relevance, emotion relevance and expressiveness.

The contribution of this paper can be concluded as follows:

- We introduce emotion as an important factor to generate story from image sequence. To the best of our knowledge, this is the first attempt to put forward emotion for visual story generation, which enables a machine to generate variable stories for the same image sequence.
- We propose an emotion reinforced visual story generator incorporating the emotion feature. It consists of an image encoder and a story generator with image and emotion sequence as input, in which two discriminators and an emotion affirmation measurement provide rewards for measuring image relevance, story style and emotion consistency.
- We conduct extensive experiments to demonstrate the effectiveness of our approach compared with several baseline methods in both objective and subjective evaluation metrics.

2 RELATED WORK

There are many studies conducted on generating sentence(s) from images. We will review them based on two categories: visual description generation and visual storytelling.

2.1 Visual Description Generation

Visual description generation (image captioning and paragraphing) aims to find or generate sentence(s) to describe an image. It was first considered as a retrieval problem so that to describe a given image, the algorithm returns several sentences with similar semantic meaning [9, 14]. The problem of search-based generation is that it cannot provide accurate sentences for images. Template filling method is thus proposed to overcome this problem [17]. Recently, with the development of deep neural network, integration of convolutional neural network (CNN) and recurrent neural network (RNN) is boosting the sentence generation research for readable human-level sentences [1, 7, 16, 20, 25, 31–34]. Later on, generative adversarial network (GAN) [11] is utilized to improve generated sentences for different problem settings [6, 35]. Latest work [2, 5] strive to discover other structures for this task. However, as we have addressed, the target of image description generation is to
use sentence(s) to describe factual visual content while story is an combination of visual contents and human subjective perception (emotion).

2.2 Visual Storytelling
Visual storytelling is a rather new topic but has attracted many attentions. Generating several sentences for the purpose of storytelling is more challenging than visual description for one image. Relationship between different visual contents need to considered to form a good story and sentences for a story have to be coherent. Similar to visual description researches, early works mainly focus on search-based method to retrieve the most suitable sentence combination for an image sequence [23]. [19] proposes a skip Gated Recurrent Unit to deal with semantic relation between image sequence and generated sentences. Then methods leveraged by image captioning, especially CNN-RNN framework is extended for story generation [13]. Recently, we have seen some works that utilize reinforcement learning and generative network for better story generation [12, 26, 28]. Though topic is introduced in [12], existing works still lack of subjective perception of human when making stories, which we first introduce in this paper.

3 APPROACH
In this research, we aim to generate a story for a sequence of images. Existing researches on this task ignore the diversity of stories for the same image sequence in the training data, and it usually results in generating general and neutral sentences. In order to model the factor that guides to different stories for the same image sequence, we introduce emotion as an important factor. For this reason, our story generator generates stories considering both visual contents and emotions. The framework is shown in Figure 2.

3.1 Overview
We design our model as an encoder-decoder framework, implemented with a hierarchical recurrent neural network (RNN) structure. This is intuitive since our target is to generate a sentence sequence based on the input image sequence, and each sentence can be considered as a sequence of words. Given an image sequence, we first apply a convolutional neural network (CNN) to extract features of each image and use them as input of image encoder.

The image encoder is a RNN with gated recurrent unit (GRU) [8] as its cell. It is used to encode the story feature of each image. At i-th time step, we feed image feature of i-th image to the GRU as its input, and take the hidden state of the GRU cell as its story feature output. The story feature of the i-th image is as follows:

\[
\{c_i\} = E_f(\{x_i\}),
\]

where \(E_f\) denotes image encoder and \(\{c_i\}\) denotes the whole sequence of story features, where \(i\) ranges from 1 to \(N\), with \(N\) being the total number of images in the sequence. Each story feature is corresponding to each image. Coherence among images is enhanced with RNN, and it is crucial to story generation from several image inputs. Therefore we consider the output of the image encoder as the story feature of the current image.

In our encoder-decoder framework, story generator serves as the decoder. We use a language model that predicts the best possible sentence to generate story based on both story feature and emotion feature of the current image.

\[
\{s_i\} = Decoder(\{c_i \oplus e_i\}),
\]

where \(s_i\) denotes the sentences decoded by the decoder given the story feature and emotion feature \(e_i\) of the input image, and \(\oplus\) denotes concatenation.

The emotion features can be generated automatically or defined with customized emotions. To generate emotion automatically, we design a sequential conditional generative adversarial network based on conditional generative adversarial network (cGAN) [21] with an additional GRU layer. With the GRU layer, the generator of one image is affected by both the image and its contextual predicted emotions. To generate diverse yet realistic emotions, we incorporate this GAN structure instead of a classification network for generating emotion. Our model is also capable of handling customized emotion to guide the generation of stories with given emotion feature. Since the same sequence of images can be interpreted differently by different annotators in terms of emotion, we believe being able to customize emotion is crucial for visual storytelling.

Inspired by [26], we implemented reinforcement learning [29], where rewards \(r\) consist of three parts: image-relevance \(r_I\), story-likeness \(r_S\) and emotion-consistency \(r_E\). The first two parts, image-relevance and story-likeness are scored by two separate discriminators. Emotion-consistency is proposed to measure the consistency between emotion of generated story and input emotion (either generated or customized).

3.2 RNN as Image Encoder
We utilize GRU as the image encoder. Since the GRU generates the output based on the current input and the previous inputs, the output contains the contextual information of the current image. Therefore, coherence among images is enhanced, which is a crucial part of storytelling. We consider the output of the GRU \(c_i\) as the story feature of the input image:

\[
c_i, h_i = GRU(x_i, h_{i-1}),
\]

where \(h_i\) denotes the hidden state of the GRU. In order to further enhance the coherence of our generated story features, we feed the mean pooling of all the image features from the sequence to the GRU as the initial hidden-state \(h_{-1}\).

3.3 Emotion Feature
The emotion feature serves as one of the inputs to our story generator, which guides the latter to include emotion for the generated stories. Existing researches has shown that there is a pattern between visual content and human perceived emotions [3, 27]. Given an input sentence, we first predicts the emotions conveyed by the sentence through a probability distribution on multiple emotions.

\[
e_i(a) = p(a|s_i, \theta_{DM}), (a \in F),
\]

where \(F\) denotes the event space (i.e., all the possible emotions), and \(\theta_{DM}\) denotes the parameters of the emotion analysis model. \(p(a|s_i, \theta_{DM})\) denotes the probability of emotion \(a\) in the distribution given by the analysis model. This probability distribution are then used as the emotion feature in our experiments for training. We use emotion features extracted from ground-truth sentences as input
of the decoder during training. The extracted emotion features are also utilized to train our emotion generator.

The emotion generator is designed to generate emotion from images automatically. Since we consider the emotion generation process as a creative process rather than a predictive process, we design the generator as a generative model, which has shown its creativity in recent work [4, 15]. Our emotion generator is based on cGAN [21] and follows the generator-discriminator structure. The generator is a multi-layer perceptron followed by a GRU. Since the emotion features we need are probability distributions, we add a softmax function to the end of the generator.

The emotion generator takes image features \( \{x_i\} \) of an image sequence and a sequence of random noise vectors \( \{z_i\} \) as input and learns to generate a sequence of creative yet plausible emotion vectors. The GRU in the generator enables it to generate context-aware emotions. The emotion generator can be denoted as:

\[
y_i = MLP(x_i, z_i),
\]
\[
\hat{e}_i, h_i = GRU(y_i, h_{i-1}),
\]
\[
e_i = softmax(\hat{e}_i),
\]
where \( \hat{e}_i \) and \( h_i \) denotes the output and the hidden state of the GRU, respectively.

We design discriminators in two levels. An instance-level discriminator measures the image-relevance of the generated emotions and a sequence-level discriminator measures the consistency of the generated story sequence. The generator and the discriminators are jointly trained in the same way as cGAN [21].

The story generator is also capable of generating stories based on customized emotion features, which we believe is crucial to storytelling since the same image sequence can be interpreted with different emotions. There are many ways to customize emotions. How customized emotion features are obtained in our experiments will be further discussed in the experiment section.

### 3.4 RNN Decoder as Story Generator

Given the predicted story feature and emotion feature, the decoder predicts the best possible sentence. We use a RNN language model as decoder, which predicts sentences by predicting each word in a sequence according to the story and emotion feature, as well as all the previously predicted words.

### 3.5 Reinforcement Learning

We incorporate reinforcement learning [29] in our approach by considering the story generator as the agent, and the process of
picking up each word as an action given the situation. The generator is guided with a reward that consists of three parts: image-relevance $r_I$, story-likeness $r_S$ and emotion-consistency $r_E$. The first two measurements are judged by two discriminators, an instance-level discriminator $D_I$ that measures the image-relevance and a sequence-level discriminator $D_S$ that measures the story-likeness, as described by [26]. The instance-level discriminator is trained to discriminate paired sentences and images from randomly selected sentences and generated sentences, while the story-level discriminator is trained to discriminate real stories picked from the dataset from stories formed with randomly selected sentences and generated stories.

For the first two rewards, we simply use the probability predicted by the discriminators that measures how likely our generated sentences are ground-truth sentences as the reward functions:

\begin{equation}
    \begin{align*}
        r_I(s_i|x_i) &= P_{D_I}(\text{groundtruth}|s_i, x_i), \\
        r_S(s_i) &= P_{D_S}(\text{groundtruth}|s_i).
    \end{align*}
\end{equation}

Emotion-consistency is computed by the distance between and input emotion and emotion feature of generated sentences. Since we use probability distribution as emotion feature, total variation distance is applied as distance between two emotion features. The negative distance is used as the emotion-consistency reward:

\begin{equation}
    r_E(s_i|e_i) = -\sup_{a \in \mathcal{A}} |e_i(a) - p(a|s_i)|,
\end{equation}

where $e_i(a)$ and $p(a|s_i)$ denote the probability of emotion $a$ in the input emotion feature $e_i$ and emotion feature extracted from the generated story $s_i$.

The final reward is the weighted sum of the aforementioned three parts of reward:

\begin{equation}
    r((s_i|x_i), (e_i)) = \gamma_1 r_I(s_i|x_i) + \gamma_2 r_S + (1 - \gamma_1 - \gamma_2) r_E(s_i|e_i).
\end{equation}

With this reward, we incorporate policy gradient to train our network. Since we consider story generator as the agent, and each word picked as an action, we have the policy defined as:

\begin{equation}
    p_\theta(w_{i,t}|x_i, e_i, w_{i,t-1}; \gamma),
\end{equation}

where $w_{i,t}$ denotes the $t$-th word picked in the $i$-th sentence.

Thus, given the reward $r$, the loss function to minimize can be denoted as:

\begin{equation}
    L(\theta) = -\sum_{i=1}^{N} \sum_{t=1}^{T} p_\theta(w_{i,t}|x_i, e_i; w_{i,t-1}; \gamma) r(s_i|x_i, e_i).
\end{equation}

Following [26], We utilize policy gradient to minimize the loss function and approximate it with Monte-Carlo sample by sampling each $w_{n,t}$. The approximated gradient can be similarly denoted as:

\begin{equation}
    \nabla_\theta L(\theta) = -\sum_{i=1}^{N} \sum_{t=1}^{T} r(s_i|x_i, e_i) \times
\end{equation}

\begin{equation}
    \nabla_\theta p_\theta(w_{i,t}|x_i, e_i; w_{i,t-1}; \gamma).
\end{equation}

As shown by [26], reinforcement learning with both the instance-level and sequence-level discriminator greatly improves the quality of the generated stories in terms of language. We take one step further by introducing the emotion-consistency reward, which helps our model to generate stories that are more emotive.

Figure 3: Distribution of emotions in the training data of VIST. Emotions are analyzed by DeepMoji [10] and clustered into 9 categories. For each category, a typical emoji is shown, as DeepMoji analyzes emotions in the form of emojis. The grey section represents stories with neutral emotion, i.e., stories not displaying strong emotion.

4 EXPERIMENT

4.1 Dataset and Emotion Analysis

We conduct our experiments on the VIST dataset created by [13]. The VIST dataset is the current largest dataset created specifically for the task of visual storytelling. It contains 81,743 images obtained from Flickr website with 20,211 image sequences arranged. Each image sequence is annotated with corresponding stories through AMT (Amazon’s Mechanical Turk). Each sequence contains 5 images and most sequences has multiple annotations.

For pre-processing, we filtered out sequences with images that are no longer available in the dataset, with 40,143 images and 26,890 sequences remaining for training set, 5,055 images and 1,011 sequences for testing set. In addition, we tokenized the sentences and filtered out words with occurrence less than 4, creating a vocabulary with 10,698 words.

To investigate the importance of emotions for stories, we make an analysis to sentences in the VIST dataset in terms of emotion diversity. We check the diversity of emotions among annotated sentences. We utilize a state-of-the-art method for emotion analysis from text, DeepMoji[10], which is trained on more than 1 billion sentences and the corresponding emotions, achieving as high as 82.4% on human agreement[10]. Figure 3 shows the emotion (corresponding to each emoji respectively) distribution in the training data. We can see that more than half of the sentences infer obvious emotions different and emotions are equally distributed among these emotive sentences.

4.2 Implementation Details

In our experiments, we use the outputs from the fc7 layer of a pre-trained VGG16 model, which has 4096 dimensions, as our image features. The sizes of the hidden states of the story encoder RNN and the language decoder RNN are 1,000 and 1,025 respectively. We utilized DeepMoji [10] to extract emotion features for sentences.
The emotion features are of 64 dimensions and are embedded into a space with 25 dimensions.

Before training our model with reinforcement learning, we first pre-trained our generator without the discriminators. The weights of three rewards used for reinforcement learning are empirically set to 0.72 for image-relevance, 0.18 for story-likeness and 0.1 for emotion-consistency, respectively.

4.3 Stories with Auto-Generated Emotions

We first conducted experiment with automatically generated emotions with images as the only input. In this way, we can compare fairly with previous researches and demonstrate our model’s ability of generating diverse and emotive stories. We conducted both objective and subjective evaluation on the results.

4.3.1 Compared Methods. We compare the results of our models with four baseline methods. We include several image/video captioning models and the previous state-of-the-art model on story generation. The models are:

- **Sentence-Concat** [25]: a classic method to incorporate the basic CNN-RNN framework on the problem of image captioning. For story generation, we simply concatenate individual outputs for each image together for the complete story.
- **Regions-Hierarchical** [16]: a hierarchical recurrent neural network that generates several sentences for one image based on regions and bidirectional retrieval. We use images instead of regions to generate corresponding sentences.
- **SRT** [26]: a state-of-the-art visual storytelling model which is the first to incorporate reinforcement learning in the task of storytelling. We test their methods with two settings: SRT w/o D and SRT w/ D for fair comparison with our model with and without discriminators.
- **Our Model**: to examine the effectiveness of three critics as rewards, we train our model with five settings. Pre-trained model without critics (Ours w/o critics), with discriminator only (Ours w/ D_{m\&D_{d}}), with emotion affirmation only (Ours w/ E) and with all critics (Ours).

4.3.2 Objective Evaluation Metrics. For objective evaluation, similar to other visual storytelling researches, we compare the generated stories with reference stories and compute the language similarity with NLP metric (BLEU [22]). As discussed similarly by [28], sentence translating metrics are not ideal metrics for the task of visual storytelling, as it relies heavily on correlation between predicted sentences and ground-truth sentences, which is heavily biased. Thus, we define two more objective evaluation metrics to measure the emotiveness and novelty of sentences. The metrics are as follows:

- **Relevance**: BLEU is an evaluation metric for machine translation. This metric calculates scores based on the correlation between the generated stories and the ground-truth stories. Note that the relevance here only indicates the relevance between generated stories and reference stories and cannot reflect whether the generated stories are really relevant to image sequence.
- **Emotiveness**: Since we introduce emotion to story generation, we define emotiveness as to what extent the sentences can express emotions. We use the confidence score, i.e., the sum of the probabilities of the top-5 candidate emotions, predicted by DeepMoji [10] for the measurement. Therefore the score ranges from 0 to 1, with a higher score indicates a more emotive story. Similar to inception score in GAN, the score ranges from 0 to 1, with a higher score indicates a more emotive story. Similar to inception score in GAN, since DeepMoji is a classification model, the confidence of its prediction can be considered as the clearness and strength of emotion in the sentences.
- **Novelty**: With the introduction of emotion, our generated stories is expected to include more diverse and novel words. Therefore we evaluate our method with novelty. Novelty for stories is proposed in [28] for their subjective evaluation. We try to quantify it by computing the less frequent words used in the sentences. Following the novelty definition in [18], we compute the proportion of N-grams that occur in the training dataset except the most 10% frequent ones. We use both bi-gram and tri-gram as measurement here due to the fact that expressive expressions usually reside in phrases rather than words.

4.3.3 Subjective Evaluation. We conducted human evaluation since objective metrics are not capable of perfectly evaluate the performance of generated stories, as the evaluation of stories should be considered a subjective task. To better illustrate the performance of stories from human perception, we further conduct extensive user studies. We conducted user studies with 10 volunteers, who are students specialized in English language (4 females and 6 males). Their age distribution is: 20-25 (40%), 25-30 (30%), 30-35 (30%).

This task aims to compare stories generated by our method and baseline methods for same image sequences from different aspects. Given an image sequence, the users were asked to give ratings to a story on a 0-10 scale with respect to four criteria:

- **Relevance**: how much relevant the story is to the given image sequence;
- **Coherence**: how coherent sentences are so that they can easily make a story;
- **Expressiveness**: how expressive the language in the story is, in terms of words, phrases and sentence structure, etc.;
- **Emotiveness**: how strong emotion the story contain.

4.3.4 Results and Analysis. **Objective evaluation**: Results of objective evaluation are shown in Table 1. From this result, we can see that our proposed approach is comparable with previous state-of-the-art in terms of BLEU metric which emphasizes the similarity between generated sentences and ground-truth sentences in a translative way. However, this metric is not our main focus due to the fact that the ground-truth sentences are limited and that such metric is not capable of emotion evaluation. On the other hand, our proposed approach achieves much higher score in terms of emotiveness and novelty, with improvements of 6.7% and 24.1% on Emotiveness and Novelty-2. This shows that our model is able to generate sentences that can express much strong emotion and include more novel words.

**Subjective evaluation**: Results of human evaluation are shown in Table 2. While our proposed approach shows similar performance in terms of relevance and coherence compared with previous research, our approach yields marginally superior results in terms of
Groundtruth: We all got together for my parents anniversary. We had amazing steak to celebrate. We had a few making speeches and be funny. There was a few sentimental moments thrown in. Then it quickly turned funny again.

SRT: Everyone gathered for a dinner dinner and had a great time at the reception. The food was the main course of the food that was prepared. The bride and groom are relaxing together and are having a great time. And they were happy, the bride and groom are relaxing together and having a great time.

Ours: A lovely couple on a small town. We watched so we took our photos in the venue. Friends and family dinner at the restaurant. The bride and groom laughed  with their faces and drinking. Later we sat at a bar and ordered some tasty wine before the sun went down.

Figure 4: Example of ground-truth stories annotated by users, generated by state-of-art method (SRT) [26] and by our approach. Stories generated by our proposed approach with our novel emotion generator contain more emotion and are generally more expressive, compared to previous approach without said emotion generator. Expressive and emotive phrases are colored in green, while repetitive phrases are colored in red.

It is his graduation day he is smiling and having a lot of fun. Graduates are smiling. The students were very loud and smiling. The smiles professor had always really exciting this photo of their son’s new hat. The bride was really fun.

The woman smiles at the graduation ceremony. Smiling for the audience to see the graduates. Getting ready for the graduation is what a day. Excited to see the graduation of the graduation. Excited to see the graduation of the new smiles.

Today was my sad day at my [male]’s graduation ceremony. All of our families were there to say goodbye. Everyone was sad to watch the ceremony in a distance. The children are sad. I was really happy to be able to see my son again.

The little girl was very funny in the the cap she took a picture with her dad. The principal made his best friend posing for the audience with his diploma. The principal congratulated him as the bride and groom give jokes. The bride’s brother is hilarious as the high school class mates made funny faces to laugh the ceremony. The bride is amused with her diploma.

Figure 5: Example of stories generated with customized emotions. These example show that our model is capable of generating reasonable stories of different emotions based on the same image sequences.

expressiveness, with 32.2% improvement, and emotionness, with 25.8% improvement. This agrees with similar improvements seen in the objective evaluation, and demonstrates our model’s capability of generating stories with richer emotion and greater diversity, which is the main focus and advantage of our emotion feature and emotion generator.

Case study: Examples of stories generated with generated emotions are shown in Figure 4. As can be seen from the examples, stories generated by our model generally contains much more emotions and diversity, while previous models often generates stories that are general and repetitive. This is due to the emotion generator, which enables our model to generate stories that are much more expressive and diverse in terms of words, phrases, etc.

4.4 Stories with Customized Emotions

With the introduction of the emotion feature, our model is capable of generating stories with customized emotions. To explore such ability, we feed our model with customized emotion features and images as input at the same time, bypassing the emotion generator. We use four categories of emotions that are among the most common emotions in the dataset, which are happy, sad, excited and
We thus obtain multiple emotion features from the training set of with human-annotated ground-truth stories. All scores are Table 2: Human evaluation results of methods on four cri-
eria: relevance (Rel), coherence (Coh), expressiveness (Exp) and emotiveness (Emo). All criteria are evaluated on 0-10 scale (0-bad, 10-good).

<table>
<thead>
<tr>
<th>Method</th>
<th>B</th>
<th>E</th>
<th>N-2</th>
<th>N-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence-Concat[25]</td>
<td>33.6</td>
<td>53.6</td>
<td>49.4</td>
<td>72.6</td>
</tr>
<tr>
<td>Regions-Hierarchical[16]</td>
<td>37.7</td>
<td>60.9</td>
<td>46.4</td>
<td>78.0</td>
</tr>
<tr>
<td>SRT w/o D[26]</td>
<td>44.5</td>
<td>62.9</td>
<td>43.5</td>
<td>74.2</td>
</tr>
<tr>
<td>SRT w/ D[26]</td>
<td>44.8</td>
<td>65.2</td>
<td>41.1</td>
<td>72.6</td>
</tr>
<tr>
<td>Ours w/o critics</td>
<td>43.2</td>
<td>68.4</td>
<td>49.5</td>
<td>81.9</td>
</tr>
<tr>
<td>Ours w/ D&lt;sub&gt;N&lt;/sub&gt;</td>
<td>42.5</td>
<td>68.9</td>
<td>49.1</td>
<td>81.9</td>
</tr>
<tr>
<td>Ours w/ E</td>
<td>40.9</td>
<td>69.1</td>
<td>50.3</td>
<td>82.1</td>
</tr>
<tr>
<td>Ours</td>
<td>41.3</td>
<td>69.6</td>
<td>51.0</td>
<td>82.7</td>
</tr>
</tbody>
</table>

Table 1: Automatic evaluation with generated emotions. B, E and N stands for BLEU, emotiveness and novelty, respectively. N-2 and N-3 stands for bi-gram novelty and tri-gram novelty. Note that BLEU scores are computed in comparison with human-annotated ground-truth stories. All scores are reported as percentage (%).

4.4.1 Human Evaluation. We conducted human evaluation with subjective metrics. This task aims to evaluate the generated stories, in terms of the emotion represented in the stories and the quality of the stories themselves. The scores are collected from the same 10 students described in section 4.3.3, who are each given 20 stories randomly picked from the results of our testing experiment and their corresponding images. The users are asked to give ratings to the generated stories on a 0-10 scale with respect to the following three criteria:

- **Correspondence**: does the story generated show the emotion it is conditioned on?
- **Reasonableness**: are the emotion represented in a reasonable way?
- **Relevance**: how relevant are the story generated to the images?

4.4.2 Results and Analysis. User study: Results of human evaluation are shown in Table 3. The results given are convincing that our model is capable of generating reasonable stories based on different customized emotions given, as the overall average scores on all three criteria achieve satisfying scores. Especially the criteria regarding emotion, which is our main focus in this work, correspondence and reasonableness, achieve 82.9% and 75.4% respectively. This ability to generate stories based on customized emotion results from our introduction of emotion feature.

It can be noticed that our model performs worse in certain categories, particularly in the sad category. This can be explained by the fact that, as can be observed in 3, most images in the VIST dataset are of positive emotion and some images are difficult to be interpreted with sad emotion.

Case study: Examples of stories generated with customized emotions by our approach are shown in Figure 5. As can be seen from the examples, the generated stories comply with both the given emotion and the images themselves in a reasonable way. This shows our model is able to generate stories based on customized emotions, which is one of its greatest strengths. We believe such capability is crucial in storytelling, while neglected by previous works. We can also notice that stories generated with customized emotion have some grammar problems compared with automatically generated emotion stories. This is due to the large variances of simply defined customized emotion and the image content, and the relatively limited and biased dataset.

5 CONCLUSION
We present the first approach in visual storytelling to incorporate emotion as a key factor for the generation of story given a sequence of images. We propose a novel framework with emotion feature to model human emotion in the generation of stories, which enables our model to generate stories of great diversity and expressiveness. We incorporated reinforcement learning, with our novel reward that rewards emotional consistency. Extensive experiments show that our proposed approach is capable of not only generating stories with greater diversity and contains richer emotions, but also generating reasonable stories based on different customized emotions, which greatly extends the variety of visual storytelling.
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