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ABSTRACT

Multi-person pose estimation aims to localize tens of human joints (e.g., elbow, wrist, etc.) from multiple human bodies in an image. Existing approaches mainly adopt a two-stage pipeline, which usually consists of a human detector (i.e., generating a bounding box for each person) and a single person pose estimator (i.e., generating human joints from each bounding box). However, these approaches neglect the challenges of large pose variations and heavy occlusions in each bounding box, which often results in imprecise human joint localization. In this paper, we propose a structure-guided attention network (SGAN) for multi-person pose estimation. Specifically, a structured pose representation is encoded by learning a joint confidence map and a joint association map, which can be further refined by a structure-guided attention network (SGAN) in a recurrent way. Note that SGAN enables a deep neural network to take initial pose estimation as references, and to discover multi-scale pose features as completion, and thus the learning of pose structures can be reinforced. Extensive experiments show the best single-model results against the state-of-the-art approaches, with a relative 3.5% mAP gain in the challenging COCO Keypoint dataset.

Index Terms— Pose estimation, Attention model

1. INTRODUCTION

Multi-person pose estimation aims to recognize and localize tens of human joints for each of persons appearing in a given image. This task has drawn extensive attention in recent years, which not only poses a fundamental challenge in research field, but can benefit a broad range of applications in industry field. For example, pose-guided human-computer interaction, video analysis via action recognition, and so on.

Promising progresses have been made on this topic, along with the advancement of Convolutional Neural Networks (CNNs). Recent state-of-the-art approaches can be usually divided into two categories: bottom-up approaches [1, 2, 3] and top-down approaches [4, 5, 6]. Bottom-up methods learn joint heatmaps through a CNN for a whole input image, and further group joints to constitute multiple human poses. Top-down methods propose to detect persons with bounding boxes, and conduct single-person pose estimation in each bounding box. Although most promising results have been achieved by top-down methods, the performance of human pose estimation is still limited by human detectors. For example, some bounding boxes can include multiple individuals, due to the large pose variations of a person and the fixed rectangle shape of a bounding box (shown in Fig. 1). These detection results often bring great challenges for the subsequent single-person pose estimator to recognize and localize precise human joints for a target person. The joints from different two persons as shown in Fig. 1 can be even detected and grouped together, which leads to an abnormal human pose estimation result.

In this paper, we propose to integrate a recurrent structure-guided attention network (SGAN) into the top-down methods for multi-person pose estimation. The proposed network is composed of three closely-related modules. First, we propose to learn a deep structured feature representation for human pose by encoding human joints with their relations. This
representation is specifically optimized by both a joint confidence map (JCM) and a joint association map (JAM). JCM models the joints of a person, while JAM models the limbs of a person. Second, as joints of different persons can be mixed from deep features, we further integrate all levels of features from a backbone encoder by a proposed structure-guided attention network (SGAN). Such a design can help discover and complete the most related human joint features to a target person, and thus imprecise location on joints can be relieved. Third, we propose to stack the SGAN in a recurrent way to progressively refine the learned structured human representation, which enables a multi-step completion even for challenging human instances.

Extensive experiments show the superior results of the proposed SGAN model on two widely-used multi-person pose estimation datasets. In particular, we have obtained the best single-model results against the state-of-the-art approaches, with a relative 3.5% mAP gain in the challenging COCO Keypoint dataset.

2. RELATED WORK

Multi-person pose estimation is an active research field in recent years. Graph models or other models rely on hand-craft features [7, 8, 9, 10] are adopt in classical approaches. Superior performance has been improved by using deep convolution neural network [11, 12, 13] in recent years. Our human pose estimation method is also based on convolution neural network. Bottom-up [1, 2, 3] approaches and top-down [14, 15, 6, 5] approaches are two main methods to estimate human pose.

Bottom-up approaches firstly predict all joints in an image, and then allocate them to person based on structure information. Zhe Cao et al. [1] propose part affinity fields (PAFs) to map both orientation and location information between two parts, and then assemble them into different people. This structure constraint is helpful to predict more accurate joints in complex situations.

There are two steps for top-down methods. Human bounding boxes are firstly detected by a human detector. Then, joints are predicted by a human pose estimator in the image area of bounding box. Yilun Chen et al. [6] propose cascaded pyramid network to integrate multi-scale information. Heatmaps and offsets are predicted together in [14] and offsets are used to refine heatmaps. Bin Xiao et al. [5] add a deconvolution head network after ResNet, and obtain good performance as a baseline for human pose estimation. These top-down methods are benefited from accurate bounding box and multi-scale information.

Our work also adopt top-down method due to its excellent performance in many scenarios. Inspired by the previous great works, we propose a novel structure-aware loss JAM and a novel recurrent structure-guided attention network for multi-person pose estimation.

3. METHODS

Overview of our architecture is shown in Fig. 2. The architecture consists of a feed-forward module (including a ResNet to extract features and a decoder to generate heatmaps) and 3 recurrent structure-guided attention blocks. The feed-forward module is designed to generate JCMs and JAMs. JCM models the joints information while JAM models the limbs information. In order to extract more useful structural features which could help to refine the decoder feature, we design a recurrent structure-guided attention mechanism. The decoder feature \(D^{(k)}\) is used to calculate attention with the combination of all levels of ResNet and generate refined decoder feature \(D^{(k+1)}\) in a recurrent way. This recurrent structure-guided attention mechanism could continuously extract specific features to improve the accuracy of results.

As input, a color image of size 3 × w × h is cropped from origin image according to human bounding box (w × h).

From input, a set of JCMs \(H\) and JAMs \(L\) are generated by a feed-forward network. The set \(H = (H_1, H_2, ..., H_J)\) contains \(J\) confidence maps for each person, where \(H_j \in \mathbb{R}^{w \times h}, j \in \{1...J\}\). The set \(L = (L_1, L_2, ..., L_J)\) contains \(J\) vector fields for each person, where \(L_j \in \mathbb{R}^{w \times h \times 2}, j \in \{1...J\}\). Finally, the JCMs are used to generate 2D joints coordinates by \(\text{argmax}\) function.

3.1. Joint Confidence Maps and Joint Association Maps

The joint confidence maps(JCMs) and joint association maps(JAMs) are shown in Fig. 1 (c) and (d). JCMs are commonly used in pose estimation task because regressing coordinate directly is difficult. For one joint in each image, the ground truth JCMs \(H_j^*(p)\) is generated as follows

\[
H_j^*(p) = \exp(-\frac{\lVert p - x_j \rVert^2}{\sigma^2})
\]  

where \(p\) is a pixel location in image, and \(x_j \in \mathbb{R}^2\) is the ground truth position of joint \(j\). In prediction phase, JCM \(H_j^*(p)\) is generated by network. Then, joints coordinates are obtained by \(\text{argmax}\) function.

For J joints, inspired by [1], we design \(J\) unique JAMs as structure-aware map to help learning the association among joints. Strange pose, such as Fig. 1 (a), can be corrected by JAMs. Given a set of body parts, we try to build their relationship between two or the whole potential association among all parts. JAMs is a 2D vector fields for each limb which simultaneously considers location, size and orientation. Different from [1], our JAM is designed for joint. Thus, the number of JAMs is equal joints number while [1] is not. And the JAM for corresponding joint contains some limbs. That means one limb could appear in different JAMs, as long as the joint belong to the limb. In this way, some important joints (e.g., shoulder, hip, etc.) which connect more other joints could be strengthened specially by the corresponding JAMs.
For one joint \( j \), JAM \( L_j \) defined as follows:

\[
L_j = \sum_{c} {\text{Limb}(c)}, \quad j \in \text{Limb}(c)
\]  

(2)

here, limb map \( \text{Limb} \) is a human rigid limb connected by two joints, and is generated as:

\[
\text{Limb}(p) = \begin{cases} v, & p \in \text{Limb} \\ 0, & p \notin \text{Limb} \end{cases}
\]  

(3)

The \( \text{Limb}(c) \) fields is limited as follows:

\[
0 \leq v \cdot (p - x_j) \leq l_c \quad \& \quad |v_\perp \cdot (p - x_j)| \leq \sigma_l
\]

(4)

where \( \cdot \) denotes dot product, \( \sigma_l \) is a distance of limb width in pixel, \( v = (x_{j2} - x_{j1})/\|x_{j2} - x_{j1}\|_2 \) is a unit vector in the direction of the limb and \( v_\perp \) is a unit vector perpendicular to \( v \), \( l_c = \|x_{j2} - x_{j1}\|_2 \) is the length of limb in pixel.

### 3.2. Recurrent Structure-Guided Attention Network

Our JAMs are designed to model structure information of human pose. Spatial features are critical for JAMs. Therefore, we present recurrent structure-guided attention to extract specific spatial features. Different from CPN[6] that decoding multi-scale features to generate joint confidence maps, the recurrent SGAN automatically extract related spatial and structural features with an attention mechanism. Our model consists of a feed-forward module and 3 SGAN blocks.

**Feed-forward Module.** As shown in Fig. 2, feature maps \( C_5 \) are generated by ResNet, and was upsampled to the structural feature maps \( D^{(0)} \). In the last layer, JCMs \( H_j \) and JAMs \( L_j \) were outputted by \( 1 \times 1 \) convolution, respectively. JCMs loss \( E(H) \) is defined as follows:

\[
E(H) = \sum_{j=1}^{J} \sum_{p} W_{H_j}(p) \cdot \|H_j(p) - H_j^*(p)\|^2_2
\]

(5)

JAMs loss \( E(L) \) is defined as follows:

\[
E(L) = \sum_{j=1}^{J} \sum_{p} W_{L_j}(p) \cdot \|L_j(p) - L_j^*(p)\|^2_2
\]

(6)

where, \( H_j \) and \( L_j \) are the outputs of feed-forward network. \( H_j^* \) is the ground truth of JCMs. \( L_j^* \) is the ground truth of JAMs. \( W_H \) and \( W_L \) are binary masks with \( W = 1 \) when joint \( j \) is annotated at an image.
Fig. 3. A structure-guided attention block, which consists of a query (i.e., $D^{(0)} \ldots D^{(2)}$ in Fig. 2), and a value (i.e., $H_f$). Different from [16], the goal of this design is to discover and complete related features to queries from all levels of features in multi-scale. “⊗” denotes matrix multiplication. “∑” denotes element-wise sum. $W_q, W_k, W_v$ are $1 \times 1$ convolutions.

Recurrent Structure-Guided Attention Mechanism. In order to extract more useful spatial information and structural information for $D$ and refine outputs, we design a recurrent structure-guided attention network. The inputs of single $SGAN_k$ are multi-scale features $H_f$ and the structural features $D^{(k-1)}$. $D^{(k-1)}$ is used as a query to find specific features in multi-scale features ($H_f = \sum_{i=1}^{5} C_i$) by attention module. Then, use the specific features to refine $D^{(k-1)}$, hence, JCMs and JAMs are refined. SGAN also works on the challenging human instances by recurrently stacking multiple SGAN blocks. This recurrent attention mechanism can significantly improve the accuracy of prediction due to more accurate spatial information and the strengthened structural features. The process of a single SGAN loop working is formulated as follows:

$$D^{(k)} = F(D^{(k-1)} + \Psi(D^{(k-1)}, H_f))$$  \hspace{1cm} (7)

here, $C_i$ represents the output of the $i$th layer in ResNet. $F(\cdot)$ represents conv operation. $\Psi(\cdot)$ represents an structure-guided attention operation.

JCMs loss and JAMs loss are used in each SGAN block. For the entire network, total loss is

$$Loss = \sum_{k=0}^{K} (E(k)(H) + E(k)(L))$$  \hspace{1cm} (8)

Attention Module. As human joints can be mixed from $C_5$ due to its large receptive fields. We further integrate the features of $C_1 - C_5$ by structure-guided attention module. The architecture of structure-guided attention block is inspired by [16] and is shown in Fig.3. The structural features $D$ are inputted as a query, then computed a dot-product similarity with $H_f$. Then, transform the similarity matrix into feature maps.

4. EXPERIMENTS

4.1. Datasets and Baseline

The COCO Keypoint Detection Task [17] requires localization of person joints in challenging uncontrolled conditions. There are more than 200k images and 250k person instances labeled with joints in the COCO train, validation and test dataset. The train and validation sets with 150k instances are publicly available. In experiments, only COCO train2017 dataset is used to train our model, which includes 57k images and 150k person instances, and COCO val2017 dataset is used to test and study ablation. MPII dataset includes around 25k images which contains over 40k people. We achieve the public state-of-the-art results on both COCO val2017 and MPII datasets with a fair comparison.

Object keypoint similarity (OKS) is defined on COCO evaluation. And the mean average precision (mAP) over ten OKS thresholds is employed as main competition metric, which is calculated from the distance between predicted joints and ground truth keypoints normalized by scale of the person. For MPII dataset, the mAP of joints based on PCKh is also used as comparison metrics.

Our baseline is [5], which gets a results of 70.4 AP(with flip test) based on ResNet-50 on COCO val2017 dataset. The architecture of [5] is a single feed-forward network. ResNet is the backbone of this network, and three deconvolution layers are connected behind $C_5$ to generate joint confidence maps. Then, joints coordinates are obtained by argmax operation on JCMs. Although a great performance has been achieved by [5], there still is a lack of structural constraint for human pose. Thus, we propose the recurrent structure-guided attention network based on [5].

Table 1. Ablation study of the network we proposed on COCO val2017 dataset. SGAN means recurrent structure-guided attention blocks. JAM means JAMs loss. JCM means JCMs loss. AP means mean average precision. ResNet-101 is backbone. '×' means no this module is used. '✓' means this module is used.

<table>
<thead>
<tr>
<th>Method</th>
<th>SGAN</th>
<th>JAM</th>
<th>JCM</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGAN-A</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>70.4</td>
</tr>
<tr>
<td>SGAN-B</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>70.5</td>
</tr>
<tr>
<td>SGAN-C</td>
<td>3</td>
<td>×</td>
<td>✓</td>
<td>71.2</td>
</tr>
<tr>
<td>SGAN-D</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>70.7</td>
</tr>
<tr>
<td>SGAN-E</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>71.5</td>
</tr>
<tr>
<td>SGAN-F</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>71.9</td>
</tr>
</tbody>
</table>

Finally, output the sum of residual $H_f$ and the transformed feature maps.
Table 2. Compared with Simple Baseline [5] on MPII dataset. 15 joints are annotated on MPII. The AP of symmetrical joints is the mean of left joint and right joint. Mean is mean AP based on PCKh threshold of 0.5.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple-Baseline</td>
<td>ResNet-50</td>
<td>96.42</td>
<td>94.85</td>
<td>88.15</td>
<td>82.15</td>
<td>87.28</td>
<td>83.34</td>
<td>87.87</td>
<td>87.87</td>
</tr>
<tr>
<td>Ours</td>
<td>ResNet-101</td>
<td>96.56</td>
<td>95.04</td>
<td>88.44</td>
<td>83.01</td>
<td>87.73</td>
<td>83.34</td>
<td>79.88</td>
<td>88.25</td>
</tr>
<tr>
<td>Simple-Baseline</td>
<td>ResNet-152</td>
<td>96.90</td>
<td>95.65</td>
<td>89.25</td>
<td>83.64</td>
<td>88.07</td>
<td>84.28</td>
<td>80.66</td>
<td>88.87</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>96.76</td>
<td>95.81</td>
<td>89.84</td>
<td>84.34</td>
<td>88.9</td>
<td>85.19</td>
<td>81.48</td>
<td>89.41</td>
</tr>
</tbody>
</table>

4.2. Experiments Details

The person bounding boxes used in training are ground truth. The area overlapped with the fixed bounding box in the image is cropped and re-sized to a fixed resolution. ResNet [18] network is initialized by pre-trained model on ImageNet [19]. Adam optimizer is used for all models and the initially learning rate is 1e-3. We trained model for 140 epochs and learning rate was decreased to 1e-4 after 90 epochs, 1e-5 after 120 epochs. In test phase, a faster-RCNN human detector with mAP 56.4 is used to get human bounding boxes. As introduced in section 3.1, the coordinates of human joints are predicted by the \text{argmax} operation on the JCMs of SGAN3. We finished our ablation experiments on COCO dataset. Test results on COCO and MPII dataset are provided by the model of just training on single dataset. Special explanation, no flip test is used in our all experiments for fair comparison.

4.3. Ablation Experiment

JAMs loss is designed to constrain the association between human joint and joint. And we hope JAMs loss could solve the problem that predicting some another person’s joints to compose a strange pose because the model could learn more information about pose structure. As Fig. 1 (a) shown, baseline model SGAN-A falsely predicted another person’s upper limb joints as right joints cause a very strange pose. However, our methods with adding JAMs structure-aware loss successfully force the predicted joints transfer to right person from near wrong person. And as their JAMs are shown in Fig. 1 (c) and (d), we can see that the JAMs has a right human pose that all JAMs are focus on the middle person, and all joints are on the middle person due to JAMs loss constraining. As a result, our SGAN have the ability to learn right human pose because it could learn a great deep structured feature representation for human pose with the supervision of JAMs.

However, as table 1 shown, model SGAN-B with adding JAMs loss has a little improvement compared with SGAN-A. The reason is that human joints could be mixed in deep features ($C_5$) due to the large receptive fields. In other words, the human structural representation is not strong enough to include all structural features for the target person. Therefore, we propose a structured-guided attention network to discover the missed structural features. Then, integrate them with the deep structured representation. Compared with SGAN-A and SGAN-C, the results denoted that 1.2 AP is improved by our SGAN architecture. Compared with SGAN-C and SGAN-F, there is an improvement of 0.7 AP with adding JAMs loss based on the SGAN architecture. It verifies that JAMs help network learn a deep structured representation, but it needs to be strengthened by SGAN.

From the results of SGAN-D, SGAN-E and SGAN-F, we can find that there is a little improvement from stacking two SGAN blocks to three SGAN blocks. Thus, we choose SGAN-F in our other experiments.

4.4. Results on the MPII Dataset

We evaluate our SGAN-F on MPII dataset based on ResNet. The results are summarized on table 2. Compared with [5], our model achieve an improvement of 0.7 AP based on ResNet-50, an improvement of 0.2 AP based on ResNet-101, an improvement of 0.6 AP based on ResNet-152. These results verify the effectiveness of SGAN in MPII dataset.
4.5. Results on MS COCO Dataset

We evaluate our SGAN-F based on ResNet and compare with other methods on COCO val2017. Table 3 summarizes the results. We get an improvement of 2.2 AP based on ResNet-50 and an improvement of 1.4 AP based on ResNet-101 under a fair comparison with the state-of-the-art method [5]. These results verify the effectiveness of SGAN in COCO dataset. And the case in Fig. 1 demonstrates the effectiveness of SGAN in complex situation (e.g., occlusions in crowded scenarios).

5. CONCLUSION

In this paper, we propose a recurrent structure-guided attention network for human pose estimation. To solve the challenges of large pose variations and occlusions, we propose 1) a structure loss (optimized by both JCM and JAM) to learn structured representation for human poses, 2) a structure-guided attention network to strengthen this structured representation from multi-scale features, 3) a recurrent fashion to stack SGAN into a holistic framework. Extensive experiments have shown superior performance of the proposed model (i.e., 3.5% relative mAP gains by a single model on the COCO Keypoint dataset). In future, we will make deep exploration on the learning of human joint relations in an automatic way, rather than relying on human design.
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