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Chatbots have the potential of eliciting users’ deep self-disclosure and mediating human-to-human interaction.
However, little is known about how people would interact differently with a human-supported chatbot
than when talking to a chatbot alone. We design chatbots with (CH) and without (CO) human support to
deliver suggestions for people to practice journaling skills. We conduct a study to investigate the effects
of the two chatbot designs and each participant used their chatbot for four weeks. Our results show that
the CH participants perceived a higher level of engagement than the CO participants when they received
suggestions for practicing journaling skills and also engaged in deeper self-disclosure. However, after finishing
the journaling-skill training session, the CO participants were more willing to keep practicing the suggested
journaling skills than the CH group. The COVID-19 pandemic has heightened the challenges of providing
healthcare services and social connection. Our in-progress research proposes a human-support chatbot system
to explore effective designs to facilitate users’ social connection and well-being and through conversational
user interfaces.
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1 INTRODUCTION
Conversational agents (chatbots) are regarded as one of the promising technologies and are in-
creasingly applied in many domains. Because chatbots provide a fast, convenient, and low-cost
communication channel, both scholars and practitioners are keen to develop effective chatbots
to address the challenges of providing healthcare services and improving people’s well-being.
A growing body of research demonstrates how chatbots can be useful for maintaining healthy
lifestyles [18, 24], collecting daily health information to share with healthcare professionals [14, 21],
and guiding people to improve their general well-being [17, 20].
Despite the success of healthcare chatbots, there are still a number of challenges to overcome.

For example, research points out that people easily become disengaged from using a chatbot
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[33, 43], hampering them from long-term interventions. In addition, people may overtrust solutions
suggested by chatbots which could be clinically inappropriate [12, 47, 48]. One way to overcome
such challenges is to take advantage of human support. By integrating human support with chatbot-
based intervention, we may be able to make the best use of both human-based and chatbot-based
interventions. Indeed, studies have shown that the integration of human support with chatbot
interactions could promote user engagement [33]. In a recent study, Lee et al. proposed a mediator
chatbot that promotes deep self-disclosure from users and delivers the information to a human
mental-health professional [21].
However, more research is clearly needed on how individuals might respond differently to

interaction with a healthcare chatbot alone vs. one with a human supporter. To help fill this gap,
this preliminary study with 35 participants deployed two chatbot designs, both of which delivered
training in journaling skills, which is common practice in boosting users’ general well-being [44]
and improving self-reflection [13]. The first version guided the participants itself, while the second
integrated human support into its interaction to guide the participants. Over a period of four
weeks, we tracked changes and differences in how each version impacted its users’ responses to
and perceptions of the chatbot system, as well as their levels of compliance with system requests.

This study makes the following contributions. First, it constitutes pioneering empirical work on
the effects of integrating human support into human-chatbot interaction to deliver suggestions.
And second, by using a longitudinal study method, our research highlights some of the new design
opportunities and challenges that arise when chatbot systems with and without human support are
used for long-term interventions. Lastly, the COVID-19 pandemic has heightened the challenges
of providing healthcare services at all levels, so this research represents a timely contribution to
society as well as having the potential to make an impact on the study of human-CA interaction.
Our in-progress research extends this human-support chatbot model to explore effective designs to
facilitate users’ social connection and behavior change through conversational user interfaces.

2 RELATEDWORK
2.1 Conversational Agents for Wellbeing
Chatbots are gaining considerable attention in the field of healthcare. Research has shown that
chatbots can assist users in tracking their behaviors (e.g., [18, 24]) and feelings (e.g., [10]), which
could further be used to solicit social support and self-reflection. Also, many studies designed
chatbots to enhance users’ well-being [42], notably by encouraging healthier habits or ways of
thinking [31], such as better eating habits [24], exercise [18], ways of coping with stress [31], and
self-compassion [20]. Though certain features of chatbots give them advantages over humans
when supporting mental well-being, research has also shown that people tend to apply the social
norms of human relationships to their interactions with computer agents. This tendency, known
as the Computers Are Social Actors (CASA) paradigm [28], has informed the design of many
computer agents [22, 34, 41]. For example, Ravichander et al. [34] found that reciprocity occurred
in human-chatbot interactions that a chatbot’s self-disclosure encouraged people’s self-disclosure.
Similarly, recent work by Lee et al. [22] showed that, over time, people revealed deeper thoughts
and more feelings about sensitive topics (e.g., social and sexual relationships, experiences of failure,
and the causes of their stress and anxiety) to a chatbot that engaged in deeper self-disclosure
(e.g., revealing thoughts, feelings, and personal experiences) than with chatbots that either did not
self-disclose, or disclosed less.
However, several limitations of chatbot-based interventions remain, and in certain situations,

chatbot-based interventions may be less beneficial than those provided by humans [26, 27, 33]. For
example, although many healthcare interventions require long-term engagement [6], people may
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easily become disengaged from the use of self-guided systems, due to loss of motivation and/or
failure to incorporate those systems’ recommendations into their daily lives [33]. In addition, an
investment model shows that purely computer-based interventions are often much less effective
than hybrid ones with some expert human input [9], in part because the latter tend to inspire their
users to execute a higher proportion of their intervention requests. Finally, Howard et al. [12] has
suggested that some people may trust robots too much, due to over-optimism about the viability
of the solutions they will suggest, and that this trust becomes a source of risk if robots make
clinically suboptimal or inappropriate suggestions. In light of the advantages and disadvantages
of human-based and chatbot-based interventions for well-being, it would seem to make sense to
integrate them in a way that makes the best possible use of both.

2.2 Integration of Human and Chatbot-based Approaches
Mostly, human support has taken place via communication channels external to the chatbot system,
such as phone calls, text messages, and email [1]. Few researchers have suggested deeper integration
of human support into chatbot interventions [33, 36, 37]. Indeed, Schueller et al. [36, 37] reviewed
prior studies of integrating human support into behavioral intervention technologies and suggested
the concepts to guide deeper integration by capturing the trade-offs between client benefits and the
available human resources. In particular, Schueller et al.’s findings imply that chatbot intervention
and human support should be integrated in a seamless manner, rather than delivered through
separate media.
Based on the foregoing review, and in answer to Schueller et al.’s [36, 37] calls for seamless

integration of the support provided by chatbots and humans, our research integrates human
support with chatbot intervention through a single communication channel, and measures how
this affects the social dynamics of the chatbot intervention. In light of prior studies’ findings that
users tend to build a sense of companionship with chatbots, and disclose more to them than to
humans in parallel situations, it is not clear if and how adding a human supporter into a chatbot
intervention will change its social dynamics and overall user experience, perhaps including its
outcomes [15, 22, 26]. In addition, according to the social presence theory [19], it is suggested that
users’ perceived immediacy and intimacy affect their engagement in the computer-mediated mode
of communication. Thus, seamlessly integrating human presence in a human-chatbot interaction
might affect users’ experience of one another.
In this research, to explore the effects of integrating human support into a chatbot system, we

designed two chatbot designs - with and without human support. The aim of the chatbot was
to guide its users to learn new skills. We conducted a four-week study deploying two chatbot
conditions, with and without a human supporter (coach), to provide guidance to improve the users’
journaling skills. The suggestions delivered to the users in both chatbot conditions were adopted
by pre-existing journaling materials (e.g., gratitude journals [8, 39] and expressive writing [3]). The
evaluation of how each design influenced its users’ experience and journaling behavior was guided
by the following two research questions.

• RQ1: How do people respond differently to the chatbot with (CH) and without (CO) a human
supporter involved in the conversation?

• RQ2: How do the effects of interacting with the chatbot differ between the CH and CO
conditions?

3 METHOD
Fig. 1 shows our chatbot interface. Because of its similarity to commercially available messenger
applications, the participants readily learned how to use it. They were allowed to give free-text
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Fig. 1. Our chatting interface. Left: The chatbot gives a suggestion/guidance to the user (CO group), Right:
The chatbot introduces a human coach, and the coach gives a suggestion/guidance to the user (CH group).

responses to almost all of the system’s questions, though sometimes, it provided a few options
for them to choose from. For example, when the chatbot asked about a user’s mood, it would also
show him/her a list of words that could be used when answering. For the chatbot’s appearance, we
adopted a bot figure (Fig. 1, Left). However, for the group with human support, when the human
coach said something, a female figure named Sue appeared to visually mark which suggestions
were from the coach (Fig. 1, Right).

3.1 Study Design
To observe and understand how the designs affected users’ behavior and experience over a period of
time, we designed a four-week study. During the study, the chatbot gave the users some suggestions
to improve their journaling skills. Among the many interventions, we chose "journaling" because it
is a common practice that has been shown effective in enhancing one’s well-being [38, 44], boosting
mood and reducing anxiety. Since previous research [21, 23, 45] shows that chatbots have the
potential to help people improve their mental well-being by eliciting self-disclosure, using a chatbot
to learn new journaling skills is a good match. Furthermore, journaling allowed us to observe the
users’ journaling behaviors by tracing their interaction with the chatbot.
The four-week study (Fig. 2) consisted of three phases: Warm-up, Training and Free-will. In

the first of these nine-day segments - Phase 1: Warm-up - each chatting task commenced with
a Journaling session, followed by a Small-talk session. This phase was utilized as a warm-up to
familiarize participants with chatting with the chatbot and to remove novelty effects.

InPhase 2: Training, a Suggestions sessionwas added after the journaling and small-talk sessions.
In it, either the chatbot or a human supporter (coach) gave the participants some suggestions about
how to improve their journaling skills and learn new journaling skills. This phase was to investigate
users’ responses as behavior change (experience) and measure their perceived interaction as well as
its effect. On the first day of Phase 2, the chatbot told the CO group: “From today, I am going to give
you some guidance to learn new journaling skills, which could help you (1) gain a better understanding
of your own mental-health status; and (2) help you to improve your happiness and well-being.” In the
CH group, the same comments were attributed to a coach called Sue, who was introduced by the
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Fig. 2. Study design. The study consisted of three phases: Warm-Up, Training, and Free-will. CO represents
the group with Chatbot Only, and CH represents the group with Chatbot with Human support. Human
supporter (coach) appeared only during the Suggestion session (in Phase 2) to deliver suggestions. Other
chatting sessions were kept the same for both groups.

chatbot as follows: “I am going to introduce my colleague, Sue, to you. She is a coach to guide you to
learn new journaling skills. [...]” The users were informed that the Sue is a real human supportor.

Lastly, in Phase 3: Free-will, no further suggestions were given. Instead, the chatbot encouraged
the participants to practice the journaling skills (Fig. 2, Practice (Optional)) that had been shared with
them during Suggestion session, though they could ignore such encouragement without receiving
any penalty. This was because the purpose of this phase was to enable the researchers to gauge
differences in how our CO and CH chatbot versions affected the participants’ journaling practices
when following guidance was not required.

3.2 Conversation Design
3.2.1 Greeting and Small-talk Session.
Because of journaling’s various documented benefits to personal well-being, we designed this

type of session – in which users are asked about their moods and the reasons for them – to occur
every day. Accordingly, our chatbot prompted the participants to focus their journaling on five
topics: their mood, experiences, gratitude, stress, and anxiety. For example, the chatbot asked users:
"What is it and how do you protect yourself from COVID-19?" and "Do you feel anxious or stressful
because of the COVID-19?"

Previous research [5, 22, 45] has reported that small-talk (social chat) with a chatbot can improve
users’ experience of the chatbot system and their performance within it. Our chatbot was designed
to engage in self-disclosure, and shared its personal stories in the small-talk sessions. This design
was motivated by previous studies’ findings that a chatbot’s self-disclosure had positive effects on
its users’ self-disclosure depth [22]; and that mutual self-disclosure could enhance users’ positive
expectations and motivation, and strengthen the therapeutic bond [11]. The conversational topics
used in our small-talk sessions were adopted from previous studies [2, 22] and included feelings,
thoughts, and information. The same small-talk topics and responses from the chatbot were received
by both the CO and CH groups.

3.2.2 Suggestion Session.
The suggestions session was only deployed in Phase 2 (Fig. 2), and both the CO and CH groups

received exactly the same suggestions/guidance. The suggestions were adopted from pre-existing
journaling materials aimed at improving people’s writing skills, with the wider aim of boosting their
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well-being [8, 44]. Based on the findings of research in positive psychology [38], some interventions
can easily be implemented through typing or writing. For example, Gratitude Journaling [8, 25] is
an effective skill/tool for the in-depth expression of appreciation to others, as a path to enhancing
one’s own well-being.

Our chatbot system was designed to facilitate that prior studies’ guideline [25, 32, 35, 39] to build
users’ journaling skills. For instance, to aid acquisition of the ”gratitude journal“ skill, the chatbot
first explained the benefits of having that skill, and asked its users to think of someone to whom
they were grateful. Then, it gave the instructions “Let’s imagine you are writing a gratitude letter.
Take a few minutes to express your gratitude for what this person has contributed to your life. Please
directly address the person throughout the letter.” Next, the chatbot encouraged the participants
to give more specific and detailed information: “Describe specific things that this person has done
that made you grateful” and “Describe how this person’s behavior has affected your life.” Finally, the
chatbot asked the participants to wrap up, as follows. “End the letter in a way that identifies it is
from you.”

As such, the chatbot’s role was to keep guiding users toward the next step, while giving instruc-
tions intended to stimulate deep disclosure of their thoughts and feelings. As briefly noted above,
the only difference between the CO and CH groups was that the latter’s instructions - though
identical to those provided directly by the chatbot to the CO group - were acknowledged to have
been written by a human coach, and the chatbot was portrayed as her intermediary. The participants
would see the coach’s message separately from the chatbot’s messages, under their own chatting
partner image (Fig. 1, Right). Again, the participants were allowed to skip any instruction they
did not want to follow, and the length of each response was not restricted. Only one skill (i.e.,
gratitude journaling [25, 39], expressive writing [32, 35], or the best possible self exercise [30, 40])
was delivered to any participant on a given day, and the participants learned that skill over three
consecutive days.

3.3 Participants
In this early stage study, the 35 participants we recruited ranged in age from 20 to 29 (M = 24.74),
and none of them reported having any mental illness or history of receiving psychotherapy. All
were graduate or undergraduate students. We divided them into two groups of approximately equal
size: the CO group (Participant (P)1-17), which received suggestions from the chatbot, and the CH
group (P18-35), which ostensibly received suggestions from a human coach. The final composition
of CO was 10 females and seven males, and of CH, 11 females and seven males. All participants
were familiar with Facebook Messenger or other similar messenger platforms. After the four-week
period of interacting with the chatbot, 34 participants attended face-to-face individual interviews,
each of which lasted between 45 and 60 minutes. At the end of the study, all participants were
invited to a face-to-face interview. This research was reviewed and approved by our institutional
review board. This study was conducted from Jan. 2020 to Feb. 2020 in Japan, the time which was
at early stage of COVID-19 pandemic.

3.4 Measurement
3.4.1 Conversation Logs.

We collected all participants’ chatbot conversation logs, and compared them across the CO and
CH groups. To assess how closely the participants followed the system’s suggestions, we focused
on changes in the depth of their self-disclosure, which the acquisition of journaling skills has
been shown to deepen. Previous research has also used depth of self-disclosure as a metric of
users’ quality of responses to a chatbot [46] and of their trust in a chatbot system [21]. We had
two raters code the log data independently according to the three categories proposed by Barak
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and Gluck-Ofri [4], i.e., information, thoughts, and feelings, each of which is further subdivided
into three levels according to the sensitivity of the information disclosed. To analyze how the two
chatbot versions, CO and CH, had influenced the participants’ depth of self-disclosure, word count,
and responsiveness to journaling suggestions, we performed a mixed-model analysis of variance
(ANOVA), followed by a Tukey’s test of significant difference. For this purpose, we treated the
chatbot’s suggestions as random effect; groups (CO and CH) and experimental day (Phase 2: 9 days)
as independent variables; and self-disclosure levels as the dependent variables.

3.4.2 Survey.
The participants were asked to self-report their level of engagement with the chatbot, as such

engagement could have influenced their responsiveness to journaling suggestions, and thus their
performance when using the system. Additionally, prior studies have suggested that human support
probably increases users’ engagement, and that loss of engagement is a common obstacle to self-
guided treatment [27]. The 12 measurement items for our surveys’ engagement dimension were
adapted from prior literature [29].We conductedmixed-model ANOVA to analyze the survey results,
with the dependent variables being self-reported engagement, trust, intimacy, self-reflection, and
self-awareness. The two independent variables were group membership - i.e., of CO vs. CH - and
time (Fig. 2): i.e., before Phase 2 (Pre-survey) vs. after Phase 2 (Post-survey).

3.4.3 Interview.
Our semi-structured interview protocol focused on the participants’ chatbot experiences, in-

cluding their daily practices of using the system, their engagement, and their impressions of the
chatbot. Follow-up questions covered if/how their attitudes and impressions had changed since the
start of the experiment. To capture differences in how the interviewees responded to the chatbot’s
(or coach’s) specific guidance, we asked them to describe their feelings about those suggestions,
including if they felt they were worth following; if they felt comfortable about receiving them;
what they learned after following/ignoring them; and if such feelings changed over time. Thematic
content analysis, which involves iteratively reviewing and labeling interviewees’ responses with
emerging codes, was applied to all the interview data by two raters working independently.

4 FINDINGS
4.1 Responses to the Two Chatbots (RQ1)
To explore RQ1, regarding how users responded differently to versions of the same chatbot with
(CH) and without (CO) a human supporter (coach) in the same communication channel, we analyzed
conversation logs from the suggestions sessions during the training period (Phase 2). Since the
suggestions given in either chatbot setting required the participants to disclose and reflect more
about themselves than had been the case in Phase 1, we measured the quantity and depth of
participants’ self-disclosure. First, we calculated the word count of participants’ responses and
compared the differences using mixed-models ANOVAs. Results showed that the CH (M = 159.41,
SD = 16.61) group’s mean overall word count was significantly higher than that of the CO (M =
118.31, SD = 17.62) group (F(1, 33) = 6.60, 𝑝 < .01). There was no significant main effect of experiment
day, and no interaction effects.

4.1.1 Depth of Self-disclosure.
With regard to Information, there was no significant effect of any factor; i.e., neither CO/CH

membership nor experiment day significantly impacted how the participants disclosed information
to either version of the chatbot. The group averages for informational self-disclosure across all
suggestion questions were M = 1.7, SD = .67 for CO, and M = 1.65, SD = .57 for CH.
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Second, in the case of Thoughts, our analysis revealed a main effect of group (F(1, 33) = 29.6, 𝑝 <
.001), with the participants in the CH group disclosing more thoughts. However, there was no effect
of experiment day, and no interaction effects. The group averages for self-disclosure of thoughts
across all suggestion sessions were M = 1.89, SD = .13 for CO and M = 2.32, SD = .12 for CH.

Lastly, there was a significant main effect of group membership on the self-disclosure of Feelings
(F(1, 33) = 12.12, 𝑝 < .05) - with the members of CH disclosing feelings significantly more than CO
members did - but no main effect of experiment day, and no interaction effects. The group averages
for self-disclosure of feelings across all suggestion sessions were M = 1.91, SD = .11 for CO and
M = 2.22, SD = .13 for CH. In summary, the CH group was found to have given longer responses
containing deeper feelings and more thoughts than the CO group during the suggestion sessions of
Phase 2.
Here we show sample responses with three levels of self-disclosure from participants. Chatbot

Question: "Do you feel anxious or stressful because of COVID-19?" These are three of the participant
answers: "Yes, the virus has already spread in Japan, so it may also affect Kyoto." (coded level 1
Feelings), "My mother is a nurse, I feel it is kind of dangerous that she is still working in the hospital
now." (coded level 2 Feelings), and "I feel so bad when I saw all the bad news about this on social
media. And, I do feel stressed about this, which makes me not concentrate." (coded level 3 Feelings).

4.2 Perceived Engagement (RQ2)
The engagement level revealed significant main effects of both group (F(1, 33) = 8.63, 𝑝 < .001)

and time (F(1, 33) = 4.76, 𝑝 < .05), but there was no significant interaction effect: with the CH group
reporting significantly higher engagement than CO, both groups’ engagement levels generally
increased after the training period ended.

In the interview, ten CO group members said that their engagement with the chatbot increased
over time because it sent them useful suggestions and prompted them to accomplish something
new every day. For example, one participant (P5, F) said: "Engagement increased over time because
I got used to the chatbot and some of its suggestions were useful. I felt more engaged and it gave
me motivation." Besides, most participants in the CO group felt comfortable about deciding for
themselves, on a case-by-case basis, whether to follow the chatbot’s suggestions or not follow them.
When they did follow them, they generally felt happy and surprised that they had been able to
learn something useful from a chatbot. As one put it, "Although I did not practice those suggestions a
hundred percent, I think I am still on track. When you learn something from doing this, you will feel
more motivated. So, my next step is to keep practicing them." (P10, F)

Although practicing new journaling skills seemed to enhance engagement for many participants,
four members of the CO group reported that doing so caused them fatigue and annoyance. For
example, "I felt annoyed because some suggestions were time-consuming to carry out. I did not
expect that I would have to expend so much effort." (P17, M) Moreover, those participants expressed
discomfort at certain suggestions they received from the chatbot. As one of these interviewees
said, "Sometimes, I felt the chatbot was too bossy, especially when it started to give me suggestions. It
was okay when the suggestion seemed useful. But when the suggestion was not useful, or the chatbot
prompted me to disclose more, I got a bit annoyed. ‘It’s just a robot, why is it giving me instructions?’
That kind of feeling." (P3, M)
In addition, three participants in the CO group reported that their engagement gradually de-

creased, due to loss of interest in the chatbot system, i.e., the novelty effect [46]. One of them said,
"I was more engaged in the beginning. This [chatting with a chatbot every day] was a new thing for
me. But as I got used to it, my engagement level dropped." (P14, M)

In the CH group, according to their survey responses, the CH group felt more highly engaged
with the chatbot system than their CO group counterparts did. Most of the CH group interviewees
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reported positive attitudes toward practicing the focal journaling skills, and provided two reasons
for this. First, much like the CO group, they felt that the content of the suggestions themselves
improved their engagement, for example, "Although practicing journaling skills was time-consuming,
following the suggestions helped me understand myself better. So, though lengthy, the process led me
to good results." (P33, F)

Secondly, more than half (n=11) of the participants in the CH group highlighted the importance
of human support, noting that the involvement of a coach increased their willingness to take
suggestions seriously. This was because they thought the coach personalized the suggestions for
them and would monitor their practicing activities on the chat channel. As one explained: "The
suggestions were from a coach. I thought the coach might see my responses and give me further
suggestions. So, I was more careful about my responses for the suggestions." (P24, M)
Nevertheless, the ostensible involvement of a human coach seemed to negatively affect the

engagement of a minority of the CH participants. Three of them noted that it increased their
expectations: i.e., that they would receive highly personalized suggestions and feedback. Because
our study design did not actually offer such features, these users’ engagement with the chatbot was
diminished. As one of them put it, "The coach gave me suggestions, but they were general suggestions.
In fact, I wanted to have more personalized guidance. I felt the coach did not pay attention on my
responses." (P19, F) Moreover, because the coach only offered general suggestions, several mentioned
feeling disappointed that ‘she’ could not really give them personalized feedback or suggestions. For
instance, "I was kind of disappointed by the low level of her involvement to customize suggestions."
(P26, F)

In addition, the impression of human support caused stress to some of the CH users, who felt
the coach was judging their answers. As one of them explained, "I felt the coach would judge my
answers, so I tried to answer the questions as thoroughly as possible, and this made me feel stressed."
(P32, F) While this drove them to implement the suggestions, it also triggered negative feelings
when they could not follow the suggestions, for example,"I felt sorry when I could not follow the
suggestions, because I guess the coach put a lot of effort into designing this chatbot to give help me."
(P30, F)

4.3 Prolonging Participants’ Practice of Suggestions at the Free-Will Period (RQ2)
To gauge the differences in how our CO and CH chatbot versions affected the participants’

journaling practices when following guidance was not required, we first calculated the ratio of
participants who practiced the skills per day during the free-will period (Phase 3, Fig. 2). We then
compared the mean ratio between the conditions using a t-test. Interestingly, the results showed
that more CO participants voluntarily practiced the suggestions than CH participants (M(CO) = .80,
SD = .08; M(CH) = .57, SD = .12; 𝑡 = 4.15, p < .001).

Reasons of Keeping the Practices –Across the both groups, the participants reported similar
reasons for countinuing practicing the skills during the free-will period. A majority of the sample
(n=20) indicated that, because they had benefited from practicing the journaling skills, they felt
motivated to keep doing so. As one explained, "When I followed a suggestion from the chatbot, I was
excited to know that even a robot could improve my life! It’s not the type of advice we can get in our
daily lives, so I keep practicing them." (P15, M)
Some of the participants emphasized that their relationships with the chatbot also encouraged

them to keep practicing the taught skills. As one noted, "I have been asked about my mood [...] every
day, so I gradually felt close to the chatbot. Also, I learned a lot from the chatbot, which gave me a
good impression of it. I wanted to keep on using those journaling skills." (P27, F)
Three of the participants indicated that it was helpful when the chatbot reminded them of the

journaling skills learned in the training phase. As one of them put it, "I forgot about some skills
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quickly. But by reviewing all the journaling skills, my memories were strengthened, and that gave me
confidence that I could successfully improve my mental well-being." (P13, M)
Also, eight participants appreciated the daily prompts and encouragement by the chatbot. One

of them said, "I think it’s not a bad thing to be prompted by the chatbot. It would be hard to have a
real human reminding me to practice these skills every day. So the chatbot gave me more motivation
to continue working on something." (P33, F) Moreover, many participants were also motivated to
follow the system’s suggestions by reminders the chatbot sent to them. One of them shared his
prior experience with cultivating journaling skills; the interviewee said, "I once tried to do something
similar, but I could not keep doing it on my own. However, when the chatbot encouraged me and sent
me reminders, I felt motivated to follow its suggestions. This is quite different from practicing alone."
(P18, F)

Reasons for Quitting to Practice – The participants who did not often practice in the free-will
period gave several reasons for this, which we summarize below. First, many of them felt tired of
journaling after the training period: as one of them stated, "I wanted to take a short break from what
I had been doing." (P19, M)

Second, practicing journaling skills was deemed optional in Phase 3, and five participants reported
seeing this aspect of our system’s design as giving them an excuse to skip it. As one mentioned, "I
feel that if I am given too many alternatives I will just give myself excuses. Especially when I was a
little busy with other stuff, I might skip the practice." (P9, F)
Especially, the CH group participants gave group-specific reasons for not practicing in Phase

3. Six of them reported that, because there was no longer a coach monitoring them after Phase 2,
they did not feel it was necessary to keep practicing. One said, "I stopped practicing the system’s
suggestions after the coach stopped giving new ones, because no-one was monitoring my responses and
I just wanted to skip that." (P32, F)

Lastly, two members of the CH group noted that practicing the same journaling skills they had
learned in Phase 2 a second time would not have brought them new insights, and thus, they tended
not to practice in Phase 3. As one of them put it, "I think those journaling skills are still useful, but
less useful than when I practiced them the first time." (P34, M)

5 DISCUSSION AND FUTUREWORK
5.1 The Effect of Time and Effort
This study’s nine-day period in which the participants familiarized themselves with the chatbot
and built social bonds with it (Phase 1). While our interview findings also echo previous work
regarding the important role of time in establishing social relationships between the participants
and the chatbot [7, 22], that data also showed that some participants experienced a novelty effect
[46]: i.e., that they were highly engaged in chatbot conversation at the very beginning, but that
this excitement gradually decreased thereafter. This reveals a key challenge to deploying chatbots
in real-life situations [6, 22]. Regardless of whether the effect of the passage of time is positive or
negative, however, our findings suggest the importance of longitudinal study designs when testing
chatbot technologies.
Furthermore, the interview results seemed to indicate that the CH group members had higher

levels of dependency on the chatbot, and this could have diminished their motivation to keep
journaling once it became an optional activity. We also observed the higher pressure mentioned by
some CH-group members during Phase 2. This could have led to feelings of relief among that group,
from the start of Phase 3, that the frequency of journaling could be reduced. Their behavior would
be in line with the theory of investment model [6], insofar as their failure to perceive benefits of
continued journaling practice decreased their commitment to engage in such practice. However,
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the CO group of participants had both lower self-disclosure and lower engagement in Phase 2 than
their CH-group counterparts which might have led them to perceive more benefits from ongoing
practice once Phase 2 had ended. Moreover, the lack of pressure to follow system suggestions
that the CO participants perceived could have decreased the perceived costs of doing so, and thus
increased their willingness to continue practicing the journaling skills in Phase 3. Thus, this finding
suggests that the design of chatbots for longitudinal usage should modulate users’ perceived benefit
and cost of interacting with a chatbot.

5.2 Integrating Human Support
We found that the chatbot versions in the CO and CH conditions had specific advantages and

disadvantages when it came to delivering guidance. Such advantages could potentially be enhanced,
and such disadvantages mitigated, through alterations in how guidance is delivered. For example,
although integrating human support and a chatbot into the same communication channel may
have led the participants to develop unrealistically high expectations about the coach (i.e., that she
would give specific feedback/suggestions based on all activities in the channel), and made some feel
pressured to follow her suggestions, such effects might be reduced by having the chatbot deliver
suggestions on a human coach’s behalf, in its own ‘voice.’ In other words, if the chatbot served as
an intermediary between users and the coach, the former might feel less pressure from, and have
more realistic expectations of, the coach than if she delivered her suggestions to them in her ‘voice.’

Our study results also show that the participants’ perceptions and attitudes toward the chatbot
changed as they interacted with it across the different temporal phases of the experiment. This
effect was especially salient among the CO group. The participants’ discomfort aroused by the
chatbot giving suggestions appears to reflect that people tend to form strong early impressions
of a chatbot’s ‘personality’ and, while knowing intellectually that chatbots do not actually have
personalities, to feel discomfort when chatbots’ conversational style and/or content deviates from
their original patterns. To mitigate such an effect, it might be useful in future studies to divide the
communication channel into multiple chatbots, based on their roles: e.g., chatbot A plays the role
of a conversational partner, while chatbot B plays the role of a coach. Another idea to mitigate the
effect is to develop a context-aware chatbot that shows compassion with the users when delivering
guidance. This idea echoes a prior study [46] which suggested that a chatbot with active listening
skills [16] could show compassion with users and elicit higher quality responses and engagement.

Our preliminary research extends the understanding of human-chatbot interaction by exploring
how a chatbot could be designed to provide suggestions with integrating human support. Future
research could consider integrating synchronized communication channel for the users with a
human support which extend the understanding. We hope our findings could make an impact on
future design of conversational user interface for improving well-being and social support.
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