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InSight: Monitoring the State of the Driver in Low-Light Using
Smartphones

ISHANI JANVEJA∗, AKSHAYNAMBI, SHRUTHI BANNUR∗, SANCHIT GUPTA∗, and VENKAT
PADMANABHAN,Microsoft Research, India

Road safety is a major public health issue across the globe and over two-thirds of the road accidents occur at nighttime
under low-light conditions or darkness. The state of the driver and her/his actions are the key factors impacting road safety.
How can we monitor these in a cost-effective manner and in low-light conditions? RGB cameras present in smartphones
perform poorly in low-lighting conditions due to lack of information captured. Hence, existing monitoring solutions rely upon
specialized hardware such as infrared cameras or thermal cameras in low-light conditions, but are limited to only high-end
vehicles owing to the cost of the hardware. We present InSight, a windshield-mounted smartphone-based system that can be
retrofitted to the vehicle to monitor the state of the driver, specifically driver fatigue (based on frequent yawning and eye
closure) and driver distraction (based on their direction of gaze). Challenges arise from designing an accurate, yet low-cost
and non-intrusive system to continuously monitor the state of the driver.

In this paper, we present two novel and practical approaches for continuous driver monitoring in low-light conditions:
(i) Image synthesis: enabling monitoring in low-light conditions using just the smartphone RGB camera by synthesizing
a thermal image from RGB with a Generative Adversarial Network, and (ii) Near-IR LED: using a low-cost near-IR (NIR)
LED attachment to the smartphone, where the NIR LED acts as a light source to illuminate the driver’s face, which is not
visible to the human eyes, but can be captured by standard smartphone cameras without any specialized hardware. We show
that the proposed techniques can capture the driver’s face accurately in low-lighting conditions to monitor driver’s state.
Further, since NIR and thermal imagery is significantly different than RGB images, we present a systematic approach to
generate labelled data, which is used to train existing computer vision models. We present an extensive evaluation of both the
approaches with data collected from 15 drivers in controlled basement area and on real roads in low-light conditions. The
proposed NIR LED setup has an accuracy (F1-score) of 85% and 93.8% in detecting driver fatigue and distraction, respectively
in low-light.

CCS Concepts: • Computing methodologies→ Artificial intelligence; • Human-centered computing→ Ubiquitous and
mobile computing systems and tools.
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1 INTRODUCTION
Road safety is a major public health issue the world over, with road accidents causing an estimated 1.35 million
fatalities and many more injuries each year [7]. Over two-thirds of the accidents occur at nighttime under
low-light conditions or darkness [4]. Many studies have found that the primary factors responsible for road
accidents center on the driver [8], with key risk factors such as distracted driving, driver fatigue/drowsiness, and
drinking and driving. Hence, monitoring the state of the driver and providing actionable feedback is key towards
improving road safety, especially at nighttime or under low-light conditions.

While vehicles endowed with Advanced Driver Assistance Systems (ADAS) [3, 5] offer safety features such as
driver drowsiness and distraction detection, there is a large installed base of vehicles that lacks such sensing
capabilities. This is especially so in the developing regions, where such advanced features in vehicles are often
unaffordable but road safety is an acute issue. Motivated by these observations researchers have developed
several systems to detect signs of fatigue/distraction and these systems can be classified based on the level of
intrusion. (i) Intrusive techniques: These include sensing electrophysiological signals using EEG sensors and
tracking body movements using motion sensors [42, 63]. Specifically, wearable devices like smart glasses to track
eye movements [63] or magnetic tags to track body movements [35] are used to detect signs of fatigue driving.
While wearable devices may yield more accurate results and are independent of lighting conditions, the downside
is that these are intrusive methods, drivers may find it hard to adapt to wearing these sensors and hard to scale, as
these wearables are expensive. (ii) Non-invasive techniques: Recently, cameras are becoming the most sought-out
ubiquitous sensors due to their affordable cost and low-intrusion during deployment. Several works have used
cameras to develop vision-based systems to detect blinks, yawns or other signs of drowsiness [29, 53]. Recent
works have used standalone cameras associated with custom processing devices to detect driver fatigue and
distraction [23, 86]. For instance, in HAMS [53] a wind-shield mounted smartphone is used to monitor both the
state of the driver and their driving using the front and back camera imagery.
Challenges and limitations. Current computer vision techniques are catered to only good lighting conditions
and perform poorly in low-light [62]. “Low-light" conditions correspond to low/no ambient illuminance. To verify
this we conducted an experiment with 1000 RGB images captured in low-light using a standard smartphone, and
the existing models was able to detect faces in only 98 of them (<1%). This is due to two limitations:
(i) Lack of information in RGB imagery: The problem at its core is that the RGB image is lacking necessary

visual information in low-light conditions [62]. Hence, a different imaging technique such as infrared (IR) or
near-IR (NIR) imaging is required for low-light conditions, which illuminates the low-light scene with invisible
IR light. Existing approaches [41, 51, 52] use specialized commercial cameras such as IR cameras [13] and FLIR
thermal cameras [9] to capture good quality images in low-light conditions. However, they require installation of
an expensive, specialized camera limiting the applicability of the system at scale.
(ii) Lack of labelled data for NIR imaging techniques: Due to the inherent limitations of RGB camera, the only

feasible solution for monitoring the driver robustly is to rely on other imaging techniques such as NIR. However,
existing face detectors and facial landmark models are not designed to work on these images as the imagery
collected from the smartphone for NIR images are significantly different as compared to a standard RGB or IR
imagery. In order to develop detectors for monitoring the state of the driver in low-light conditions, computer
vision algorithms rely on plenty of labelled data, i.e., face boxes and 68 landmarks. However, to the best of our
knowledge, there do not exist any pre-trained models or public datasets with such detailed ground truth labels
for NIR images to train computer vision models. In addition, it is non-trivial to collect such a labeled dataset; for
example, identifying reliably 68 landmarks in an NIR image in low-light is challenging and time consuming.
Proposed solution and contributions.

In this paper, we present two novel and practical approaches that address the above limitations for monitoring
in low-light conditions. Our goal is to develop an accurate, low-cost, non-intrusive system to continuously
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monitor the state of the driver (fatigue and distraction) in low-light. To keep costs low, we aim to re-use the
existing wind-shield mounted smartphones for driver monitoring. Figure 1 depicts the overall InSight system
and we now present our key contributions:
(i) Thermal Image Synthesis: Given the recent advances in deep learning and its applications to computer

vision [19, 46, 75, 76], we present a technique that employs Generative Adversarial Networks (GANs) to synthesize
a thermal image based just on a low-light RGB image. The key insight for choosing thermal image as the
representation for a low-light scene hinges on the observation that the thermal image is largely invariant and
captures all the face attributes accurately across good and poor lighting conditions. The objective here is to
translate an input low-light RGB image into a corresponding target thermal image given sufficient training
data of input-target pairs (low light RGB image and its corresponding thermal image). This can be posed as an
image-to-image translation task that aims to translate one representation into another. This solution does require
a specialized camera such as a FLIR thermal camera, but only during training the GANs, hence supports the
low-cost objective. The key novelty here is the development of an end to end GAN network, that can synthesize
a thermal image in low-light without any additional hardware or specialized cameras. (Section 5)
(ii) Near-IR imagery: Instead of using expensive specialized cameras such as IR or FLIR cameras, we present

an alternative solution that relies upon a near-IR (NIR) LED attached to the smartphone. The NIR LED acts as a
light source to illuminate the driver’s face, which is not visible to the human eyes. However, most smartphone
cameras are equipped with IR filters that are designed to block out light outside of the visible spectrum. Due to the
complexity involved in developing such accurate IR filters, they typically do not have a single cut-off frequency
and hence allow a range of spectrum between 700nm to 1000nm. Our solution relies on this key insight and uses
LEDs that emit near-infrared light with wavelength of 810-850nm. This NIR light is able to pass through the IR
filters present in the standard smartphones by exploiting the variation in cut-off frequency of IR filters. Thus, our
key novelty compared to previous systems that employ NIR LEDs [32, 41, 48, 52] is that, we use off-the-shelf
standard smartphone cameras to capture the NIR illuminated driver’s face without any additional hardware or
custom camera setup. Since the setup relies on just a NIR LED (typically <5$) with minimal electronics to support
robust illumination of the NIR LED, the setup is extremely low-cost. Furthermore, the near-IR light emitted by the
LED is safe and invisible to the human eyes, making the system non-intrusive. (Section 6)

NIR Video RGB Video

NIR LED

Fatigue Distraction

Fig. 1. Overview of InSight system.

(iii) Generating labelled data for training: The features ex-
tracted from the NIR images using the smartphone are significantly
different compared to a standard RGB imagery. Hence, existing face
detectors and facial landmark models are not designed to work on
these images. To the best of our knowledge, there exists no pre-trained
models or public datasets to re-train the models and collecting ground
truth data on low-light imagery is a challenging task. To address these
issues, we present a simple, automated and robust way to generate
labelled NIR data, which is then used to train existing face detectors
and facial landmarks. Specifically, we mount an IR camera in tandem
with the proposed NIR cameras, where the labels from IR imagery is
transferred precisely to the NIR imagery by applying a suitable transformation. Thus generating labelled training
data for NIR imagery. Instead of re-inventing the computer vision models, we extend state of the art detectors
by re-training them on the generated low-light labelled data and in Section 3 we highlight specific extensions
performed on state of the art models to cater to InSight requirements. (Section 7)

(iv) Real-world evaluation: We have collected over 25 hours of data from 15 drivers in both controlled
basement area and on real roads. The data on real roads were collected between 8 PM to 4 AM capturing both
realistic traffic conditions and low-light variations. We conduct extensive evaluation to determine the efficacy of
the proposed computer vision models highlighting its applicability on unseen data from new drivers. Finally, we
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compare the performance of the proposed InSight system with NIR imagery, synthesized imagery and imagery
from specialized cameras such as FLIR cameras for driver fatigue and distraction monitoring. (Section 8)

2 RELATED WORK
Prevalent research [53, 54, 78] have used cameras to monitor driver’s state such as driver fatigue and distraction,
mostly in good lighting conditions. In this section, we will restrict our focus on techniques that are applicable to
low-light conditions only and are broadly classified into hardware-based and software-based solutions.
Specialized hardware. Majority of the solutions for monitoring in low-light employ a specialized hardware

such as IR [13] or thermal cameras [10]. Unlike typical RGB cameras, which can just see some IR light, IR cameras
generally include a built-in or external IR illuminator [13, 14]. Thus it can ‘see’ IR light and also shine their
own light, which is invisible to human eyes and hence making the scene brighter in low-light [11]. However,
good quality IR cameras are expensive and hence limits its applicability for deployment at scale, necessitating
development of a low-cost system for effective monitoring at low-light.
Low-cost custom IR/NIR cameras. Several academic efforts aim to address the cost issue of IR cameras, by

developing a low-cost IR camera setup [26, 41, 45, 52]. These cameras use an array of IR LEDs along with low-cost
infrared sensitive CCD (charge-coupled device) cameras. While these cameras can illuminate and see the scene
clearly using IR LEDs, they have several limitations [60]. Since an array of LEDs are used, the incident area is not
uniformly illuminated leading to overexposed, noisy and blurry images. Furthermore, these are custom hardware
solutions, which makes it challenging to integrate with existing driver monitoring systems. For instance, in [48]
authors design a custom hardware for capturing low-light data, which includes NIR LEDs along with a long pass
optical filter attached to the camera, i.e., requiring hardware modification to the camera. The long-pass filter
ensures only NIR light is permitted, thus blocking all visible light and enabling capturing of sharp the low-light
images without any artifacts. Similarly, in [32] authors use a setup with 8 NIR LEDs and a custom camera to
capture low-light driving data. In contrast to all the prior works on low-cost IR/NIR cameras, we develop a
non-invasive NIR setup, where an NIR LED is attached to the smartphone, which captures the NIR imagery
without any hardware modification or custom camera setup. This makes the system deployment seamless and
can be easily retrofitted to any off-the-shelf smartphone. Further, unlike prior approaches which use specialized
cameras for capturing clear IR/NIR imagery, our NIR setup captures additional artifacts in the scene as the
smartphone camera can see both visible and NIR spectrum. Hence, there is a need to develop custom computer
vision detectors to detect face and facial landmarks on NIR imagery. We present an robust and automated way to
generate labelled data, which is used to re-train state of the art computer vision models. Finally, unlike existing
IR cameras, which acts as just sensors to capture IR imagery, we use the smartphone as both the sensing and
compute platform. This makes the system easy to deploy at scale.
Software-based solutions. Given the hardware limitations, several software techniques are proposed in the

literature to enhance low-light images. Some of the traditional methods employ exposure compensation [22, 77]
or histogram equalisation [37, 70] strategies, which perform contrast adjustment to amplify dark regions and to
prevent over saturation of bright regions. Other image enhancement techniques employGamma correction [36, 59],
which is a nonlinear operation on images used to increase the brightness of images. However, Gamma correction
is carried out on each pixel individually without considering the relationship of a certain pixel with its neighbours.
Moreover, these methods assume that the image is taken in dim lighting as opposed to very low light conditions.
Therefore, these methods add more noise and blur to the image, which degrades the performance of the computer
vision detectors when applied. Recently, few research efforts have focused on improving the quality of RGB images
taken in low-light conditions using deep neural networks and learning approaches. Chen et al. [21] employs a
learning based approach to combine raw short-exposure low-light images, with corresponding long-exposure
reference images to improve the quality of the low light images. Hasinoff et al. [34] presents a computational
photography pipeline that captures, aligns, and merges a burst of frames to reduce noise and increase dynamic
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range for smartphone cameras. These features are now part of Google pixel phones called Night Sight [6].
However, a key limitation is that these approaches work only on an image (due to the requirement of capturing
images at different exposure levels) and takes several seconds to derive an enhanced low-light image, which is
not feasible in the case of continuous monitoring of the driver.
In contrast to existing approaches, in this paper we present two low-cost practical solutions to monitor the

state of the driver in low-light with off-the-shelf smartphones. With extensive evaluation on real driving data, we
show that the NIR LED based setup is robust and accurate in driver fatigue and distraction monitoring.

3 MONITORING THE STATE OF THE DRIVER
We now present how to monitor the state of the driver using the smartphone camera imagery. In this paper, we
restrict the driver monitoring definition to driver fatigue and driver distraction. In InSight we use behavioral
measures such as eye blinks and yawn frequency to detect drowsiness [53]. Furthermore, we derive driver’s gaze
information to determine driver distraction. Specifically, we use mirror scanning behavior to detect distraction.
The common substrate for detecting both fatigue and distraction is first to detect driver’s face and then the
corresponding facial landmarks accurately.
We now present the details of existing face detection and landmarks algorithms that are used in InSight.

The techniques presented in this section are state-of-the-art techniques, but they work only in good lighting
conditions. For each technique, we also present InSight specific extensions to make it work on NIR/thermal
imagery and for robust driver monitoring. In Section 7 we present in detail how to re-train these models for
NIR/thermal imagery.

3.1 Face Detection
To detect the drivers face from the smartphone imagery, we use the Histogram of Oriented Gradients (HOG)
features [27] to train a Linear Support Vector Machine (SVM) model. Our choice of detector is informed by the
requirement of a memory and compute efficient detection algorithm. The Histogram of Oriented Gradients (HOG)
is a feature descriptor used for object detection in computer vision. The orientation of gradients of pixels for a
particular object in an image can describe the shape of object. This information can in turn act as a template
describing the object thereby allowing us to match this template with instances of that object occurring in
other images. During training HOG descriptor is extracted for each face image, which is then used to train
the SVM model. In the testing phase, a window slides across the image and at each position of the window a
HOG descriptor is calculated and further classified by the SVM classification model. Thus the output of the face
detection block results in a bounding box around the driver’s face.
InSight-specific extension: The existing face detector models are trained on only good light conditions,

resulting in a template of features that fit well for good lighting RGB images. Due to the domain bias (between good
lighting RGB image and low-lighting NIR image) and change in feature descriptors for a low-light NIR/thermal
image, the existing pre-trained models do not work on low-light NIR/thermal imagery. Hence we need to re-train
these models with feature descriptors obtained from labelled NIR imagery for accurate detection (see Section 7
for more details).

3.2 Facial Landmarks Detection
Driver fatigue and distraction detection relies heavily upon the accurate prediction of facial landmarks on a
driver’s face. Facial landmark detection is a foundational problem for several computer vision tasks. It aims to
localize facial feature points like eye corners, mouth corners, nose tip, etc., as shown in Figure 2 [61].
Over the past decade significant research has been performed in deriving accurate facial landmarks from

explicitly modelling facial appearance [24] to the Constrained Local Model (CLM) methods [25] that rely on both
the local and global facial appearance to deep learning [80], [44] and 3D based methods [85]. However, recent
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works on extracting facial landmarks in driving scenarios [29] have found that the cascaded regression-based
methods show better performances in terms of both accuracy and time [73].

Fig. 2. 68 Facial Landmarks [61].

In InSight, we use the Ensemble of Regression Trees [43] for localizing 68
facial landmarks. A cascade of regressors iterate over the estimated key points
to refine their initial positions. The regressors produce a new estimate from
the previous one, trying to reduce the alignment error of the estimated points
at each iteration. However, this landmark detector requires the facial region
coordinates to estimate the landmarks and hence, it is heavily dependent upon
the accuracy of the face detector. Thus the input to the facial landmark model
is the face bounding box, resulting in 68 facial landmarks.
InSight-specific extension: Similar to face detection, the existing pre-

trained facial landmark models do not work on NIR/thermal imagery due to
domain change from RGB to NIR imagery. In addition, there is a lack of labelled
data, i.e., 68 landmarks on NIR imagery for training. Hence, these models need to be re-trained with labelled
NIR/thermal imagery (see Section 7).

3.3 Detecting Driver Fatigue
We use behavioural measures such as eye blinks and yawn frequency to detect driver fatigue. In this paper, we
use terms fatigue and drowsiness interchangeably. The detection of both these events is based on visual queues
provided by the facial landmarks and is explained in the following sub-sections.

3.3.1 Eye State Detection. Several studies have shown that PERcentage of CLOSure of the eye (PERCLOS) is a
reliable metric for driver alertness [57], [30]. It is defined as the proportion of time in a minute when the eyes
are closed. Robust and real-time eye state detection on real-world videos is challenging due to the diversity in
lighting conditions. Prior work has considered template matching and pupil identification, which are prone to
mis-classification due to change in illumination and head pose variation [79], [82]. In contrast, we leverage the
facial landmarks to determine the state of the eye.
Eye state: Six landmarks (32-42) represent each eye (see Figure 2). We use the eye aspect ratio metric (EAR)

[64] to measure the state of the eye, which is the ratio of the height and width of the eye:

𝐸𝐴𝑅 =
| |𝑝42 − 𝑝38 | | + | |𝑝41 − 𝑝39 | |

2 × ||𝑝40 − 𝑝37 | |
(1)

where p_37 , ..., p_42 are the eye landmarks. The EAR values of both the eyes are averaged to get the final
measure of EAR. The value of EAR drops drastically (close to zero) when the eyes are closed.
InSight-specific extension for detecting Blinks: The measure of EAR varies from person-to-person de-

pending on how wide a person opens her/his eyes. We present two approaches to define EAR threshold for
detecting blinks:

(i) Traditional fixed calibration: One way to derive EAR threshold is to measure EAR values for a specific driver
during a calibration phase, say the first few minutes of the drive and use this mean value as a hard threshold to
detect when the eye is closed. However, this method relies on the assumption that the average EAR will remain
the same for all types of facial expressions, and gaze directions, leading to false positives as demonstrated in [65].

(ii) Proposed auto-calibration (Moving average): To overcome the issue of fixed EAR threshold, we detect blinks
using a moving average of EAR combined with standard Z-score [72]. The idea is that when a person blinks,
his/her EAR value drops significantly from the average EAR values. Thus, if the average EAR value is beyond 3
standard deviation, i.e., negative peak, then we detect it as a blink. This way there is no hard threshold for each
person and the system automatically adjusts the threshold based on the mean EAR values making it robust to
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across person and facial expressions. Figure 3a shows the EAR and eye state derived using the proposed moving
average based EAR threshold. In Section 9.1 we compare the accuracy of detecting blinks using both the fixed
threshold and moving average.

ear-mar

frame ear mar

1440 0.38159917958953027 0.06147729285421545

1441 0.4080784950660798 0.033370432213299994

1442 0.40965345494657535 0.08807277341602668

1443 0.39713500138702573 0.07389107390060018

1447 0.37994948856060595 0.1280492285735123

1448 0.3822749123872625 0.1298527388351111

1449 0.3722376074567634 0.12399984273200652

1450 0.38257212101562765 0.11345169513371262

1451 0.37402830164075046 0.1395681450642758

1452 0.38653195133597995 0.12403473458920847

1453 0.3553378461277152 0.14158481769380435

1454 0.38282105860019855 0.12754063574841432

1456 0.3582168102473986 0.18772691165396688

1457 0.3781722207849342 0.1533929977694741

1458 0.3691451119544417 0.13169434044887435

1459 0.3650177069576184 0.1395277860644255

1460 0.35914162671579686 0.1620168972993243

1461 0.3684457328109765 0.15522262471309362

1462 0.3708003850212328 0.1456503713205926

1463 0.3678621602220314 0.1455892250662939

1464 0.37505775051467205 0.10243622129583026

1465 0.36958434857614136 0.16176232704209367

1466 0.3641359447074278 0.14333582478076362

1467 0.37780212732557683 0.11761115615482597

1468 0.3546374576393095 0.17677669529663687

1469 0.36384428565143156 0.16944872760551707

1470 0.3737965620030963 0.14971236790408557

1471 0.3711438777901752 0.14343798340224087

1472 0.3603513339739629 0.15980939033508484

1473 0.3220887913570215 0.16196588709793422

1474 0.3012767737473313 0.13122368538830126

1475 0.28621570733356766 0.15779087167410374

1476 0.295695775950782 0.16722824066061784

1477 0.27278750394194673 0.1395681450642758

1478 0.2788468388466143 0.15777477302878568

1479 0.3103743794263286 0.13924771702479935

1480 0.3046066174646077 0.11683204614085936

1481 0.2503539306950132 0.16958310409579128

1482 0.27588570425259534 0.1435110877255243

1483 0.27278750394194673 0.1555530370082535

1484 0.2673986230562003 0.14779228854589543

1485 0.27623578448957886 0.1745158634607579

1486 0.2645175299439573 0.167244369149893

1487 0.2644414002780082 0.15340779190537862

1488 0.2718816956354103 0.18896238855659853

1489 0.29777278266192764 0.1312374657701075

1490 0.31116202285270905 0.14356965173029843

1491 0.3095634946466371 0.1312374657701075

1492 0.3187597094808323 0.16006088719686581

1493 0.361264623957378 0.15444484779096487

1494 0.3499098575291115 0.16679644772717622

1495 0.34114861716627043 0.13513995055526765

1496 0.3389033157237324 0.17200522903844537

1497 0.33500256892178015 0.1720227796970328

1498 0.33503430211170515 0.15779087167410374

1499 0.36503447551833734 0.14149141884068464

1500 0.3637992170593738 0.14777631013744333

1501 0.357240760740427 0.16001049283537214

1502 0.32279895202049524 0.187142251301576

1503 0.3503264304406956 0.16007769590126467

1504 0.3577239973021773 0.14777631013744333

1505 0.36669235968564806 0.14356965173029843

1506 0.35016359951773124 0.15772650664116908

1507 0.3595469681612963 0.17700573019549326

1508 0.3432280106341562 0.15992660790544694

1509 0.35016359951773124 0.17449753869948928

1510 0.37707356775252676 0.13316742850202085

1511 0.36425187283367444 0.1555530370082535

1512 0.39241168998863013 0.1852333813989181

1513 0.36350013799025027 0.14162577169871826

1514 0.3721054996157327 0.16241421852282018

1515 0.37673492606072206 0.17200522903844537

1516 0.34904111560513307 0.20315265376179606

1517 0.37216122320123657 0.18356668933955378

1518 0.38848198445045634 0.17691019085124388

1519 0.36534866261691845 0.21009598716826963

1520 0.376349506558868 0.19309190236418688

1521 0.3751236978082632 0.2004890979384287

1522 0.38056751220066054 0.135566877880913

1523 0.3445988470293735 0.15777477302878568

0.263

0.315

0.368

0.42
Table 2

signal

1440 0

1441 0

1442 0

1443 0

1447 0

1448 0

1449 0

1450 0

1451 0

1452 0

1453 0

1454 0

1456 0

1457 0

1458 0

1459 0

1460 0

1461 0

1462 0

1463 0

1464 0

1465 0

1466 0

1467 0

1468 0

1469 0

1470 0

1471 0

1472 0

1473 0

1474 -1

1475 -1

1476 -1

1477 -1

1478 -1

1479 0

1480 0

1481 -1

1482 0

1483 0

1484 0

1485 0

1486 0

1487 0

1488 0

1489 0

1490 0

1491 0

1492 0

1493 0

1494 0

1495 0

1496 0

1497 0

1498 0

1499 0

1500 0

1501 0

1502 0

1503 0

1504 0

1505 0

1506 0

1507 0

1508 0

1509 0

1510 0

1511 0

1512 0

1513 0

1514 0

1515 0

1516 0

1517 0

1518 0

1519 0

1520 0

1521 0

1522 0

1523 0

14
40

14
64

14
84

15
04

15
24

15
44

15
64

15
84

16
04

16
24

16
44

E
A

R
E

ye
 S

ta
te

Open

Close

* * *

* = Blink

Frame Count

�1

(a)

ear-mar

frame ear mar
73 0.4218131918526841 0.32764758686196754
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90 0.4148303911575302 0.21834987953629384

92 0.39756764412524487 0.2704783758643881
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495 0.38427698405440336 0.3598213948594661
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508 0.3797513921266129 0.4144450577366715

509 0.3840592447161326 0.3991166717227669
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525 0.40004670386791064 0.3278570913882157
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554 0.3090964550798018 0.26465657643118534

555 0.30669391715949007 0.2787156318427016
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558 0.2928240912873032 0.2502130638969548

559 0.2891985905100913 0.26372043897593805

560 0.29946707100620784 0.24516041063557792

561 0.28342950516293 0.21322225504499767

562 0.287787843539947 0.20154841020963446

563 0.3121395693248281 0.18744368523675353

564 0.29039839578677706 0.18451321063618936

565 0.2746240014911052 0.1697056274847714

566 0.2777262272376314 0.1983671550614852

567 0.2823990858474006 0.183462894717976

568 0.28393973017976926 0.14016549298025124

569 0.29628636128404406 0.141690825043918

570 0.26469072312924186 0.16254851075486312

571 0.2986271721725171 0.1406574739411817

572 0.2854993679048109 0.1281017120196537

573 0.2991789879508104 0.10093121512748267

574 0.2817317438596521 0.1297687051639063

575 0.28446610225890046 0.0996346649041751

576 0.2935606368817996 0.11058968464074496
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581 0.2996166362592483 0.11170677134554624
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592 0.2731857642400819 0.15287788430501825
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597 0.27705036649709325 0.14490659404568515
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602 0.2956597930737029 0.125
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605 0.3031112685611289 0.11624763874381927

606 0.3271813937548532 0.11283888994159644

607 0.34378633847603307 0.0861871641464185

608 0.34841532184260726 0.13643756809856025

609 0.35959386866978743 0.08898216567285956

610 0.3319530420766357 0.10308730552839768

611 0.3507073064178017 0.10179731971185751

612 0.354241279546389 0.06110484341575949

613 0.3635826061795206 0.1275217425395262

618 0.3279300860622434 0.12381153414721896

619 0.3314222752344914 0.08622612271184538

620 0.3476014926333136 0.1144962069287238

621 0.34658978232519616 0.12727922061357855

622 0.3416847365716925 0.08747247935205535
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Fig. 3. (a)Detecting Blinks using EAR Waveform, and (b) Detecting Yawns using MAR Waveform.

PERCLOS: We compute PERCLOS, which is the ratio of the number of frames in which eyes are closed to the
total number of frames in a minute. When the value of PERCLOS exceeds 30%, the driver is considered to be in a
drowsy or fatigued state [71].

3.3.2 Yawn Detection. Frequent yawning is a strong indicator of fatigue. Prior work has employed face and
mouth detection techniques based on the Viola-Jones algorithm [68]. They compute a histogram of pixel intensity
in the driver’s mouth region, which is then matched with a template to detect yawns [15]. While these techniques
are fast, they perform poorly in the real-world due to the variation in illumination and head pose. We present an
alternative approach to detect yawns based on the landmarks.
Mouth state: Eight landmarks represents the mouth region (Figure 3b). Inspired by EAR, we propose a metric

called Mouth Aspect Ratio (MAR) that computes the ratio between the height and width of the mouth:

𝑀𝐴𝑅 =
| |𝑝68 − 𝑝62 | | + | |𝑝67 − 𝑝63 | | + | |𝑝66 − 𝑝64 | |

3 × ||𝑝65 − 𝑝61 | |
(2)

where p_61, ..., p_68 are the landmarks corresponding to the upper and the lower lip. The value of MAR is
close to zero when the mouth is closed and a much larger non-zero value when it is open.
InSight-specific extension for detecting Yawns: A yawn is detected when the mouth is open continuously

for a prolonged period (say 0.5-2 seconds [31]). Like EAR, the MAR metric depends on the person (e.g., because
of variation in how wide the mouth is opened). Therefore, to detect yawns, we monitor the value of MAR and
use the same moving average method as used for detecting blinks to also detect yawns. A yawn is detected when
there is a positive peak in the moving average of MAR values as shown in Figure 3b.

3.4 Estimating Driver’s Gaze
Estimating the gaze direction of the driver can provide essential information about the attentiveness of the driver.
Specifically, mirror scanning helps drivers maintain situational awareness of their surroundings and we can
estimate if the driver is actively scanning the mirrors of the car while driving or is distracted. We formulate the
problem of estimating the gaze direction of the driver as a head-pose estimation and classification problem.

We use an iterative method based on a Levenberg-Marquardt optimization provided in OpenCV [56] to solve
the Perspective-n-Point problem [47] from the provided 3D-2D point correspondences to determine the head-pose
of the driver. The method finds a pose that minimizes re-projection error, which is the sum of squared distances

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 3, Article 83. Publication date: September 2020.



83:8 • Janveja and Nambi, et al.

between the observed projections (facial landmarks) on the 2D image and the projected 3D points corresponding
to these facial landmarks. Therefore, the output of this method is the yaw and pitch angles corresponding to the
head pose of the driver.

Yaw

Pi
tc
h

Right Straight Left

Fig. 4. Gaze distribution.

InSight-specific extension for Mirror Scan Detection: Although the
driver’s gaze is not restricted in an uncontrolled setting, there are three
frequently (re-)occurring states: (1) Left-mirror scan, (2) Right-mirror scan,
and (3) Straight gaze (driver focusing on the road straight ahead). This is
evident in Figure 4 which shows the gaze angle distribution for the first few
minutes of the drive. There are three high density regions corresponding
to the three aforementioned recurring states. Empirically, the high-density
region closest to the mean yaw value corresponds to “Straight”. To delineate
“Left” and “Right” more clearly, we first remove the “Straight” region by
removing the frames with |𝑦 (𝑡) − `𝑦 | ≤ 𝜎𝑦 , where 𝑦 (𝑡) is the gaze angle, `𝑦
is the mean yaw and 𝜎𝑦 the standard deviation. We then apply a moving
average technique (similar to blinks and yawns), where frames with yaw values greater than three standard
deviations is classified as either Left or Right. Thus eliminating any fixed thresholds to classify the mirror scan
states.

4 MONITOR THE STATE OF DRIVER IN LOW-LIGHT USING SPECIALIZED CAMERAS
In this section, we present existing approaches to monitor the state of the driver in low-light conditions using
specialized cameras, viz., IR and FLIR cameras.

4.1 Infrared Sensitive (IR) Cameras
Most high-end vehicles with ADAS support employ an IR camera for monitoring the driver in low-light conditions.
IR cameras are equipped with an array of IR LEDs (940nm). Typical IR sensitive cameras does not include an IR
filter, thus letting more IR light enabling clear vision of the subject under low-light conditions. Figure 5 shows an
IR dashcamera and some sample images obtained using the setup in the vehicle.

IR Camera Sample Image 1 Sample Image 2

Fig. 5. IR camera setup along with few sample images.

Typical, IR camera imagery looks like black and white images due to the monochrome filter. Further, the existing
computer vision algorithms for face detection and facial landmarks are trained on both RGB, and black and white
images making it to work directly on the IR imagery. Previous work on using cameras with IR illuminators [17]
for monitoring in low light has shown the efficacy of IR cameras. These systems perform very well even in
complete darkness and their accuracy is significantly higher (>90%) as compared to other methods for monitoring
in low light environments.
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Despite their superiority in terms of performance, IR cameras are not a cost-effective choice besides the fact
that this involves installation of an additional hardware setup in the vehicle specifically for monitoring driver
behaviour in low light. Hence, in the remaining of the paper, we use IR camera imagery for deriving only ground
truth labels for other approaches such as FLIR thermal and NIR imagery.

4.2 Forward Looking Infrared (FLIR) Thermal Cameras
A natural alternative to RGB images is to consider thermal imaging, especially since our subject of interest is
a human face, with a distinctive heat signature. The key observation for selecting thermal image is that, it is
largely invariant across good and poor lighting conditions and captures all the face attributes accurately.

Working. Heat radiations are emitted by the human body, however, since these radiations have a much longer
wavelengths and very low frequencies compared to the visible spectrum, the human eyes cannot see these
far-infrared radiations. Thermal cameras, on the other hand, are designed to capture these radiations and generate
a heat map or a thermal image. This thermal image doesn’t depend on the lighting conditions and we leverage
this fact by making use of a thermal imaging camera to monitor drivers in low light. The major advantage of
using thermal cameras to monitor drivers is that these are non-intrusive, passive devices which mean that there
is no active emission of radiations and the camera only captures the heat radiated by a human body to generate
thermal images.

FLIR Thermal Imaging 
Camera

Sample Image 1 Sample Image 2

Fig. 6. FLIR thermal camera setup attached to the smartphone along with few sample images.

Setup. To obtain thermal images we use the FLIR One Pro Thermal Camera [66], which can be attached to the
smartphone as shown in Figure 6. All the recorded data is stored on the smartphone itself. The FLIR One Pro is
also equipped with a visible camera therefore allowing one to record both the thermal and RGB images at the
same time. Figure 6 shows sample images obtained using an FLIR (Forward-Looking Infrared) camera. However,
such cameras are costly (> $300) and the thermal imagery obtained by these cameras are of low resolution,
leading to inaccuracies in detection of various facial features, specifically eye related features.
In Section 8 we present detailed evaluation of FLIR thermal imagery for monitoring the state of the driver in

low-light conditions.

5 MONITOR THE STATE OF DRIVER IN LOW-LIGHT USING IMAGE SYNTHESIS TECHNIQUES
Since installation of specialized camera is intrusive and expensive, we present a cost-effective image synthesis
approach that uses only the smartphone camera. Before describing the synthesis approach, we also applied few
traditional image enhancement techniques to improve the quality of low-light images as described next.

5.1 Image Enhancement Using Exposure Compensation
Low illuminance leads to the scene being underexposed, which is the root of the problem in low-light RGB imagery.
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(a) (b)Fig. 7. Images in the bottom row are
obtained using exposure compensa-
tion with top row images as input.

One way of addressing this is to employ exposure compensation to improve
visibility [1, 22, 77]. Exposure compensation applied on low-light RGB images
slightly improves the information level of low-light RGB images. To quantify
the improvement, we conducted an experiment with 1000 low-light RGB
images, which were processed with exposure compensation. The processed
imageswere then fed to the standard face detectors, where faceswere detected
in only 98 out of 1000 low-light RGB images (<1%). This is mainly due to
the noise introduced by adjusting exposure, especially, if there is any light
source (e.g., reflected light on driver’s face) it leads to overexposure and
noise. Figure 7 shows few samples of low-light RGB images (top row) and
the corresponding images with exposure compensation (bottom row). We
can see that exposure compensated images look slightly better than the original images, but still not sufficient to
detect face and landmarks accurately. Thus eliminating the usage of any image enhancement techniques.

5.2 Custom Model to Derive Landmarks Directly from Low-light RGB Images
Before we turn to image synthesis approach, we present another approach where we develop a custom model,
which takes input as low-light RGB images and outputs face detection and facial landmark directly on a low-light
RGB image. In order to develop such a model, it requires significant amount of training data, i.e., 1000s of low-light
RGB images labelled with face detection and facial landmarks. We are not aware of any public dataset with 68
facial landmarks annotated on low-light RGB images; indeed, it is challenging to annotate low-light images due
to lack of information available on RGB images.
To overcome this difficulty, we employ a three-step process to generate labelled low-light RGB training data.

We first employ an FLIR camera to capture thermal images in tandem with low-light RGB images. We then use the
thermal landmark model to estimate the facial landmarks in the thermal image. Finally, we map these landmarks
onto the low-light RGB image at the corresponding pixel positions (since the FLIR and RGB images are aligned).
Thus, we are able to generate training data comprising low-light RGB images annotated with 68 facial landmarks.

With the generated training data, we train a low-light landmark model using the Dlib library, for which the
input is a set of low-light RGB images, each annotated with 68 facial landmarks. We evaluated this low-light
model on a test set of low-light RGB images and found that it detected landmarks only in 47.7% of the frames,
with a landmark localization error, i.e., Normalized Mean Square Error (NMSE) of 0.21. NMSE quantifies the
misalignment in the landmarks obtained on the low-light RGB and FLIR thermal images (i.e., the ground truth).
The landmark localization error (NMSE) is larger than that considered acceptable, i.e., 0.1-0.15. The reason for
this poor accuracy is that the low-light RGB image often contains large regions of dark pixels bearing little
information, so annotating these with landmarks still does not enable a landmark model to learn effectively.

5.3 Synthesising Thermal Images from RGB Images.
As described in Section 4, a downside of using specialized cameras such as IR or FLIR cameras is the cost associated
with the hardware. Since an IR or thermal image is agnostic to lighting changes and is easy to capture, we argue
that this is an ideal intermediate representation. Furthermore, recent advancements in computer vision and deep
learning has enabled realistic image-to-image translation. To this end, we present a technique that employs
Generative Adversarial Networks (GANs) [33] (see below for elaboration) to synthesize a thermal image using
just an RGB image captured using the smartphone camera. This paves the way for the detectors to run on RGB
images from a smartphone obtained in low-light conditions, without requiring an FLIR thermal camera or other
additional sensor attachment. We employ a state of the art framework called pix-to-pix [40] to translate an input
RGB image to a synthesised thermal image. Note that, the same approach can be utilized to synthesize a IR image
from a low-light RGB image. In this paper we restrict image synthesis to only thermal images.
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Intuition. Before getting into the details, we briefly present the intuition behind this approach and why it
works. In a typical low-light setting, the driver’s face is partially illuminated, with the rest being in a shadow. Even
with a partial view, say just the position of one eye or the nose or the chin, a human observer can, nevertheless,
form a rather accurate picture of the head pose or whether the driver is yawning. What aids in this process is
interpolation and extrapolation based on facial symmetry and other such high-level notions.
Computer vision community has shown that GANs are a powerful learning framework that can perform

such interpolation effectively [40, 83]. Hence, we use a GAN to synthesize accurate thermal images based just
on low-light RGB images. Once this is done, a relatively simple landmark model such as Dlib can function
effectively. We believe that this split of functionality between a powerful GAN and the relatively simple landmark
is appropriate from the viewpoint of the overall system. Specifically, it is relatively easy to obtain training data
for the former (using an FLIR camera to capture thermal and RGB images in tandem) but much harder for the
latter (it would require significant manual effort to annotate low-light RGB imagery as mentioned earlier). Finally,
the structure provided by having the synthesized thermal image as an intermediate step would help improve
accuracy, specifically in the context of landmark detection. Furthermore, it would likely be advantageous to
have an informative intermediate representation for low-light RGB imagery, that is then amenable to various
applications such as face recognition and pose estimation, which is beyond the scope of this paper.

Discriminator

Generator

Verify

Input Target Input

Weightsd Weightsg

Real Synthesized

Output

Fig. 8. GAN to synthesize thermal image. Input:
low-light RGB, Target: FLIR thermal, Output: Syn-
thesized thermal.

Working. A GAN consists of two adversarial models — a gen-
erator and a discriminator. The generator (G) applies a transfor-
mation to the input image to generate an output image. The
discriminator (D) outputs a single scalar value representing the
probability that the output image came from the (real) training
data rather than the (synthetic) generated data. The idea of a GAN
is that the generator and discriminator networks would “compete”
with each other, to reach an equilibrium. If the discriminator is
able to tell that the generator’s output is synthetic, that would
result in a poor adversarial loss for the generator. This, in turn,
would spur the generator to steadily improve over time and syn-
thesize ever more “realistic” images, so much so that eventually
the discriminator is unable to tell that these are synthetic.
Training. Figure 8 shows the training process for the GAN.

The generator and discriminator are trained using the input-target
pairs i.e., RGB-FLIR thermal images. First, the generator generates
an output image (synthetic thermal image) for the given input (real RGB image). The discriminator, which is
trained with pairs of input images and the corresponding target thermal images, determines the probability that
the generated output image is real, i.e., it corresponds to the input RGB image. The weights of the discriminator
network are then adjusted based on the classification error. The weights of the generator network are also
adjusted based on the output of the discriminator. This way the network calculates the gradients through the
discriminator, and consequently, the generator learns the correct mapping function through gradient descent.
Thus, as the discriminator gets better at telling between real and synthetic thermal images, so does the generator
in synthesizing more realistic thermal images.

Testing. The trained network can now synthesize a thermal image that looks similar to the target thermal
image based on a low-light input RGB image. We have also implemented this network on to a smartphone app to
synthesize thermal images (Section 10.1). In Section 8 we show the efficacy of the synthesized images towards
fatigue and distraction detection.
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6 MONITORING THE STATE OF THE DRIVER IN LOW LIGHT USING SMARTPHONE CAMERAS
AND NEAR-INFRARED LEDS

We now present an alternative low-cost approach to image synthesis that relies on a Near-IR (NIR) LED attached
to the smartphone.

6.1 Working of NIR LED
Majority of the cameras are designed to capture an image of what humans can see and hence a good quality
camera would only detect light in the visible spectrum, i.e., between 400nm to 700nm and block out other infrared
light. However, camera sensors based on silicon including CCDs and CMOS sensors used in smartphones have
sensitivies extending into near-infrared ranging from 700nm to 1000nm. Thus, camera manufacturers introduce
an IR filter to block out this IR light. Furthermore, developing an IR filter that cuts off sharply at one particular
wavelength is challenging and expensive. For instance, even in a very good quality high-end camera such as
DSLRs the IR filter does not block 100% of the IR light [39].

On the other hand, smartphone cameras are usually mass-produced cheaply and are not as good as a high-end
digital camera. Hence, the majority of smartphone cameras that are commercially available have a much thinner
film/filter to block out infrared light. The lack of good filter is one of the reason that phone photographs do not
look as good as when taken on a proper digital camera. This however, provides us with an opportunity to use our
smartphone cameras to “see” in near-infrared light. Thus, all most all smartphone cameras that are commercially
available let near-IR light pass through [69]. To this end, we conducted an experiment with 8 smartphone models,
namely, OnePlus 3T, OnePlus 5T, OnePlus 7T, Nexus 5X, Moto G4, iPhone 10, Nokia 8, and Lenovo Zuk Z2,
ranging from 150 USD to 700 USD. We found in all the smartphones we were able to accurately capture the NIR
imagery with an LED operating at 810nm wavelength. Thus, standard smartphone cameras can capture NIR
imagery without additional hardware.
We leverage this key insight to design our setup, which includes an NIR LED attached to the smartphone,

where the NIR LED acts as an light source to illuminate the driver’s face, which is not visible to the human eyes.

750nm 780nm 810nm 850nm

Fig. 9. NIR imagery with different Near-IR LED wavelengths.

Choice of NIR LEDs. The choice of NIR LED depends on
two factors: (i) the wavelength and (ii) the intensity. Typical
NIR LEDs wavelength starts from 750 nm to 1000 nm. Fig-
ure 9 shows images captured by the smartphone when NIR
LEDs emitting light at 750nm, 780nm, 810nm, and 850nm
wavelengths was used, respectively. The closer the wave-
length of the NIR LED is to visible range, the more the red
color is visible in the emitted light, making the setup intru-
sive as it is easily perceived by the user. In our setup, we
selected 810nm wavelength NIR LED due to its non-intrusiveness and it is not perceived by human eyes.

40cm 50cm 60cm

Fig. 10. NIR imagery captured at different distances.

The second factor affecting the choice of NIR LED is the
intensity of the LED. Intensity describes the luminous flux
per unit solid angle in a given direction from a point source.
Typical NIR LEDs can be rated from 1W to 5W. The higher
the intensity, the more area the NIR light illuminates (thus
increasing the illuminated distance), and also resulting in
higher power consumption. Hence it is important to select
the correct intensity level to ensure both the driver’s face is
properly illuminated and the power consumption is kept low.
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Figure 10 shows images captured by the smartphone at distance 40cm, 50cm and 60cm for NIR LED with 810
nm wavelength. As we can see the shorter the distance, the more clear is the captured NIR images. Given the
smartphone will be mounted on the wind-shield of the vehicle, the distance between the LED to the driver’s face
is typically around 40cm-60cm. After extensive experimentation we selected an NIR LED emitting light at 810
nm [12] with 1.8W intensity, which is not visible to human eyes but can be captured by the smartphone camera
effectively. This also adheres to the safety guidelines for usage of NIR LEDs as described in Section 10.3.
6.2 InSight NIR LED setup

Near-IR LED

Current Regulator

Li-Ion Battery

Fig. 11. NIR LED and its associated
components [back view].

Typical IR cameras come with an array of IR LEDs, making the setup expensive.
In InSight, we use just two 810nm NIR LEDs connected in parallel with a
smartphone. To ensure optimal working of the LED, it needs to be powered
using a constant current source. The current regulator ensures the same fixed
current flows through the LED, thus regulating the power drawn by the LED
(otherwise leads to burning the LED) and also ensures no fluctuations in the NIR
light emitted by the LED. To this end, we created a small circuitry where NIR LED is powered by a constant
current regulator and a Li-ion battery. Figure 11 shows the NIR LED setup, which comprises of a NIR LED emitting
light in the range of 810 nm, a current regulator supporting 300mA-500mA of current and a 3.7V Li-ion battery.

Near-IR LED Smartphone
Camera

Near-IR Camera Setup Sample Image 1 Sample Image 2

Fig. 12. NIR LED setup [front view] attached to the smartphone along with few sample images.

Figure 12 shows the NIR LED circuitry attached to the smartphone along with the sample images captured
by the smartphone. We can clearly see the quality of NIR imagery is significantly better than raw low-light
RGB images. Thus, without additional camera and with minimal electronics and NIR LEDs, we can capture high
quality videos in low-light. This setup is non-intrusive (driver does not notice the near-IR light) and also low-cost.
In Section 8 we show the evaluation of NIR imagery towards fatigue and distraction detection.

7 TRAINING FACE DETECTION AND FACIAL LANDMARKS MODEL FOR THERMAL,
SYNTHESIZED THERMAL AND NIR IMAGERY

As described earlier, the state of the art face detectors and facial landmark extractors work only with good lighting
RGB imagery or IR imagery. These models are not designed to work on NIR or thermal images as these images are
significantly different leading to a different set of feature maps as compared to features obtained using standard
RGB imagery. In this section we present mechanisms to train face detectors and landmark models that work with
thermal and NIR imagery. We now present an automated approach to derive ground truth labels on NIR and
thermal imagery, which can be used to train the detectors accurately.

7.1 Deriving Ground Truth Labels in Low-light Conditions
Since the existing face detector and facial landmark predictor models are able to get accurate face and facial
landmark coordinates on video frames recorded with IR cameras in low-light conditions, we decide to use labels
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from IR imagery as the ground truth labels. In order use labels from IR imagery as ground truth, we need to
translate the labels from IR imagery captured from dash camera shown in Figure 5 to smartphone camera imagery
with NIR LED. To this end, during training data collection we mount both the IR camera and the smartphone
camera with NIR LED on the dashboard of the vehicle and then we transfer the labels from the image plane of
one camera (IR) to the other (smartphone). Figures 13 shows the mounting of IR-FLIR setup and IR-NIR setup to
collect data and associated ground truth information.

FLIR Camera
IR Camera

(a)

NIR LED Setup
IR Camera

(b)
Fig. 13. Setup for ground truth data (a) IR and FLIR camera setup, and (b) IR and NIR camera setup.

We formulate this as a perspective transformation problem which is solved using Homography in computer
vision [49, 67]. A Homography is a transformation (a 3×3 matrix) that maps the points in one image to the
corresponding points in the other image. If we have points (𝑥𝑖 , 𝑦𝑖 ) in the IR image, the corresponding point
(𝑥 𝑗 , 𝑦 𝑗 ) in the image captured from the smartphone can be obtained as:

𝑠


𝑥 𝑗

𝑦 𝑗

1

 = 𝐻


𝑥𝑖

𝑦𝑖

1

 𝑎𝑛𝑑 𝐻 =


ℎ00 ℎ01 ℎ02
ℎ10 ℎ11 ℎ12
ℎ20 ℎ21 ℎ22

 (3)

To calculate the homography between two images, at-least 4 point correspondences are required between images
captured from the IR camera and the smartphone camera. Therefore, we record a short video in good lighting
condition before we begin to collect the real driving dataset in low light. In this video, the facial landmarks are
recorded simultaneously by the IR camera and the smartphone camera in good lighting, leading to 68 point
correspondences between IR and smartphone camera. This correspondences are then used to create a homography
matrix. Note that, this is a one-time calibration to ensure we align the IR and smartphone imagery accurately.

IR image Undistorted IR 
Image

Landmarks on 
Undistorted IR Image

Transformed 
Landmarks on NIR 

Fig. 14. Distorted and undistorted IR images along with label translated NIR image.

The calculated homography matrix can now be used to map the coordinates obtained in IR images to the
images captured by the smartphone camera in low light. In addition, since the IR dashboard camera that we
used is a wide-angle fish-eye camera, we also perform an additional step of calibrating the camera and removing
distortion [81] from the IR images before obtaining a translation of the 68 landmarks. Figure 14 shows distorted
and undistorted IR image along with the translated landmark labels to smartphone camera images with NIR LED.
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We can clearly see the accurate translations of landmarks from IR image to smartphone camera image with NIR
LED. Thus, we use this setup to derive ground truth labels for both NIR and thermal imagery.

7.2 Models for Thermal and Synthesized Thermal Imagery

(a)

(a) RGB image (b) Thermal image with face detected

(c)     RGB image (d) Thermal image with landmarks

(b)

Fig. 15. (a) Facial landmarks on FLIR thermal images, and (b) Face detection and facial landmarks on FLIR thermal image.
We now explain how to collect training and test data for developing models for thermal images. A key insight

we leverage is that the thermal image of a face is largely unchanged across good lighting (e.g., daytime) and
poor lighting (e.g., nighttime) conditions. Therefore, we can use thermal images, along with the corresponding
RGB images, gathered during daytime for training and then apply the resulting model to thermal images from
nighttime for detection. Indeed, our FLIR cameras [9] allow images to be captured in tandem (i.e., simultaneously
and spatially aligned) using the thermal and RGB sensors.
Training. To develop a robust thermal face detector and landmark predictor, we first collect RGB and thermal

images in tandem in daytime conditions across multiple drivers. A standard face detector and landmark predic-
tor [27] as described in Section 3 is used to detect faces and corresponding landmarks in the daytime RGB image.
This information is then transferred on to the corresponding FLIR thermal image at the same pixel positions
since both the RGB and the thermal images are aligned. The FLIR thermal images, with face detection and facial
landmarks transferred from RGB images, serve as our training data.
We train a face detector and landmark predictor with the thermal images. The trained thermal face detector

and landmark predictor together are used to detect faces and landmarks on test thermal images obtained in
low-light conditions. Figure 15a depicts both the train and test process. Figure 15b shows the low-light RGB
image and its corresponding thermal image from FLIR camera along with the estimated face and facial landmarks
using the trained models.

Also, we use the same trained thermal face detector and landmark predictor for synthesized thermal images as
both the images appear the same. In Section 8 we present detailed evaluation of the face detectors and facial
landmarks for both thermal and synthesized thermal images with labels from IR data as ground truth.

7.3 Models for NIR Imagery Captured from the Smartphone
NIR imagery captured using smartphones is significantly different than images captured using IR cameras. Hence,
existing models for face detection and landmarks trained on RGB/IR images will not work on NIR imagery.
NIR to Grayscale Conversion.
Since standard detectors convert RGB/IR imagery to grayscale before detection, one approach is to convert

NIR images to grayscale and verify the detection accuracy. However, the features extracted for an NIR image
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converted to grayscale is significantly different than the features obtained from RGB/IR images used to train
the model. This is due to the low contrast and significant change in lighting conditions in the low-light NIR
imagery. We also performed several image enhancements to improve the contrast, but still the standard detectors
performed poorly. To validate this we conducted an experiment with grayscale images as described next.

1. Good 
lighting RGB

2. Infrared

3.  NIR with 
standard 

model

4. NIR with 
custom 
model

Original Grayscale Detections on Grayscale

Fig. 16. Detection on grayscale images using standard models.

Figure 16 shows the original image (RGB, IR, NIR), cor-
responding grayscale converted image and detection on
grayscale with standard detector.

(i) Good lighting RGB image converted to grayscale:We fed
100 RGB to grayscale-converted images to a standard face
detector (DLIB face detector [43]). On all 100 images the
standard detector was able to detect faces. A sample image
is shown in the first row of the Figure 16.
(ii) IR image converted to grayscale: Similar to RGB sce-

nario, the standard detector detected all the faces in 100 IR
to grayscale converted images. This is mainly due to the fact
that these detectors were trained on RGB and IR images, and
both have good contrast variations making the detection
accurate. A sample IR image and its corresponding grayscale
image is shown in second row of Figure 16.

(iii) NIR image converted to grayscale:We applied the same
technique as before where we fed 100 NIR to grayscale converted images and in that faces were detected on only
12 images using the standard detector. This is mainly due to the significant change in features extracted due to
lighting and contrast variations. Last row of Figure 16 shows the NIR image, its corresponding grayscale image
and grayscale image with no detection using standard detector. We can see that this grayscale image has much
lower contrast than the grayscale image obtained using RGB or IR imagery.

Face Detection 

Landmark Prediction

RGB Near-IR

Fig. 17. Face detection and facial landmarks
on NIR image from smartphone.

In a typical setting, RGB to grayscale conversion assigns higher
weightage to the green channel. However, in extremely low light con-
ditions, where NIR LEDs are the only source of illumination, the infor-
mation captured by the red channel is more compared to the green and
blue channels. Hence assigning more weightage to the red channel dur-
ing conversion might lead to improved low-light image. However, on
real-roads there is typically a much wider variation of light conditions
and it is the green channel that still captures most of the ambient light.
Hence, assigning higher weightage to one channel does not lead to
significant improvement in NIR image processing. Thus necessitating
development of a new model as described next.
NIRmodel Training. To train the face detector and facial landmark

models for NIR images captured by a smartphone, we used the setup
shown in Figure 13b. The setup includes an NIR LED attachment to the
smartphone camera along with the IR camera. The labels from the IR
camera is then translated to the NIR images as described in Section 7.1.
Both the cameras recorded the driver’s activities simultaneously at a resolution of 1080p and a frame rate of
30fps. Thus, using the techniques mentioned earlier, we now generate a dataset of labelled (face detection and
landmarks) NIR imagery, which is used to train the state of the art models (described in Section 3).
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Figure 17 shows the RGB image in low-light condition and the NIR image captured by the smartphone along
with face bounding box and facial landmarks using the trained model. In the next section we present detailed
evaluation of the face detectors and facial landmarks for NIR images with labels from IR data as ground truth.

8 EXPERIMENTAL SETUP AND RESULTS
We present detailed evaluation of InSight and report accuracy of the trained detectors on the two proposed
approaches (image synthesis and NIR LED) for monitoring the state of the driver in low-light conditions.

(a)

(b)

Fig. 18. (a) Basement floor plan, and (b) Data distribution per driver in basement and on-roads.

8.1 Setup and Data Collection
Our setup includes an Android smartphone (OnePlus 5T running Android 8) that is mounted just below the
centre mirror. We gather imagery from the smartphone camera (driver-facing) at 1080p and 30 fps. For thermal
imagery, we attach a FLIR camera [10] to the smartphone and similarly, for NIR imagery we attach the proposed
NIR LED setup. Further, for ground truth information we use the labels from the IR imagery obtained using IR
dashcamera [13]. Thus our setup includes a IR camera (used for ground truth) and a NIR LED setup or FLIR setup
as shown in Figure 13a and 13b. We collected low-light imagery in two environments, namely,
(i) Basement data collection:We collected 5 hours of IR, NIR and FLIR thermal imagery from 10 different

drivers in the basement. Each driver was asked to drive for 30 minutes duration in the basement of a building,
which replicated the low-light conditions. Typically in the basement the illuminance was around 30-40lx near
the driver’s face indicating low-light conditions. The reason for collecting this data in a basement was to get
wide-variety of data in a safe environment. The basement parking area is of 3740𝑚2 with length of 68 meters
and width of 55 meters, and Figure 18a shows the floor map of the basement with red icons indicating the pillars
present in the basement and triangles indicating the parking spots.
(ii) On-road data collection:We also collected 20 hours of data on real roads across 10 drivers in the nighttime

for robust evaluation of the proposed techniques. The vehicles in our deployment, is part of an office fleet, which
shuttles employees from office to their house. The on-road data was collected between 8 PM to 4 AM across all
drivers, which represents low-light conditions. Since the data collection was on real roads, it captures realistic
traffic conditions (such as relatively high traffic during 8PM to midnight, sparse traffic conditions after midnight
to 4AM) along with natural low-lighting variations.
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Overall, we collected 25 hours of data from 15 drivers, out of which 5 hours of data was collected in the
basement with 10 drivers (𝐷1-𝐷10) and 20 hours of data on real roads from 10 drivers (𝐷5-𝐷15). Note that, for
5 drivers (𝐷5-𝐷10) we have data both in basement and on real roads. Figure 18b shows the distribution of data
collected per driver in hours in basement and on real roads.

8.2 Model Training and Evaluation
We now discuss the details of the data used to train the face detection and landmark models, along with an
extensive evaluation on the trained model.

8.2.1 Metrics. We first define the metrics used to evaluate the performance of the models.
Metrics - Face detection.We use the Precision (P), Recall (R), and F1 score to evaluate the accuracy of face

detection and is defined as:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
(4)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
(5)

𝐹 1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(6)

Metrics - Facial landmarks. To evaluate the accuracy of the predicted landmarks we compare the misalignment
between the landmarks obtained on the IR imagery and FLIR thermal images (or synthesized thermal or NIR
images) using Normalized Mean Square Error (NMSE). NMSE is the average point-to-point Euclidean error
normalized by the inter-ocular distance. Inter-ocular distance is measured as the Euclidean distance between
the outer corners of the eyes, which ensures the accuracy measure is independent of the face size. NMSE is a
standard metric to compare the accuracy of landmarks and an error under 0.15 is considered as acceptable [20].

8.2.2 Model Evaluation. We train a single face detector and facial landmark model for all drivers. To this end,
we aggregated data from all the drivers and split it into train and test data. Further, we used data only from the
basement for training and testing. We conducted thorough evaluation to determine the efficacy of the models as
described next.
(i) 10-fold cross validation (10-fold CV): We sub-sampled 1000 images for each of the 10 drivers in the

basement dataset for training the face detection and landmark models. In each iteration the data is split equally
into 10 parts, with 9 parts used for training and the remaining 1 part used for testing. This technique shows the
capability of the model performance on unseen data.
(ii) Leave one out cross validation (LOOCV): In this case, among the 10 driver’s data, we excluded one

driver data and used the remaining 9 driver data (1000 images per driver) for training the model and the excluded
driver data (1000 images) is used for testing. We repeated this for each of the 10 drivers and then reported the
average results across all the iterations. This shows generalizability of the trained model on a new driver data,
which was previously unseen.

(iii) Custom validation: In this case, for training, we used a subset of data from 9 drivers (1000 per driver)
and for testing we used unseen new data from the 9 drivers who are part of the training (2000 images per driver)
along with a new driver data (2000 images). This method verifies the model efficacy on both unseen data of the
driver used in training and unseen data from a new driver.

We apply the above model evaluations for both face detection and facial landmarks with NIR and FLIR thermal
images as described next.
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Table 1. Face Detection Evaluation.

Imagery Evaluation Precision Recall F1-Score

FLIR
10-fold 99.7 70.5 77.9
LOOCV 99.8 82.2 86.9
Custom 99.8 47.4 64.3

NIR
10-fold 99.0 80.0 88.4
LOOCV 98.9 78.7 87.6
Custom 98.3 88.2 92.9

Table 2. Facial Landmark Prediction Evaluation.

Imagery Evaluation NMSE

FLIR
10-fold 0.08
LOOCV 0.10
Custom 0.13

NIR
10-fold 0.03
LOOCV 0.07
Custom 0.08

8.3 Face Detection and Facial Landmark Results on NIR and FLIR Imagery.
8.3.1 Face Detection Results. Table 1 shows the precision, recall and F1-Score of face detection models with NIR
and FLIR thermal images for 10-fold, LOOCV and custom training scenarios, respectively. In general. we see that
precision for both FLIR thermal and NIR models are over 98%, thanks to very few false positives in both the cases.
However, FLIR thermal model fails to detect faces in many instances in low-light conditions leading to a poor
recall and hence a low F1-Score. Upon inspection, we reason that this is because thermal images are sensitive to
body temperature which varies from person to person and also depends on the temperature inside/outside of the
vehicle. Since it is hard to capture all these variations in a training set, the trained model is not be able to detect
faces accurately across all frames. On the contrary, NIR model is not dependent on such intrinsic features and
thereby, more robust in detecting faces under low-light conditions.
From Table 1, we can also see that NIR model performance with 10-fold performs similar to LOOCV, with

10-fold models having slightly better accuracy. This is mainly because the 10-fold trained model includes data
from all the drivers during training and testing is done only on new unseen data from the same drivers included
in the training. Whereas, in LOOCV the trained model does not have any data of the test driver. In general, both
10-fold and LOOCV models have high accuracy showcasing the efficacy of the trained models on unseen data.

8.3.2 Facial Landmark Results. Deriving accurate facial landmarks is key towards detecting fatigue and distraction.
We now present the results of facial landmark models on FLIR thermal and NIR data. As mentioned previously,
we use NMSE metric which compares the misalignment of facial landmarks from FLIR thermal or NIR images to
ground truth IR images.

Table 2 shows the NMSE for facial landmarks models with NIR and FLIR thermal imagery for 10-fold, LOOCV
and custom training scenarios, respectively. We can clearly see that both FLIR thermal and NIR models have
NMSE under the acceptable limits (i.e., under 0.15 [20]), with NIR model performing significantly better than
FLIR thermal model. Upon manual inspection, we found that landmarks on FLIR images are erroneous especially
around the eye region. This is because of uniformity in temperature surrounding eye region (see Figure 15b),
leading to smooth eye patches and erroneous landmarks. Further, the NIR facial landmarks model performs
accurately for both unseen data from same drivers and unseen data from new drivers.

8.4 Face Detection and Landmark Results on Synthesized Thermal Images
In order to train a GAN network, we need large amount of labelled data, specifically in this case, pairs of thermal
and low-light RGB image. To this end, we created a dataset of 13000 thermal and low-light RGB image pairs
from 10 drivers. Further, unlike labelling low-light RGB images, which is non-trivial, collecting pairs of thermal
and low-light RGB imagery to train the network is relatively simple using the specialized FLIR camera and
smartphone setup in tandem.

We used 8000 images from 8 drivers (1000 images per driver) for training the GAN network. The trained GAN
model can now be used to generate synthesized thermal images using only low-light RGB image as input. In
order to evaluate the performance of the synthesized thermal image on face detection and landmark models,
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we created a test dataset of 5000 images of which, 2000 images are from 2 new unseen drivers and 3000 unseen
images from the 8 drivers included in the training. We used the thermal models trained previously to detect faces
and facial landmarks on the synthesized thermal images. On our test data, the face detection F1-Score was 81%.
Further, we compare the misalignment of landmarks by computing NMSE. We see that even with large yaw
values accurate landmarks were predicted on synthesized thermal images. NMSE of 0.11 was found across all
yaw values, which is under the acceptable error. Thus showing the effectiveness of the proposed thermal image
synthesis approach to extract reliable landmarks in low-lighting.

Illuminance: 4 lx

Illuminance: 40 lx

Illuminance: 100 lx

(a) RGB (b) Synthesized thermal (c) FLIR Thermal 

Fig. 19. Input RGB, synthesized thermal, and FLIR
thermal images, with varying illuminance.

Impact of Illuminance on synthesized thermal.
We collected RGB and FLIR thermal images at various illu-
minance values. Figure 19 shows the RGB, synthesized ther-
mal, and FLIR thermal images for varying illuminance values.
When it is pitch dark, RGB images have little information and
hence the network fails to synthesize a proper thermal image.
However, when the illuminance is higher, which is typically
the case during driving due to street lights, opposing vehicle
headlights, etc., (e.g., it is rarely below 10 lx in our drives)
the network is able to synthesize a realistic thermal image.
The ability to accurately synthesize a thermal image from par-
tially illuminated RGB images is mainly due to the powerful
learning capability of GANs with respect to facial symmetry
and interpolation based on the training data. To analyze the
trade-off between variation in illuminance and accuracy of
landmarks predicted, we collected images at 5 illuminance
levels: <10 lx, 15-20 lx, 40-60 lx, 100-115 lx and 150-180 lx (as shown in Figure 19). The corresponding NMSE
between Synthesized thermal and FLIR thermal are NA, 0.196, 0.121, 0.117, 0.09, respectively. As the illuminance
improves, the NMSE decreases, indicating improved accuracy for the synthesized thermal images.

9 DRIVER FATIGUE AND DISTRACTION MONITORING Table 3. Number of groundtruth events.

FLIR Synthesised Near IR
thermal thermal

Blink 200 373 150
Yawn 160 120 180
Gaze 2000 5000 8000

In the previous section we showed the efficacy of the trained models for
FLIR thermal, synthesized thermal and NIR images. We now present de-
tailed experimental results for driver fatigue and distraction monitoring
using data from both basement and on-real roads.

9.1 Fatigue Monitoring Using Blink and Yawn Detection
As mentioned earlier, in this paper we detect driver fatigue by monitoring eye blinks and yawns. Table 3 shows
the number of blink, yawn and gaze events labelled using IR imagery on FLIR thermal, synthesized thermal and
NIR imagery in low-light conditions for basement data. Furthermore, we manually verified all the labels of the
detected events across all types of imagery.

Table 4. Blink and yawn detection using FLIR and NIR - Moving average

Model Event Metric
Precision Recall F1-Score

FLIR thermal Blink 93.6 50.2 65.4
Yawn 96.2 47.2 63.3

Synthesized thermal Blink NA NA NA
Yawn 84.0 78.0 80.8

NIR Blink 87.32 83.22 85.22
Yawn 82.56 86.46 84.46

Table 5. NIR LED - Fixed threshold

Event Metric
Precision Recall F1-Score

Blink 74.38 90.0 81.44
Yawn 74.76 87.91 80.80
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9.1.1 Basement Data Evaluation. Table 4 shows the blink and yawn detection accuracy on the FLIR thermal,
synthesized thermal and NIR test images using the custom model described in the previous section. We detect
eye blinks and yawns based on the moving average of EAR and MAR metrics defined in Section 3.3. We restrict
evaluation of only yawn events from the synthesized images as it is very hard to detect the eye patch region in a
synthesized image due to the noise and low-resolution. Note that, we obtain ground truth for these events using
the IR camera imagery.

Thermal Image Synthesised Image Near-IR Image

Fig. 20. Yawn detection on FLIR thermal, synthesized
thermal and NIR images.

Detecting blinks and yawns relies heavily upon the accu-
racy of the landmarks. Since NIR models detect precise facial
landmarks, we can clearly see from Table 4 eye blink and
yawn detection accuracy of NIR models outperform FLIR
thermal and synthesized thermal models. NIR models have
around 85% accuracy in detecting both eye blinks and yawns
as compared to 64% using FLIR models. Furthermore, several
research efforts show that during good lighting conditions
the eye blink and yawn accuracy is around 91% [29, 53].
Thus our NIR low-light models are as powerful as the good-
lighting state of the art models. Figure 20 shows a sample FLIR thermal, synthesized thermal and NIR images
with yawn detection in our dataset.

In addition, we also compare our method based on moving averages of EAR and MAR to detect blink and
yawns with a naive approach of using fixed thresholds. The fixed thresholds are obtained during a calibration
phase where the driver looks in different directions at the beginning of the driving session and the average values
of EAR and MAR are recorded. These values are then used to detect eye blinks and yawns accordingly. Table 5
shows the blink and yawn detection accuracy on NIR images. As expected, using fixed thresholds yields lower
F1-accuracy due to a higher number of false positives. This is due to the fact that the EAR/MAR thresholds for a
person varies over time even in the same drive, due to change in facial expressions, gaze distribution, and seating
position.

(a) Same driver, different hours, same day. (b) Same driver, same hour, different days. (c) Different drivers, same hours, same day.

Fig. 21. PERCLOS analysis on data collected from real roads across drivers.

9.1.2 On-road Data Evaluation. As described in Section 8.1, we collected around 20 hours of data across 10
drivers on real roads between 8PM to 4AM using the NIR setup (shown in Figure 12). Since this was on real roads,
we could not include the IR camera for ground truth as it is bulky and can obstruct driver’s view. Hence, we now
show analysis on how eye closure rate (PERCLOS) can be used to monitor driver fatigue.
PERCLOS indicates the percentage of time eyes are closed in a minute and several studies indicate when the

value of PERCLOS exceeds 30%, the driver is considered to be in a drowsy or fatigued state [58]. In the 20 hours
of data collected in low-light conditions, average PERCLOS of all the drivers was below 22% indicating drivers
were not drowsy. We now present detailed PERCLOS analysis on few drives from our on road data.
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Scenario 1- Same driver at different hours on the same day: Figure 21a shows the PERCLOS values over time for
driver 𝐷11 at two different drives taken at 8PM and 12AM on the same day. Each drive was an hour long and for
our analysis, we show PERCLOS values for a specific 12 minute window. The blue and orange lines indicate the
PERCLOS from 8PM and 12AM drives, respectively. We can see that in general, the PERCLOS values are below
30% indicating the driver is not drowsy. However, we can observe that in the 12AM drive the PERCLOS values are
significantly higher than 8PM indicating the driver is getting fatigued. Thus, we can now alert the driver when
his/her PERCLOS values varies significantly compared to other drives and also when PERCLOS exceeds 30%.
Scenario 2- Same driver at same hours on different days: Figure 21b shows the PERCLOS values over time for

driver 𝐷12 at 10PM drives on two different days. We can see that on both the days the PERCLOS values of the
driver was pretty similar and below 30%. We can now use such analysis to determine if the PERCLOS values of a
driver vary significantly compared to rest of the days/drives and alert accordingly.
Scenario 3- Different drivers at same hours on the same day: Figure 21c shows the PERCLOS values over time

for two drivers 𝐷9 and 𝐷13 at 8PM drives on the same day. We can see that for driver 𝐷13 PERCLOS values are
higher than driver 𝐷9 in the early parts of the drive, however, as the drive progresses, the PERCLOS values of
driver 𝐷13 reduce indicating driver is being attentive. PERCLOS analysis at different time periods and against
different drivers can be effective to determine if the drivers are drowsy and alert them accordingly.
Since we did not collect ground truth in real road data collection using IR camera, we manually analysed a

subset of 10 hour data to label yawn events. We identified 15 yawns from our dataset and NIR models were able
to accurately identify all the yawns with very few false positives (2) and false negatives (1). The false positives
were mainly due to the large variation in MAR values due to combination of turning back and talking to the
passenger, which resulted in false detection of yawn.

9.2 Distraction Monitoring Using Gaze information Table 6. Three-way gaze classification accuracy.
Monitoring Gaze Direction
Method Left Straight Right
FLIR thermal 98.96 91.03 98.89
Synthesized thermal 74.32 82.50 78.67
NIR 96.31 98.41 86.82

We now present results on mirror scanning event detection using the
gaze information. Mirror scanning is a key factor to determine the
attentiveness of the driver.

Synthesised 
Images

Thermal 
Images

Near-IR Image

Right Mirror Scan Left Mirror Scan

Yaw > 8º Yaw < -10º

Fig. 22. Mirror scan detection in FLIR, synthesized
thermal and NIR images.

9.2.1 Basement Data Evaluation. We first show the accuracy
of detectingmirror scans (driver looking at the left mirror, right
mirror and straight) for the data collected in the basement.
Table 3 shows the number of mirror scan events recorded
for FLIR, synthesized and NIR imagery. Note that, we obtain
ground truth for these events using the IR camera imagery.
Table 6 shows the gaze direction accuracy corresponding to
the three states, i.e., left, straight, right across FLIR thermal,
synthesized thermal and NIR test data.
FLIR thermal models have an overall accuracy of 96% for

left, straight and right classifications slightly outperforming
NIR models, which has an overall accuracy of 93.8%. Further-
more, synthesized images perform poorly compared to FLIR
and NIR, as the GAN model does not generalize well when
the yaw angles are large and hence it has higher accuracy
(82.5%) for straight direction as compared to left and right
directions. Figure 22 shows sample images with the left, right
gaze classifications on FLIR thermal, synthesized thermal and
NIR images.
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9.2.2 On-road Data Evaluation. We now show analysis of mirror scanning behavior across drivers using our
on-road data. Various studies have reported that drivers should scan both left and right mirrors every 7-12 seconds
to be situationally aware [2, 50].
Adherence to mirror scanning.We classify a driver to be situationally aware, if the driver is scanning his/her

mirrors at least once every 10s continuously during the drive. Specifically, we compute the % of time the driver
adheres to 10s mirror scan rule. For instance, a fully situational-aware driver will have 100% mirror scan value,
where he scans the mirror once every 10 seconds through out the drive. Figure 23a shows the mirror scan % for
10s, 30s and 60s window for 5 drivers from our on-road data. As we can see when the mirror scan rule is 10s, the
mirror scan % during the drive for all drivers is around 40%, indicating only 40% of the time during the drive, the
drivers adhere to 10s rule of checking mirrors. Further, if the 10s rule is relaxed to 30s or 60s, the mirror scan
adherence increases to 63% and 78%, respectively. Thus, we can say in our dataset drivers scan at least one of the
mirrors within a minute.
Figure 23b shows the mirror scan % for driver 𝐷9 from a drive at 8PM and 12AM on the same day. We can

clearly see that the adherence to mirror scan rule drops by 10% for 12AM drive as compared to 8PM drive for 10s,
30s and 60s window intervals. This shows that driver at 12AM drive is not being fully situationally aware as
compared to 8PM drive. We can now perform such analysis to provide actionable feedback and improve road
safety in low-light conditions.
Mirror scan frequency. We also compared mirror scan frequency per minute to understand driver’s mirror

scanning behavior over time. Figure 23c shows the mirror scan frequency per minute for two drivers, 𝐷7 and
𝐷8 at 10PM. In general, 𝐷8 mirror scan frequency is much lower compared to 𝐷7 indicating the driver 𝐷8 is
not situationally aware. During this data collection we ensured both the drivers were driving in similar traffic
conditions. Furthermore, mirror scan frequency varies abruptly over time across both the drivers, indicating
a poor driving behavior. We can use mirror scan frequency to effectively determine driver attentiveness and
accordingly provide actionable feedback.

(a) Mirror scan adherence across drivers. (b)Mirror scan adherence at 8PM and 12AM.
(c) Mirror scan frequency of two drivers.

Fig. 23. Mirror scan analysis on data collected from real roads across drivers.

10 PERFORMANCE BENCHMARKS AND DISCUSSIONS
Table 7. Time take and energy consumption
for different models.
Models Time Taken in ms Energy in J
Face detection 58 0.12
and landmarks (CPU)
Gaze estimation (CPU) 45 0.08
GAN (CPU) 600 5.36
GAN (GPU) 140 0.42

In this section, we first present details of implementing InSight on
smartphones. We then compare the proposed synthesized thermal and
NIR imagery approaches and finally, provide discussion on the gener-
alizability of the proposed approach, trade-offs and few limitations.

10.1 Implementation on Smartphones
We have implemented all the four detectors, viz., face detector, facial
landmark model, blink and yawn detector and gaze classification on
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the smartphone. We used OnePlus 5T smartphone to benchmark these detectors, which has Kryo 280 4 CPU cores
and a Adreno 540 GPU core. The entire pipeline is written in native C++ code based on OpenCV, and custom
libraries interfaced with Java using JNI wrappers. Since facial landmarks form the basis of InSight’s detectors,
the main thread of InSight is tasked with detecting face and facial landmarks for incoming video frames. A set
of parallel threads are then spawned to use the landmarks for tasks such as fatigue and distraction.
Table 7 shows the time taken and energy consumed for each of the models. The face and facial landmark

detection takes 58 ms per frame and an additional 10 ms for tracking facial landmarks in subsequent frames.
Furthermore, the fatigue monitoring component that computes EAR and MAR to determine eye closure and
yawns takes about 5 ms. The gaze estimation takes 45 ms per frame. Overall, InSight takes 80-100 ms for running
all the detectors, supporting up to 10 fps. This can be further improved by pairing down the number of landmarks
as described in [54].

We also benchmark the energy consumption in Joules (J) for the above models. We employed the techniques
described in [74] to measure energy consumption. Specifically, we use snapdragon profiler to measure the average
power consumed by the device. Before benchmarking, we measure the idle power consumption by the phone
(𝑃𝑖𝑑𝑙𝑒 ) and we then run our workload and measure 𝑃𝑎𝑐𝑡𝑖𝑣𝑒 . Thus, power consumed per frame is 𝑃𝑓 𝑟𝑎𝑚𝑒 = (𝑃𝑎𝑐𝑡𝑖𝑣𝑒
- 𝑃𝑖𝑑𝑙𝑒 ), further, 𝑃𝑓 𝑟𝑎𝑚𝑒 is multiplied by the time taken for processing per frame , i.e., 𝑇𝑓 𝑟𝑎𝑚𝑒 to obtain energy
consumption in J. Thus, energy consumed per frame is derived using, 𝐸𝑓 𝑟𝑎𝑚𝑒 = 𝑃𝑓 𝑟𝑎𝑚𝑒 x𝑇𝑓 𝑟𝑎𝑚𝑒 and Table 7 shows
the energy consumed per frame for each of the model.

Finally, we employ the techniques proposed in the literature to make use of the low-end GPU to run the GAN
network [18, 46, 55]. The GAN network for synthesizing a thermal image from a low-light RGB takes 600 ms on
the CPU but only 140 ms on the GPU. With the additional 45-65 ms for the remainder of the processing on the
GPU added in, the overall time per frame in low-light conditions would be about 200 ms, yielding an acceptable
frame rate of 5 fps even under such challenging conditions. Thus, by utilizing both the CPU and GPU resources
available on the smartphone, InSight can perform effective driver state monitoring in low-lighting conditions.

10.2 Comparison of the Proposed Approaches
We now summarize the applicability of the proposed based on the following key requirements:

Accurate. Our exhaustive experimental evaluation shows that results from NIR imagery outperforms synthe-
sized thermal images across all detectors (face detection, facial landmarks, fatigue and distraction). Even more,
NIR LED based setup performs significantly better than a specialized camera such as thermal cameras and has
comparable accuracy to the IR cameras (which was used as the ground truth device in this paper). On the other
hand, synthesized thermal images generally outperform the thermal cameras, mainly due to the power of GANs
to extrapolate/interpolate information. Since, we focus on just the driver’s face this is very confined problem for
GANs. One key challenge today with synthesized thermal is that it relies purely on the training data and hence it
is hard to generalize.
Non-intrusive. Both synthesized thermal and NIR LED based approaches are non-intrusive. Furthermore,

both the approaches can leverage the existing smartphone systems to monitor the state of the driver without any
additional specialized hardware.
Low-cost. In case of synthesized thermal images, there is a need for specialized hardware atleast during the

training phase to collect paired FLIR thermal and RGB images. Thus to achieve a robust system, one may need
multiple FLIR cameras resulting in slightly expensive solution as each FLIR camera costs around 300$. On the
other hand, NIR LED based setup relies on just a few NIR LEDs and minimal additional electronics. As we showed
in this paper, the setup can be easily attached to the existing phones and the entire unit would cost <10$. Thus
enabling support to monitor driver state at large scale.
In conclusion, for large scale deployments NIR based setup is preferable due to its robustness, accuracy and

low-cost setup. However, with the advancements in deep learning synthesizing thermal images from RGB images
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is a promising avenue, especially given it can work with just a standard RGB camera (which is the holy grail for
monitoring in low-light conditions), thus eliminating any additional attachment to the smartphone.

10.3 Discussions
We provide some discussion on the generalizability of the proposed approach, few limitations and directions for
our future work.
(i) NIR LED selection: As we discussed in Section 6.1, while majority of the smartphones have an IR filter,

they do not completely block out infrared light. We leverage this insight to use NIR LEDs in our setup. However
the choice of NIR LED wavelength is very important for its effective operation. Even-though NIR LEDs can range
from 700-1000nm, using NIR LEDs in the range of 810-850nm is preferable based on our extensive experimentation
as, (i) they do not emit too much red light, which might be intrusive to the driver and (ii) most smartphone
cameras can capture NIR light in this range effectively.
(ii) Safety implications on usage of NIR LEDs: IEC-62471-1 [38] standard is followed for IR LEDs in lamp

applications, which define the limits and other risks when IR LEDs are used. Specifically, the standard mention
NO hazard or risk for long time duration, when the emitted radiant intensity of LED is within 100 W/𝑚2 at a
fixed distance of d=200mm [39]. The NIR LED [12] (OSRAM SFH 4787S) used in this work has radiant intensity of
25 W/𝑚2 at d=200mm (derived from the datasheet [12]), which is well within the acceptable limits of 100 W/𝑚2.
Furthermore, given that the driver is seated beyond 200mm from the smartphone with NIR LED in a typical
vehicle setting (typically around 40-60cm) and the emitted intensity is significantly lower than the limits, there is
none or negligible impact on human eyes.
(iii) Image synthesis GAN training and generalizability: Although image synthesis approach is cost-

effective, as the system scales it is imperative to collect large amount of data in order to train a GAN. This would
require deploying multiple FLIR cameras resulting in slightly expensive solution as each FLIR camera costs
around 300$. Furthermore, the trained model works well for a specific setting on which it is trained and needs to
be re-trained based on the camera mounting and the target geography (as the person’s face attributes vary from
one geography to another). One approach to make the model applicable widely is to train with much diverse data
and as mentioned earlier since the GAN requires just pairs of thermal and RGB images it is easier to collect one,
but is time consuming. Another approach to overcome this relies on advancements in computer vision and deep
learning algorithms, where recent works have used unsupervised cycle GAN [16, 84]. Cycle GANs are similar to
the GANs used in this paper for image to image translation, but with a key distinction that cycle GANs no more
require a paired set of low-light RGB and thermal images to synthesize a thermal image. This reduces the burden
in collecting the paired image data for training GANs, but has limitations in synthesizing accurate images.
(iv) Improving facial landmarks with GANs: In this work we showed the power of GANs to synthesize a

thermal image using just a low-light RGB image. The synthesized image leverages the learning from the paired
images to derive an intermediate representation, which is useful for low-light conditions. Furthermore, recent
works [28] show that GANs can be used to create different image styles, i.e., light, dark, grayscale, etc., which
can be used to train a robust facial landmarks. This coupled with the proposed thermal image synthesis can pave
the way towards robust facial landmark detection in low-light or nighttime conditions.
(v) Accuracy of fatigue and distraction models: The proposed models for face detection, landmarks, driver

fatigue and gaze extends state of the art techniques and has an overall accuracy around 85-90% in detecting events.
However, to deploy a system that alert drivers in real-time based on fatigue/distracted events in real-world, this
accuracy needs to be further improved. The current choice of detectors is dictated by the resource constraints in
a smartphone, as the goal in this paper is to perform on-device driver monitoring. Depending on the network
connectivity and bandwidth, one can train a much larger and accurate deep neural network in the cloud. However,
this requires sending video snippets to the cloud for processing and thus necessitates development of new edge
and cloud architectures for video processing.
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(vi) Large scale evaluation: In this paper, we have taken the first step towards developing a low-cost end-to-
end system for monitoring the state of the driver in low-light. Compared to prior works we perform extensive
evaluation of the proposed approaches from data collected with 15 drivers in real world conditions (basement
area and on real-roads). While we show excellent model performance with unseen data, new drivers and in
extreme lighting conditions, the number of drivers in the study is still limited. Hence, as part of our future work
we plan to deploy and test the proposed NIR setup with larger number of drivers in more diverse scenarios.

11 CONCLUSION
InSight is a smartphone-based system for monitoring driver fatigue and distraction in low-light conditions. In
this paper, we presented two novel and practical solutions viz., image synthesis and NIR LED setup, that enables
the InSight to be accurate, low-cost and non-intrusive. We demonstrated the efficacy of both the approaches
using data collected from controlled basement drives and real-world on-road drives.
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