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Language is a Universal Interface
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AFIPS ‘73

TODS ‘74

TODS ‘78



Natural language interface: One interface for all



Why Now?

• Bigger Opportunity
• Massiveness and heterogeneity of data and accelerated digitization resulting 

in increasing need for improved digital enablement

• Better Technology
• Advances in deep learning and program synthesis and availability of compute 

and benchmarks

• Growing Applications
• Virtual assistants, language to code, NL search, database QA, etc. 



NLIs and Digital Enablement

Show me the paper Susan sent 
me last week

Show me all high priority open 
bugs for Project Florence

When is my next meeting with 
Mike on marketing strategy 



Semantic Parsing 

Find all locations whose name contains the word “film” 

SELECT Address FROM Locations WHERE Location_Name

LIKE “%film%”;

Show me the latest unread messages about AAAI workshop

GET messages? filter=isRead eq false & $search=“AAAI workshop” 

& orderby=receivedDateTime desc

NL2SQL

NL2API



Beyond one-shot Semantic Parsing 

Show me the latest messages about AAAI workshop that I haven’t read

Were any of them sent by John?

Do you mean John A. or John B.?

I want only the messages marked as unread

Correction

Follow-up/ 
decomposition

I meant John B

Clarification



Beyond one-shot Semantic Parsing 

Richer Contextual Representations

Richer Models of User Interactions



Richer Contextual Representations



M I C R O S O F T  R E S E A R C H 10

CoSQL: 
Conversational Text-to-SQL

MultiWOZ:
Task-oriented Dialogue

SQA:
Weakly supervised Table QA

SParC: 
Sequential Text-to-SQL

Conversational Semantic Parsing (CSP) is the task of converting a 
sequence of natural language queries to formal language



M I C R O S O F T  R E S E A R C H

Multiple tasks, shared challenges

•Requires lots of annotated data

•Annotation is expensive, hard to collect and not 
always of good quality

• Learning to represent sequential (conversation) and 
structure (ontology) contexts is hard
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Conversational Semantic Parsing
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Challenge: representation context with respect to the sequence of utterances (conversation) 
and the structure of the underlying ontology (database)
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M I C R O S O F T  R E S E A R C H

Pre-training for Context Representation

1. Focus on pretraining, not finetuning (exploit 
shared characteristics).

2. CSP-specific objectives.

3. Pretrain only on synthetic data, MLM only on 
natural data.
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Synthetic Data Generation

14Campagna et al., ACL’20

Domain-independent 
state machine

Domain ontology + 
templates

Synthesis 
(Simulation)

In-domain 
synthesized data

Total of 120k synthetic task-oriented dialogues
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Synthetic Data Generation
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Created a total of 435k text-to-SQL conversations based on 400K tables in WikiTABLES
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Pre-Training Objectives
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Turn Contextual Switch (TCS):

• Aims to represent diff between 
the current and previous SQL

Column Contextual Semantics (CCS):

• Aims to represent the operation
expected on each schema item

(Yu et. al, 2021)
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Significant improvement over all baselines, 3 SOTA results

Conversational Text-to-SQL 
(CoSQL)

Dialog State Tracking (MultiWOZ 2.1)Sequential Question Answering (SQA)

Sequential Text-to-SQL 
(SPARC)
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Accuracy significantly improves on every turn except the first 
(in which the task is effectively a single-turn semantic parsing)
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Results for the SQA dataset. 
Other datasets exhibit similar behavior. 
Comparison with RoBERTa exhibits similar behavior
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Pre-training on the synthesized data with the new training objectives 
is much more effective than using it for data augmentation

19

CoSQL dataset

Base Model: RAT-SQL + BERT
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Richer Models of User Interactions
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Motivation

• Traditional Semantic Parsing : one-shot translation of an utterance to a 
corresponding logical form



Motivation

• Interactive Semantic Parsing: humans can further interact with the 
system by providing free-form natural language feedback to correct 
the system when it generates an inaccurate interpretation 
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Motivation

• Many Semantic Parsing Errors are minor and can be corrected if humans 
have a way to continue interacting with the system to correct them
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Semantic Parsing Correction with Natural Language Feedback

24
(ElGohary et. al, 2020)
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SPLASH: A Dataset of NL Correction
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NL2SQL 
Model

Mis-predicted SQLs Explain Collect Feedback 
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SPLASH: Explaining SQL
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SPLASH: Explaining SQL
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• Types of Feedback
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SPLASH: Explaining SQL
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• Types of Feedback
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Learning to Edit with NL Feedback

Difference between initial incorrect parse (source) and
correct parse (target) is a set of edit operations

(ElGohary et. al, 2021)
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Learning to Edit with NL Feedback

Most corrections involve a small number of edits
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Learning to Edit with NL Feedback

Learning to generate edits to correct mistakes based on 
open-form feedback

DecoderEncoder

“Find all locations whose 
name contains film”

“Address is wrong. I want the 
name of the locations”

SELECT Address FROM 

Locations WHERE Name 

Like ‘%film%’

Question:

SQL:

Feedback:

<select> op:delete Address </select>

<select> op:add Name </select>



Learning to Edit with NL Feedback

Model Correction 
accuracy 

(%)

Without Feedback:
- Re-ranking:  beam
- Re-ranking: parser score

11.9
11.3

With Feedback:
- Re-ranking
- Re-generation (EditSQL)

16.6
25.2

With Feedback:
- Learning to Edit (NLEdit) 41.4
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Multi-Modal Interactions as Feedback
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“Debug-it-Yourself” Interface:
1. A small-but-relevant example is created

2. Allow counterfactual exploration and editing

3. Link back to the main database

(Narechania et. al, 2021)
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• TODO: Show a 30-second demo.

34

Demo
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Take-aways

• Importance of leveraging context from interactions and underlying ontology 
(data) 

• Leveraging common challenges across multiple tasks

• Pre-training as a method for contextualization

• Better context representation leads to better few-shot learning abilities 

Richer Contextual Representations



M I C R O S O F T  R E S E A R C H

Take-aways

• Toward more collaborative AI systems that can use the user as a teacher

• Richer interaction can lead to better user satisfaction

• Richer models for feedback (binary, natural language , multimodal feedback)

• Interactivity as part of task definition and system evaluation

Richer Models of User Interactions
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Take-aways

• Data Collection and generalization

• Interactivity, continuous learning, and personalization

• Explainability, privacy and trustworthiness

• Evaluation and benchmarks

Many more challenges
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