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ABSTRACT
In recent years reinforcement learning (RL) techniques have been
successful in solving complex problems, especially in video games.
However, this rapid progress has not yet translated into mass adop-
tion of RL techniques in the video games industry. We believe there
isn’t enough focus on being able to specify not only what goal our
agents achieve, but also how they achieve it and also how rein-
forcement learning techniques fit into pre-existing workflows and
constraints. We offer three suggested methods to alleviate these
problems: Using preference learning to specify agent styles, us-
ing Potential-based Reward Shaping to make combining multiple
sources of reward more robust and using an automated reward
ratio scheduler to allow designers to work at a more meaningful
abstraction level. Finally, we present a set of questions that we
as a research community should answer to make reinforcement
learning more approachable by the widest audience of potential RL
users.
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1 INTRODUCTION
Recent results have proven, given ample computation resources,
that Reinforcement Learning (RL) based approaches can solve highly
complicated problems [3]. Even though many of these results have
been in the games domain [12], when we look to the games industry
∗Work done while at Microsoft Research Cambridge.
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(and many other customer-facing industries for that matter), we
see scant adoption of RL techniques. We think HCI research could
be applied to understand why this is the case and improve RL adop-
tion. For example, Jacob et al’s 2020 interview-based study of game
designers and developers around the challenges and opportunities
for RL in commercial games revealed two key challenges — the lack
of expressive control and inadequate designer workflows [8].

RL agents deployed in the real world need to respect a wide range
of constraints on how they achieve their goals, whether based on
safety, cultural expectation, fairness, justice–RL is still maturing
and so researchers are currently focused on ensuring that RL agents
can achieve their goals at the expense of most other considerations.
The prevailing approach of writing an all-encompassing single
scalar reward, also referred to as the reward hypothesis [13], to
train the reinforcement learning agent makes it difficult to respond
to all these different constraints. We claim that writing a single
mathematically-specified reward is not a suitably efficient way to
capture the rich, nuanced set of constraints that an RL agent needs
to respect in real-world tasks while also fitting into the workflow of
the widest audience of potential RL users. Novel techniques that en-
able system designers to be more expressive and guide autonomous
agent behaviour are vital. We argue, however, that if we want re-
inforcement learning techniques to be more widely adopted then
simply introducing new techniques isn’t sufficient. We also need
to investigate what types of practices are effective and how our
novel techniques integrate into preexisting workflows in training
the artificial agents.

The existing body of research on interactive reinforcement learn-
ing [2] have given us a strong foundation but unless reinforcement
learning techniques are improved with a user-centered design fo-
cused on eventual RL users rather than RL researchers, it is unlikely
we will see anything but results out of specialized research labs.
The video game industry is a good example of this untapped po-
tential where tooling and workflow integration for RL haven’t kept
up with the developments in research. This is preventing RL tech-
niques from being widely adopted by those who create games, even
though video games are a common testbed for RL research. We
believe reinforcement learning can be utilized in video games for
much more than benchmarking research.

Video games allow people to immerse themselves in whatever
stories they so desire [1], from the exhilarating adventures of a
wizard to the gut-wrenching experiences of a horror story protago-
nist. These stories are only as impactful as the fantasy of the world
they manage to evoke in the player’s mind [5]. The non-player
characters that populate these worlds are crucial in developing the
game’s fantasy—from the companions to fight alongside, to the
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monster that hunts the player, each computer-controlled agent has
a very specific role to play in bringing these game worlds to life.

Having agents that learn by themselves how to behave in these
varied stories is a long-lasting vision of videogame developers [15].
After all, wouldn’t it be incredible if the agents we have in our
games could surprise even their creators, instead of always behaving
in structured ways following hand-crafted rules? Reinforcement
learning, in theory, offers such a framework where agents can
act in a given environment towards a provided goal and learn
from their own experience. Unfortunately in practice, we are still
far from realizing this vision. The tension between keeping the
aforementioned “fantasy of the world” consistent, and the freedom
of the agents to act as they see fit is one of the aspects that hold
reinforcement learning back from game industry adoption.

To keep the fantasy of the game worlds alive it is essential for
the AI agents to be controllable and act in accordance with the style
of the world around it. When the player encounters any aspect that
seems out of place from this fantasy—whether it be a misplaced
prop, an unexpected piece of dialogue, or an AI agent acting er-
roneously— the illusion is broken [14]. Due to these constraints,
videogame designers often lean towards more hand-crafted, rule-
based techniques such as finite state machines [4] and behaviour
trees [7]. Designers who are tasked with weaving the fantasy of the
game world often must spend a significant amount of time tweak-
ing the parameters of the AI systems just to ensure the agent acts
as befitting the game’s chosen style under different circumstances.

On the other end of the control – autonomy continuum there
are end-to-end model-free reinforcement learning methods. These
techniques can deliver truly innovative or unexpected behaviours
that can surprise and delight players [9] but they care not for the
fantasy of the game, nor the aesthetic constraints valued by the de-
signer. This makes utilizing these agents in real video games rather
difficult [8]. Current learning techniques don’t lend themselves well
to abiding by the stylistic constraints of the game world.

Merely discovering techniques that afford more control over the
behavioural styles of our agents will not be sufficient to increase
adoption of reinforcement learning techniques in creative indus-
tries. We also need to be cognisant of the people who would actually
use these techniques, and how they would use them.

The designers who decide and tweak a game’s aesthetic aspects
are often separate from the engineers who implement the underly-
ing AI behaviours. Requiring designers to become proficient enough
in reinforcement learning to adjust the AI codebase to achieve the
desired style is unrealistic. Instead, we need to better understand
how designers work, and ensure the techniques we develop can fit
into their workflows to empower them in realizing their vision.

Thus, we claim substantially more research is necessary towards
improving how humans’ control, guide and interface with rein-
forcement learning techniques before learning models can be used
widely in creative industries. More specifically, we identify two
areas that we claim need more attention:

• The ability to specify not only what goal our agents achieve,
but also how they achieve it.

• The experience of training and iterating on reinforcement
learning agents, and how it fits into pre-existing workflows
and constraints.

In the following section we are going to describe our example
contributions towards these outlined problems.

2 PREFERENCE LEARNING TO SPECIFY
STYLE

We implemented a preference-based learning method (from [6])
to allow designers to specify their desired style through a simple
interface. We used a simplified 2D navigation task to understand
the previously raised problems better. Our proposed method works
as follows:1

(1) The game agent designer, in consultation with an RL engi-
neer designs the task for the agent to complete in a given
part of the game and creates a set of high level capabilities
and behaviours for the agent.

(2) The reinforcement learning engineer trains the agent to
solve the given task using traditional reinforcement learning
approaches.

(3) The designer is shown short clips of the agent acting to
accomplish the goal.

(4) The designer then selects the clips where the agent exhibits
more of the desired style, and doesn’t take “fantasy-breaking”
actions.

(5) The preferences of the designers are then fed back into the
agent as a “style-reward” for it to optimize.

(6) After the designer is happy with the behaviour of the agent,
they can move on to the next part of their game creation
process.

This approach has several important benefits: First, it is much
easier to recognize a desired style compared to describing it in math-
ematical terms. Furthermore, picking a desired behavior requires
no coding experience. This gives more agency to the designers
as compared to both existing practice [8] and the traditional RL
creation pipeline. This allows them to be more expressive when
creating agents in the game world.

Second, this approach decouples the process of training the agent
to accomplish the task, from training the agent to act in the desired
style. This decoupling results in a workflow better fit for multidisci-
plinary teams: The engineers can do the brunt of the reinforcement
learning training, and then the designers can focus only on shaping
style of the agent.

Third, this method drastically reduces the computation neces-
sary to iterate on different styles. Traditionally, in order to make
a change to a reinforcement learning agent–however small—the
whole training process needs to be restarted from scratch. This in
practice results in the need for a sizeable time and computation bud-
get and limits the number of iterations that can be done by the time
in a fixed schedule. In our method, because the designer is not start-
ing from scratch, but rather iterating on an already trained agent,
the computation and time requirements are much less, resulting in
higher iteration count.

Preference learning, of course, is not the only way to allow
designers to express themselves—on the contrary each preference
only contains one bit of information which is not a lot at all. What

1For a more detailed breakdown of our system refer to https://www.microsoft.com/en-
us/research/blog/designer-centered-reinforcement-learning/
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other techniques canwe imagine that are even richer in information,
and even better support designer creativity and expression?

• Can we use rankings, instead of binary preferences to allow
designers to specify the style in further detail?

• Can we use designer demonstrations to allows designers to
directly act out the desired style?

• Can we utilize user data and isolate the stylistic choices our
users have?

• Can we extract style information from other forms of input
such as videos or key framed animations?

3 WORKFLOW IMPROVEMENTS
Even after specifying a reward that captures the desired style, re-
ferred to as style reward, it is not trivial to integrate it into the
agent’s preexisting task reward. If the ratio of the style reward
to the task reward is too high, style reward overwhelms the task
reward and the original task performance suffers. However, if the
ratio is too low, then there is no observable behavior change. The
default approach to solving this problem is to iterate—tweak the
reward function slightly and run another experiment. This work-
flow is not efficient as “it’s unwieldy and it takes a lot of time” [8],
sometimes taking up to weeks of distributed training. This makes
retraining with incremental changes to a reward function very ex-
pensive and finding an effective way to combine style reward with
tasks rewards highly important.

The workflow of tweaking style reward and the task reward
ratio to achieve the right balance is made further difficult as there
is no inherent meaning to these values. What does it mean to have
the style reward be two times the task reward? Ideally, we like
the designers to be able to work with tuning knobs that are more
meaningful from a design perspective, instead of fiddling around
with arbitrary and hard-to-reason hyperparameters.

In theory, nothing is preventing the designers from running
thousands of experiments to find the perfect balance of task reward
to style reward. In practice fixed deadlines, computational budgets,
and waning motivation makes this naïve search a daunting task.

We contribute two example interventions to make introducing
style to an already trained agent easier:

(1) Using Potential-based Reward Shaping [10] to make the
original task performance more robust to the introduction
of a new style.

(2) Using an automated scheduler to balance the style to task
reward ratio in order to abide by the designer provided con-
straints.

Potential-based reward shaping (PBRS) is a technique that is initially
used to ensure the addition of shaping rewards do not negatively
influence the overall task performance. Shaping rewards are addi-
tional rewards that are separate from the main task reward. They
help guide the agent into accomplishing the main task. They have
the potential, however, to degrade the maximum original task per-
formance. For a navigation task where the goal is to reach the goal,
a shaping reward can be given whenever the agent gets closer to
the goals. We repurposed PBRS to make it easier to introduce the
style reward into the preexisting task reward. While using PBRS
doesn’t change resulting agent behavior, it makes reaching that
behavior a whole lot easier.

With the automated scheduler the designer specifies a minimum
acceptable task threshold. The scheduler then tries to maximize the
style reward while also keeping the task performance above the
specified threshold. The designer can interface with the system by
specifying nn acceptable reward thresholds and letting the system
optimize the style to task ratios, instead of directly manipulating
the style to task reward ratio to hit the desired reward threshold.

This method allows the designer to work in an abstraction level
that is more meaningful from a design perspective. Consider an
example where the designer is trying to shape a car racing agent to
drive in a specific, reckless style (which is suboptimal when it comes
to finishing the race as fast as possible) while also ensuring the agent
finishes the race in an allocated time. Previously the designer would
have to find the correct style (reckless driving) to task (finishing the
level fast) reward ratio to fulfill these constraints—if the agent was
too slow, the task reward weight would have to be increased, if the
driver didn’t seem reckless enough, the style reward weight would
have to be increased, iteratively, and over multiple experiments.
With our system we allow the designer to specify a minimum task
reward which makes it easier to implement a design idea such as
“finish the level in 30 seconds while maximizing the reckless driving
style” and the automatic scheduler ensures this is the case. We claim
the latter is a more effective workflow for designers.

The pain points identified and addressed here are two among
many. While there is some previous work [11], not enough focus is
given to investigating the reality of how reinforcement learning is
used by its users. Human-computer interaction research method-
ologies and user-centered perspectives are essential for us to make
reinforcement learning a more approachable and impactful tech-
nique. We still need further insights into:

• What are the most commonly faced issues when training
reinforcement learning agents?

• What are the correct abstraction levels to structure reinforce-
ment learning problems?

• What are the assumptions novice users make about rein-
forcement learning that hamper initial progress?

• How do we ensure that the benefits of RL distributed across
a more diverse range of stakeholders?

• How do we evaluate RL agents with an emphasis on real
world performance and constraints over training graphs?

4 CONCLUSION
With each new paper reinforcement learning techniques are get-
ting more and more capable of solving increasingly complex tasks.
Unfortunately, however, the conversation around how we harness
this increasing capability isn’t keeping up with the progress in
these developments. This situation speaks to the urgent need for
HCI research and methodologies to understand who ultimately
will use RL and how RL can be built for them. In this paper we
described two obstacles around adoption of reinforcement learn-
ing techniques (insufficient techniques for designer expression and
inefficient workflows) and described our example solutions. It is
our hope that we can expand the conversation around how rein-
forcement learning agents are trained and ensure the potential of
reinforcement learning doesn’t stay locked away in specialized
research labs.
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