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Abstract
This paper proposes a neural network based speech separation method using spatially distributed microphones. Unlike with traditional microphone array settings, neither the number of microphones nor their spatial arrangement is known in advance, which hinders the use of conventional multi-channel speech separation neural networks based on fixed size input. To overcome this, a novel network architecture is proposed that interleaves inter-channel processing layers and temporal processing layers. The inter-channel processing layers apply a self-attention mechanism along the channel dimension to exploit the information obtained with a varying number of microphones. The temporal processing layers are based on a bidirectional short term memory (BLSTM) model and applied to each channel independently. The proposed network leverages information across time and space by stacking these two kinds of layers alternately. Our network estimates time-frequency (TF) masks for each speaker, which are then used to generate enhanced speech signals either with TF masking or beamforming. Speech recognition experimental results show that the proposed method significantly outperforms baseline multi-channel speech separation systems.

Index Terms: Distributed microphone array, ad hoc array, speech separation, overlapped speech, distant speech recognition

1. Introduction
Speech separation research has made a tremendous progress over the past five years thanks to neural network approaches. The separation technology is indispensable for dealing with overlapped utterances in automatic speech recognition (ASR) because standard ASR frameworks can handle only one speaker at a time. Most existing successful speech separation front-ends for far-field ASR use a neural network that takes input from a fixed geometry microphone array [1, 2], where permutation invariant training (PIT) [3] is often applied to generate time-frequency (TF) masks for each speech source. To avoid the spectral distortion caused by TF masking, a beamformer can be created based on the estimated TF masks and applied to the microphone signals [4, 5, 6]. This type of multi-channel neural speech separation approach has been shown to yield significant ASR performance gains in real meetings [7, 8].

However, the speech separation technology has yet to be mature enough for ad hoc array recordings, where an unknown number of microphones are randomly distributed in a room. Ad hoc array processing allows people to use their own devices, e.g., cellphones or laptops, to virtually form a microphone array or enhance a microphone array installed in a room, thus providing greater user flexibility than fix array processing. It also enables speech processing algorithms to make use of diverse spatial information. With the cloud computing technology, the audio signals from the individual devices can be transmitted to and processed in the cloud for speech separation and transcription.

Two challenges have to be addressed to utilize spatially distributed microphones. Firstly, the number and spatial arrangement of the microphones are unknown. Secondly, the individual microphone signals are asynchronous. The latter problem can be largely alleviated by existing methods and is thus out of the scope of this paper [9, 10, 11]. On the other hand, the first issue hinders the use of conventional multi-channel speech separation networks that capitalize on time differences of arrival (TDOAs) obtained from a fixed geometry array. Transform-average-concatenate (TAC) method was proposed very recently [12] to address the distributed microphone challenge for an end-to-end speech separation framework called FaSNet [13]. However, little has been studied for the TF mask-based approach, which has been more successful on real data (see e.g., [8]) for the fixed array scenarios.

In this paper, we propose a deep neural network-based speech separation method that is invariant to the number and order of input channels as well as their spatial arrangement. The proposed network stacks a set of spatio-temporal processing blocks, each consisting of an inter-channel processing layer and a time recurrent BLSTM layer. The inter-channel processing layer applies a self-attention mechanism [14] along the channel dimension to leverage spatial diversity in a way that is invariant to the number and order of the input channels. Then, the BLSTM layer is applied to each output of the inter-channel processing layer for temporal modeling. By stacking the spatio-temporal processing blocks, the proposed method attempts to capture both the inter-channel and temporal correlations from the multi-channel input. Finally, global mean pooling layer, which is also invariant to the channel count and order, is applied to fuse the information from all the channels for subsequent mask estimation, which is used to obtain final enhanced speech signals, by either with TF masking or minimum variance distortionless response (MVDR) beamforming. ASR experiments are performed to show the efficacy of the proposed model on real recordings obtained with multiple cell phones.

2. Proposed system
Figure 1 shows the processing flow of our proposed speech separation model using spatially distributed microphones. The proposed model consists of three elements, spatio-temporal processing, global fusion, and mask estimation. After being processed with short time Fourier transform (STFT) and mean and variance normalization, the multi-channel signals firstly undergo multiple spatio-temporal processing blocks, with which the number of channels remains unchanged. Then, a global fusion layer consolidates the multi-channel information. Finally, TF masks are estimated for each speech source by the mask estimation layers. With shared parameters across all channels in each element block combined with the global fusion layer guarantees the proposed model invariant to the input permutation.
2.1. Spatio-temporal processing block

The spatio-temporal processing block consists of an inter-channel processing layer and a temporal processing layer. By stacking multiple blocks, the inter-channel and temporal processing layers interleave alternatively, leading the entire network to exploit the information across space and time.

2.1.1. Inter-channel processing layer

The inter-channel processing layer accepts a 3d tensor of shape (channel, time, feature) as input and produces another 3d tensor as output. By applying the self-attention mechanism along the channel dimension, the representations of each channel are combined with those of the other channels. A multi-head dot-product attention scheme [14] is used for the combination.

Let $X = [X_0, \ldots, X_{T-1}]$ denote the input tensor, where $X_t \in \mathbb{R}^{N \times C}$ is the input feature matrix for time $t$ while $T, C,$ and $N$ represent the numbers of time frames, the input channels, and the features per channel, respectively. (Note that $C$ can take different values for different training/testing utterances.) Let us also denote the number of attention heads by $D$. For each attention head, the input features are transformed into query ($Q$), key ($K$), and value ($V$) embedding subspaces of dimension $E$ as follows:

- $Q^i_t = W^tQX_t + b^Q_t$ (1)
- $K^i_t = W^tKX_t + b^K_t$ (2)
- $V^i_t = W^tVX_t + b^V_t$ (3)

Matrices $Q^i_t$, $K^i_t$, and $V^i_t$ (all of them in $\mathbb{R}^{E \times C}$) denote the query, key, and value matrices, respectively, for the $i$th attention head at time $t$, which are produced by the transformations defined by $W^tQ \in \mathbb{R}^{E \times N}$ and $b^Q \in \mathbb{R}^E$ (for $i \in \{Q, V\}$), whereas $W^K$ and $b^K$ are shared among all channels. Within each head, a cross-channel similarity matrix is computed by taking the product of the query and key matrices. A softmax function is applied to each column of this matrix to obtain an attention matrix $A^i_t \in \mathbb{R}^{C \times C}$ as

$$A^i_t = \text{softmax} \left( Q^i_t \cdot K^i_t \right).$$

(4)

The value matrix $V^i_t$ is multiplied by the attention matrix as

$$Y^i_t = V^i_t \cdot (A^i_t)^	op,$$

(5)

yielding an intermediate output matrix $Y^i_t \in \mathbb{R}^{C \times E}$, which is concatenated across the subspaces as

$$Y_t = \begin{bmatrix} Y^0_t \\ \vdots \\ Y^{D-1}_t \end{bmatrix} \in \mathbb{R}^{(E \times D) \times C}.$$  

(6)

A position-wise single-layer fully connected network with ReLU activation is applied to each channel slice of $Y_t$ to generate an output, $Z_t \in \mathbb{R}^{N \times C}$, of the inter-channel processing layer. A residual connection is applied between the input and output of the inter-channel processing layer to mitigate the gradient vanishing problem.

2.1.2. Temporal processing layer

The temporal processing layer applies a shared neural network to each output channel from the inter-channel processing layer to capture the temporal correlation within each channel and thereby leverage the dynamics inherent in speech signals. Various temporal models may be used, including recurrent layers, time convolutional layers, and self-attention layers with positional encoding. In this paper, we choose to use BLSTM with output projection [15], whose parameters are shared across all the channels.

2.2. Global fusion

After multiple layers of spatio-temporal processing, the number of the channels in the neural network remains the same as the microphone number while the information has been transmitted across the channels and time frames. A global fusion layer is introduced to consolidate the information from all the channels in a way that is independent of the number of the input channels. Cross-channel multi-head attention followed by mean pooling is used in this paper for global fusion.

2.3. Mask estimation and training criterion

We adopt the TF masking approach [16] for speech separation during model training. Two different fully connected feed-forward layers are appended on top of the mean-pooling layer to estimate the TF masks for two target speakers. The estimated masks are applied to the mixed speech spectrum of the first input channel to compute a separated speech spectrum for each
source which is processed by inverse short time Fourier transform to generate final time domain separation result.

The entire model is trained with an utterance-level scale invariant signal-to-noise ratio (SISNR) between the separated and clean waveforms [17]. PIT is employed to deal with the output permutation indeterminacy problem.

2.4. Signal enhancement at test time

At test time, there are two things that have to be considered.

• The nonlinear distortion resulting from the TF masking is detrimental to ASR, which can be mitigated by a mask-based MVDR beamforming technique [18].

• The mask-based MVDR recovers a source image that would have been observed at a selected spatial location, which is often chosen from the microphone positions. In the distributed microphone set-up, some microphones may be much closer to the speaker to be extracted than others. Therefore, for each speaker, we want to pick the microphone that has the highest signal-to-distortion ratio (SDR) for that speaker’s signal.

The MVDR beamforming coefficients are estimated for each target speaker by following [6]. The reference microphone is selected to maximize a posterior SNR [6]. One drawback of using MVDR beamforming for speech separation is that it maintains a unit gain toward a certain direction. Therefore, even if the separation mask values are zeros over all TF bins, MVDR cannot completely filter out the interfering speech especially under reverberant conditions. This results in a significant increase in insertion errors when the utterances are only partially overlapped, which is usually the case in practice. Following [7], we resolve this problem by applying VAD masks to the MVDR output to remove the leaked interference. The VAD masks are estimated with an initial ASR pass on the TF-masked signals.

3. Experiments

3.1. Data

Our training data set is created with simulation from the 460-h clean subset of the LibriSpeech corpus [19]. Room impulse responses (RIRs) are generated with the image method to simulate room reverberation [20, 21]. Specifically, a conference-room distributed microphone scenario is simulated as follows. i) Randomly choose a room size, a table size, and a reflection coefficient. ii) Place the bounding box defined by the table at a random place in the room. iii) Randomly choose 10 microphone locations within the bounding box. iv) Randomly choose 10 loudspeaker locations around the bounding box. v) Run the image method.

A total of 230,000 RIRs are generated offline. For each training example, we randomly choose one room and pick up seven microphones and two speaker positions to obtain the RIRs. Two randomly chosen LibriSpeech utterances are convolved with the RIRs to generate two seven-channel reverberant signals. Then, they are overlapped with each other at a randomly determined overlap ratio to generate a seven-channel mixed speech signal. The overlap ratio is sampled from a uniform distribution in [0, 1]. A point source noise is added to each mixed speech signal at an SNR level around 15 dB. A validation set is also created in the same way by using different RIRs than those used for the training set.

For evaluation, we created a real recording dataset by using distributed microphones. The recording took place in a conference room (10m × 5m) with constant air conditioning noise. We used five loudspeakers to continuously playback concatenated LibriSpeech clean test utterances to simulate a meeting scenario with five attendees. The maximum number of simultaneously active speakers was set to two. We split the test set into eight groups. Different overlap ratios were used for different groups, ranging from 5% to 30%. Each group’s audio was approximately 10 min long. Four cellphones (two iPhones and two Android phones) and three laptops were used as recording devices, which were randomly placed on a table with at least one device in front of each loudspeaker. The audio signals were sampled at 16 kHz. Automatic gain control (AGC) was turned off for all the devices during the recording. To facilitate channel synchronization and utterance segmentation, we added a pure tone signal at the beginning of the playback audio file of each group.

In this paper, we use the reference tone signal to synchronize the individual device signals. Also, each mixed utterance was extracted by using the correct segmentation information. Evaluation in a more realistic continuous speech separation setting [22] is out of our current scope.

3.2. Separation model training

Our speech separation model is configured as follows. The input waveform of each channel is transformed into an STFT representation with 257 frequency bins every 16 ms. Layer normalization is performed on the input spectrum magnitude vectors. Three spatio-temporal processing blocks are stacked. All self-attention layers have 128-dimensional embedding spaces and eight attention heads. A position-wise fully connected layer transforms this onto a 257-dimensional space. The BLSTM layers have 512 cells for each direction, followed by a projection layer that maps onto a 257-dimensional space. In each spatio-temporal block, a residual connection is added. A global fusion layer is appended on top of the spatio-temporal processing blocks, which is followed by two 257-dimensional mask estimation layers, one for each speech source.

During training, a learning rate is decayed by half when the SISNR measured on the validation set does not decrease for three consecutive epochs.

3.3. Comparison systems

Two baseline systems are built to examine the effectiveness of the proposed method. One system, referred to as a multi-stream approach, applies a monaural separation system to each microphone signal and then consolidates the separation results from all the channels. The single channel separation model is trained on the same dataset. This model uses a power spectrum as input and has four BLSTM layers, followed by two mask generation layers. The separation processing is applied to each input channel independently, resulting in 2 × C TF masks. Because the orders of the separated sources may be inconsistent between different channels, cross-channel permutation alignment is performed. We use the separated signals from the first microphone as a reference permutation. For each of the other channels, the output signal order is aligned with that of the first channel by finding the permutation that minimizes the mean squared error between the two magnitude-normalized separation results. For each source, the TF masks that yield the highest posterior SNR is picked to perform MVDR beamforming.

Based on the first baseline system, a second baseline system is built using a multi-channel feature, called a relational feature, in addition to the power spectrum as input to a separa-
Table 1: %WERs of different systems.

<table>
<thead>
<tr>
<th>System</th>
<th>TF Masking</th>
<th>MVDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture</td>
<td>28.66</td>
<td>24.18</td>
</tr>
<tr>
<td>Multi-stream</td>
<td>26.90</td>
<td>21.63</td>
</tr>
<tr>
<td>+ Relational features</td>
<td>17.75</td>
<td>16.11</td>
</tr>
<tr>
<td>Proposed</td>
<td>24.39</td>
<td>20.89</td>
</tr>
</tbody>
</table>

Table 2: %WERs with different channel selection schemes.

<table>
<thead>
<tr>
<th>System</th>
<th>Oracle</th>
<th>Max-SNR</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-stream</td>
<td>21.68</td>
<td>24.18</td>
<td>30.66</td>
</tr>
<tr>
<td>+ Relational features</td>
<td>15.06</td>
<td>21.63</td>
<td>24.23</td>
</tr>
<tr>
<td>Proposed</td>
<td>16.71</td>
<td>16.11</td>
<td>17.85</td>
</tr>
</tbody>
</table>

Figure 2 shows the WERs for different numbers of input channels obtained with the multi-stream and proposed systems. In each evaluation setting, it was guaranteed that there was a relatively close microphone on the table in front of each loudspeaker. For the proposed method, using more microphones consistently improved the WER. However, the performance of the multi-stream system did not change very much depending on the microphone number (the best performance was achieved with four microphones). With the multi-stream processing, although the use of more microphones should contribute to MVDR accuracy improvement, the gain was offset by the increased difficulty of channel selection. In contrast, as the proposed method is far less sensitive to the channel selection accuracy as shown in Table 2, it always benefited from the increased number of input channels. The performance degradation for the two-channel case is one of the areas that need to be addressed in the future while it may be alleviated by including two-channel examples in the training data.

### 4. Conclusion

We presented a neural network based speech separation algorithm using spatially distributed microphones. A novel spatio-temporal processing block was proposed to take advantage of multi-channel information in a way that is independent of the number and permutation of the microphones. Our proposed block consists of a self-attention-based inter-channel processing layer and a temporal processing layer. Multiple spatio-temporal processing blocks are stacked, followed by a mean pooling layer for global information fusion. Significant WER improvement was achieved compared with the baseline systems.
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1. Note that the oracle channel selection scheme used TF-masked signals for SDR computation while our automatic channel selection scheme (Max-SNR) were based on MVDR outputs, which could account for the proposed method not benefiting from the oracle channel selection in Table 2.
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