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Abstract

Speech separation has been successfully applied as a front-end processing module of conversation transcription systems thanks to its ability to handle overlapped speech and its flexibility to combine with downstream tasks such as automatic speech recognition (ASR). However, a speech separation model often introduces target speech distortion, resulting in a sub-optimum word error rate (WER). In this paper, we describe our efforts to improve the performance of a single channel speech separation system. Specifically, we investigate a two-stage training scheme that firstly applies a feature level optimization criterion for pre-training, followed by an ASR-oriented optimization criterion using an end-to-end (E2E) speech recognition model. Meanwhile, to keep the model light-weight, we introduce a modified teacher-student learning technique for model compression. By combining those approaches, we achieve a absolute average WER improvement of 2.70\% and 0.77\% using models with less than 10M parameters compared with the previous state-of-the-art results on the LibriCSS dataset for utterance-wise evaluation and continuous evaluation, respectively.
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1. Introduction

Deep learning based speech separation has been investigated in recent years since the proposal of deep clustering (DPCL) \cite{1} and permutation invariant training (PIT) \cite{2}. Various follow-up studies have been reported, including exploration of the different architectures \cite{3, 4, 5} and recipes \cite{6, 7, 8}, extension to multi-channel processing \cite{9, 10} and joint modeling with other tasks such as automatic speech recognition (ASR) \cite{11, 12}. These advances resulted in improved performance with respect to several metrics related to audio quality and ASR accuracy.

Recently, the multi-channel speech separation achieves good performance \cite{13, 14} and has been successfully integrated into conversation transcription systems \cite{15}. However, the improvement has still been limited with single channel input for the conversational tasks \cite{16, 17, 18}. The single channel conversation transcription remains challenging for two reasons. Firstly, a single channel network can not be benefited from the spatial information, leading to inferior separation. Secondly, the single channel separation often employs a signal-level objective function, which is known to introduce speech distortion that hurts the accuracy of ASR systems \cite{19}.

To overcome this limitation, several methods have been studied. In \cite{20, 21}, a feature-level objective function was found to be beneficial for ASR. The joint optimization of the front-end with the back-end ASR was also shown to be effective in both speech enhancement \cite{22, 23, 24} and separation \cite{25, 26}. However, despite these promising results, the past studies on ASR-oriented speech separation lacks consideration of two aspects. Firstly, the ASR back-end used in the past works were either jointly updated or tightly connected to the separation model, which could cause undesirable word error rate (WER) degradation on out-of-domain dataset and less flexibility of using each module in different application scenarios. Secondly, a jointly trained speech separation model may suffer from performance degradation when the back-end ASR model is changed.

In this paper, we attempt to answer the above questions experimentally by using the LibriCSS dataset with the goal of improving the performance of the single channel speech separation for conversation transcription. We adopt a training recipe which can leverage knowledge from both an ASR system and spectrum reconstruction. Specifically, our training recipe contains two stages, where a seed model is firstly trained under a conventional mask-based feature approximation objective, followed by fine-tuning with the ASR-oriented training criteria using an end-to-end ASR network. The ASR model used for training could be different from that employed for evaluation, and its parameters are kept fixed during training to prevent the co-adaptation of the front-end and ASR model. In addition, our comparison shows that a Conformer-based separation model outperforms several other state-of-the-art model architectures. As regards the model architecture, we also examine the effect of model compression using the layer-wise teacher-student learning proposed recently \cite{27} to achieve fast inference and lower runtime cost. Finally, we report results for both the utterance-wise and continuous evaluation settings of LibriCSS, outperforming the previously reported best numbers.

2. System Description

2.1. Signal Model

We consider the following signal model with \(C\) speakers. The single channel far-field signal \(y\) in time domain is impaired by reverberation and additive noise:

\[
y = \sum_{c} x_c + n = \sum_{c} s_c \ast h_c + n, \tag{1}
\]

where \(h_c\) is room impulse response (RIR) between speaker \(c\) \((0 \leq c < C)\) and the microphone. \(s_c\) is \(c\)-th source speaker and \(x_c\) denotes the corresponding image signal. We model environment noise as \(n\), consisting of directional and isotropic noise. After applying short-time Fourier transform (STFT), (1) is converted into frequency domain:

\[
Y = \sum_{c} X_c + N, \tag{2}
\]
where \( \{ Y, N, X_c \} \in \mathbb{C}^{T \times F} \). \( T \) and \( F \) denote the total number of time frames and frequency bins.

2.2. Conformer Structure

We employ the frequency domain model \( \mathcal{M}(\cdot) \) for single channel separation as it was found to be more robust for speech recognition than time domain structures from our preliminary results. The network is trained to estimate the time-frequency masks (TF-masks) on image signals, i.e., \( M_{tf}(Y) \in \mathbb{R}^{T \times F} \). Inverse STFT (iSTFT) is used for signal reconstruction for the additional post processing

\[
x'_c = \text{iSTFT}(Y \odot M_c).
\] (3)

Following the work in [18], a modified Conformer [28] structure that consists a stack of conformer blocks is used as \( \mathcal{M}(\cdot) \) for TF-masks estimation. Our conformer block is composed of three parts, i.e., a multi-head self-attention module (MHSA) [29], a convolution module (CONV) and a feedforward network (FFN). The output of the conformer block \( z_3 \) is calculated as the following equations given the input \( z_0 \)

\[
\begin{align*}
z_1 &= z_0 + \text{MHSA}(\ln(z_0)) \\
z_2 &= z_1 + \text{CONV}(\ln(z_1)) \\
z_3 &= z_2 + \text{FFN}(\ln(z_2))
\end{align*}
\] (4)

where \( \ln(\cdot) \) denotes the layer normalization. The dropout layers within the conformer block are disabled.

For the implementation of the MHSA, we adopt the learnt relative position encoding described in [30] instead of the original version [31]. Besides, a squeeze-and-excitation (SE) [32] block is added to the last layer of the convolution module which operates on the output of the second pointwise convolution.

2.3. Network Training

Although the prior work in [18] has reported significant improvement in terms of WER by using the Conformer structure for speech separation, a large performance gap is observed between the single channel and multi-channel systems, i.e., 5.9% and 8.2% absolute WER increase when overlap ratio is 30% and 40%. One of the potential reasons lies in the mismatch between the front-end objective function and speech recognition. In a typical mask learning based separation network, ideal amplitude mask (IAM) is used as the training target and the loss function for spectrum approximation is defined as

\[
L_{SA} = \arg \min_{\phi \in \mathcal{P}} \sum_{(i,j) \in \phi} \| M_i \odot |Y| - |X_j | \|_F
\] (5)

under the permutation invariant training criteria. \( \mathcal{P} \) refers all the possible permutations over \( C = 2 \) speakers and \( \| \cdot \|_F \) denotes the Frobenius norm.

However, the modern ASR model uses the acoustic features such as filter-bank (fbank), MFCC as the network input, which employs a representation with considerably lower dimension than acoustic mask. Thus the spectrum approximation in front-end may be redundant for the reconstruction of the acoustic features, which not only increases the difficulties of the network optimization, but also puts mismatched emphasis for signal recovery. For example, the fbank feature gives more weights on the lower frequency regions, while the IAM treats each frequency equally.

To lead the better estimation of the acoustic features that the ASR back-end expected and reduce the potential feature distortion, we modified equation (5) to measure the feature level difference instead of the amplitude:

\[
L_{FS} = \arg \min_{\phi \in \mathcal{P}} \sum_{(i,j) \in \phi} \| F(M_i \odot |Y|) - F(|X_j|) \|_F
\] (6)

where \( F(\cdot) \) denotes the feature transform function. In order to further match the ASR input, on top of the model optimized with (6), we adopt a well trained ASR model and tune the separation model using ASR’s training criteria. In this work, during training, we employ encoder-decoder based E2E speech recognition model in the experiments, with a hybrid CTC & attention objective function [33]:

\[
L_{ASR} = \sum_c \lambda \log p_{ac}(r_c|X'_c) + (1 - \lambda) \log p_{ac}(r_c|X'_c) \] (7)

where \( X'_c = F(M_c \odot |Y|) \) denotes the feature sequence of the separated speaker \( r_c \) and \( r_c \) is the corresponding transcription. \( \lambda \) is a hyper parameter to balance the CTC loss on encoder branch \( \log p_{ac}(\cdot) \) and the cross-entropy loss \( \log p_{ac}(\cdot) \) on the decoder predictions.

When initialized with a well trained separation model using feature recovery objective (6), the permutation computation logic is not necessary for ASR objective, as shown in (7). For each training sample, we determine the label permutation by measuring the distance between \( M_c \odot |Y| \) and spectrum of the reference signal \( |X_c|, c \in \{0, 1\} \). In this case we can save 50% computation when calculating the loss values. Note that we found that directly optimizing with ASR objective from scratch leads to strong turbulence in model convergence and results in inferior performance, so we excluded this setup in the experiments.

2.4. Model Compression

Despite the promising results, the conformer based separation network usually employs model architecture with large parameter size. This usually brings difficulties in model deployment because of expensive computation and slow inference, especially on edge devices. To reduce the model size, we apply the recently advanced teacher student learning. Specifically, the well trained large separation network serves as the teacher and provides the reference separation for the smaller student model. The layer-wise TS objective \( L_{TS} \) adds L2 distance between the hidden representation from teacher and student model in each layer, as shown in (8):

\[
L_{TS} = \gamma_s \cdot L_{TS} + \sum_s \gamma_s \cdot \| H_s - H^T_s(\phi(s)) \|_F , \] (8)

where \( g(\cdot) \) is a uniform layer mapping function between indices from student layers to teacher layers and \( \gamma_s \) is the weight value of the \( s \)-th hidden layer. \( L_{TS} \) removes the permutation computation to force the student network fully following the teacher’s actions:

\[
L_{TS} = \sum_c \| F(M_c \odot |Y|) - F(M^c \odot |Y|) \|_F , \] (9)

where the \( M^c \) refers to teacher’s mask prediction of the speaker \( c \).
Moreover, we apply an objective shifting (OS) [34] mechanism for more effective TS learning, which enables us to train the student network with both teacher’s predictions and ground truth references. The objective function equipped with OS mechanism is:

$$
L_{OS} = \omega_1 L_{TS} + (1 - \omega_1) L_{ref},
$$

where $\omega_1 = \text{sigmoid}(-k(t - t_0))$ and $t$ refers to the training steps. $k$ and $t_0$ are hyper parameters. We describe the detailed exploration on separation with TS learning in a separate paper [35], and we refer audiences to that for more details.

### 3. Experimental Setup

#### 3.1. Dataset

We evaluate our methods on the LibriCSS [16] dataset which consists of 10 hours of multi-speaker recording from a meeting room with an overlap ratio ranging from 0% to 40%. The recording device is a seven-channel circular microphone array and we use the signal of the first channel for the single channel performance evaluation. We evaluate our model in both utterance-wise and continuous evaluation as defined in [16].

For model training, we employ two datasets: the first one consists of 219-hour audio data using the close talk speech sampled from WSJ1 and the second one includes 1000-hour overlapped mixture whose source speech is sampled from LibriSpeech. Both dataset are simulated according to the signal model described in equation (1) and each training sample contains one or two speakers. The artificial room impulse response of two-speaker cases, the mixing SDR ranges from -5 dB to 5 dB and four mixture types are considered following the work [36]. Both directional and isotropic noises were added to each mixture with an SNR uniformly sampled between [0, 20] dB and [10, 20] dB, respectively. The directional noises are simulated by convolving the point source noise from MUSAN dataset with the RIRs.

#### 3.2. Separation Model

Following the description in Section 2, the Conformer structure is adopted as our primary network. The Cfmr base model has 16 encoder layers, 256 attention dimensions with 4 heads. The inner-layer of the FFN has 1024 dimensions and the kernel size is adopted as our primary network. The Cfmr base and Cfmr small models are trained by $L_{TS}$ with AdamW optimizer where the weight decay is set to $0.01$. A learning rate scheduler with linear warm-up and decay is used and the peak value of the learning rate is set to $10^{-4}$. The model is trained for 260k steps in total where the warm-up step is set as 10k. The CRN and Dense-CRN models are trained with the Adam optimizer with a weight decay of $10^{-5}$ and an initial learning rate of $10^{-5}$. Those networks are trained for a maximum of 260k steps and the learning rate is halved if no validation improvement is observed for two consecutive epochs. The early stopping strategy is applied to avoid over-fitting.

When using the ASR-oriented objective function $L_{ASR}$ or retraining the model by $L_{TS}$ with additional data, the network is initialized with the pre-trained models, and we continue the training for 100k steps. During the first 25k steps, the learning rate is set to $4 \times 10^{-5}$ and starts linear decay after that. The AdamW optimizer with a weight decay of 0.01 is used. For $L_{ASR}$, $\lambda$ is set to 0.2 and the unigram label smoothing is involved for calculation of the cross-entropy loss, which are kept same as the training configuration of ASR matched. We apply gradient accumulation of 4 steps to increase the batch size due to the memory issues. The linear mel transform is used as the function $\mathcal{F}({\cdot})$ in our experiments.

For TS learning, the training configuration is same with the random initialization training, e.g., the learning rate scheduler, optimizer and the total training steps. We use $t = 1.5 \times 10^5$ and $k = 5 \times 10^{-4}$ in $L_{DS}$ and $g(s) = \{2, 5, 8, 11, 14, 15\}$ for $s \in \{0, \ldots, 5\}$ in $L_{TS}$. All the models are trained using our self-developing tools based on PyTorch.

### 4. Evaluation Results

#### 4.1. Architecture Comparison

We compare the utterance-wise performance on different network architectures in Table 1. Here, all front-end models are trained with 219 hours WSJ1 dataset, and ASR matched is used.
for the back-end. On Conformer architecture, a clear WER improvement is observed when comparing the feature-level and the signal-level objectives, especially for high overlapped conditions. For example, WER on 30%/40% subsets are reduced from 13.4%/15.1% to 12.1%/13.9%. We also observe that both Cfmrbase and Cfmrsmall significantly outperform other popular network architectures. Compared with Cfmrbase, smaller model Cfmrsmall showed a clear WER increase, indicating that the necessity of more efficient training scheme such as model compression.

### 4.2. Comparison of Training Objective

The comparison among models trained with different objective functions is shown in Table 2. Here, all models are trained on the 1000-hour LibriSpeech mixture data starting from the pre-trained model with 219-hour WSJ1 mixture. The first and fourth rows indicate the results of the speech separation model pretrained by LFSA, while the second and fifth rows indicate the results of the model pretrained by LASR. Finally, the rows with a loss LFSA→LASR refers the model using ASR-oriented objective, but initialized with the model corresponding to the first row.

Compared with Table 1, a clear benefit of using additional training data can be observed. The model pretrained by LFSA reduces the average WER from 9.1% to 8.0% on ASRmatched and the model trained by LASR demonstrates advantageous performance than LFSA on all subsets, showing the effectiveness of ASR-oriented optimization. Meanwhile, another 5% WER reduction is observed by better initialization (LFSA→LASR). We can also see that, even though the separation model is tuned with ASRmatched, the consistent performance improvement still exists when the ASR model is changed to ASR [38] which uses a slightly different feature and architecture. Finally, compared to the state-of-the-art system reported in [17], our model shows a significant performance improvement, reducing the average WER from 9.1% to 5.7%.

### 4.3. Model Compression

The result for model compression is shown in Table 3, where all models have Cfmrsmall architecture. LGOS→LASSR means the model trained using ASR-oriented objective, with LASSR optimized model as the initialization. All the models are trained on 1000-hour Librispeech dataset.

Similar to Table 2, the two-stage training scheme significantly improves the WER of Cfmrsmall. Compared with a training from scratch, LASSR brings notable WER reduction and shows competitive results with the ASR-oriented training. A further WER reduction is observed when the LASSR trained model is further fine tuned by the ASR-oriented objective function. After applying the TS learning, the performance gap between teacher and student models is reduced to 1.1% WER increase, with 62% reduction in parameter size.

### 4.4. Continuous Evaluation

We follow the similar chunk-wise processing described in [18] for continuous speech separation with signal-wise stitching. Compared with the previous work in [18], both Cfmrbase and Cfmrsmall show remarkable improvement for the highly overlapping test sets after the training based on LASSR, while the Cfmrsmall has a 5 times smaller parameter size compared with the 58.72M-parameter model of [18]. However, the numbers on the non-overlapping sets have slight performance degradation compared with the results of [16], which suggests us the potential room of improvement under current framework.

### 5. Conclusions

In this paper, we investigate several practical aspects of single channel speech separation for ASR, including a two-stage training scheme to utilize both feature and ASR-oriented optimization criterion and the TS training as the final step to compress the model size. The conclusions on the utterance-wise and continuous evaluations are consistent and the performance gains from the ASR-oriented training could be shifted to another different ASR model. The state-of-the-art results using a smaller Conformer model with less than 10M parameters on LibriCSS dataset are achieved on utterance-wise evaluation, which gives an average 2.7% absolute WER reduction compared with the best results shown before. For the continuous evaluation, we achieve an average relative WER improvement of 6.4% with significant gains on overlapped sets.
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