
Rapid Speaker Adaptation for Conformer Transducer: Attention and Bias are
All You Need

Yan Huang, Guoli Ye, Jinyu Li, and Yifan Gong

Microsoft Corporation
{yanhuang, guoye, jinyli, ygong}@microsoft.com

Abstract
Conformer transducer achieves new state-of-the-art end-to-end
(E2E) system performance and has become increasingly ap-
pealing for production. In this paper, we study how to effec-
tively perform rapid speaker adaptation in a conformer trans-
ducer and how it compares with the RNN transducer. We hi-
erarchically decompose the conformer transducer and compare
adapting each component through fine-tuning. Among various
interesting observations, there are three distinct findings: First,
adapting the self-attention can achieve more than 80% gain of
the full network adaptation. When the adaptation data is ex-
tremely scarce, attention is all you need to adapt. Second,
within the self-attention, adapting the value projection signif-
icantly outperforms adapting the key or the query projection.
Lastly, bias adaptation, despite of its compact parameter space,
is surprisingly effective. We conduct experiments on a state-of-
the-art conformer transducer for an email dictation task. With
3 to 5 min source speech and 200 minute augmented personal-
ized TTS speech, the best performing encoder and joint network
adaptation yields 38.37% and 19.90% relative word error rate
(WER) reduction. Combining the attention and bias adaptation
can achieve 90% of the gain with significantly smaller footprint.
Further comparison with the RNN transducer suggests that the
new state-of-the-art conformer transducer can benefit as much
as if not more from personalization.
Index Terms: Speaker Adaptation, Personalization, Conformer
Transducer, Transformer, Speech Recognition

1. Introduction
Among the various forms of E2E models [1–15], conformer
transducer has achieved new state-of-the-art performance [16–
18]. It models both local and global dependencies through
parameter efficient combination of convolution network and
transformer. Together with the recent development of effec-
tive streaming techniques [19–21], conformer transducer has
become increasingly appealing and practical for production.
Thus personalization, a widely practiced strategy in industry
systems [22–24], naturally becomes our next problem to tackle.

Personalizing an E2E system is challenging due to its uni-
fied end-to-end structure. Rapid speaker adaptation refers to
adapting a speech model to a specific speaker with limited data
(e.g. less than 10 min). It has been studied substantially both in
the hybrid [24–32] and E2E systems [33–38]. A comprehensive
and up-to-date overview of this topic can be found in [39].

Complexity and cost are the important practical considera-
tions for personalization. In this paper, we would like to answer
the following two questions: First, how to effectively perform
rapid speaker adaptation in a conformer transducer; Second,
to what extent this new state-of-the-art E2E model can bene-
fit from speaker adaptation and how it compares with the RNN
transducer (RNN-T) [36].

We adopt a top-down analytic approach to decompose the
conformer transducer and compare adapting each component
as speaker signature. We found that adapting the self-attention
can achieve more than 80% gain of the full network adapta-
tion. When data is scarce, attention is all you need to adapt. In
particular, despite with similar size, the value projection adapta-
tion yields significantly larger gain comparing to the key and the
query projection. Adapting the bias of the network is surpris-
ingly effective, especially given the parameter space is highly
compact. Furthermore, we found adapting the lower and middle
conformer layers slightly outperforms the top layers. Avoiding
adapting the top conformer layers may help alleviate the im-
pact of imperfect labeling in unsupervised adaption. Lastly, at
the top transducer level, the encoder adaptation is significantly
more effective than adapting the prediction, joint, and softmax
network, consistent with our previous study in the RNN-T [36].

We conduct experiments on a state-of-the-art conformer
transducer for an email dictation task. Each speaker has 3 to
5 min source adaptation speech. The best performing encoder
and joint adaptation yields 21.02% and 6.68% relative WER re-
duction for the supervised and unsupervised setup respectively.
After adding personalized TTS speech, the gain increases to
38.37% and 19.90%. Attention and bias adaptation can achieve
90% of the above gain. Conformer transducer, although with
much stronger baseline performance, can still benefit from per-
sonalization as in the RNN transducer if not even more.

To the best of our knowledge, we are not aware of any previ-
ous work on rapid speaker adaptation on conformer transducer,
especially on an industry quality system. Our analytic study
also provides some good insights on the conformer transducer.

The rest of this paper is organized as: Section 2 introduces
the methodology; Section 3 presents the experiments and re-
sults; Section 4 concludes the paper.

2. Methodology
In this section, we first introduce the motivation and back-
ground work, then review the model architecture and describe
the speaker signature for conformer transducer adaptation.

2.1. Motivation

Most speaker adaptation methodologies dedicate specific pa-
rameter space to modeling speaker trait; thus achieves more ac-
curate modeling and better performance for individual speakers.
We can think of this speaker specific parameter space as speaker
signature. There are abundance of literature in formulating
speaker signature using additional network structure, such as i-
vector [29,40], svd-based adaptation [26], learning hidden unit
contribution (LHUC) [27], factorized analysis [31], speaker-
aware persistent memory [35]. Regularization is another com-
monly used technique to address overfitting [23, 25, 41].



Figure 1: Hierarchical structure breakdown of conformer trans-
ducer: (a) transducer; (b) encoder; (c) conformer block.

Complexity and cost are the important considerations
when designing personalization strategies for a practical speech
recognition system with large number of users. One needs to
find the best trade-off between the accuracy and the computa-
tion, storage, system maintenance cost. Therefore, we focus on
searching for the salient and compact speaker signature within
the conformer transducer without introducing additional model
parameters or modifying the original model structure.

2.2. Architecture of Conformer Transducer

The conformer transducer was first proposed in [16, 18]. The
architecture of our conformer transducer is depicted in Fig. 1. It
has a similar model structure as in [16].

At the top-level, conformer transducer is a standard trans-
ducer, which consists of an encoder, a prediction, and a joint
network. The topology is depicted in Fig. 1 (a) and the network
is formally specified in Eq. (1). The encoder network converts
the acoustic feature xt into a high-level representation henct ,
where t is the index of time. The prediction network generates a
high-level representation hupre by conditioning on the previous
non-blank target yu−1 predicted by the transducer, where u is
the index of the label. The joint network zt,u is a feed-forward
network that combines the encoder output htenc and the predic-
tion output hpreu . zt,u is connected to the output layer with a
linear transform followed by a softmax. P (k|t, u) is the poste-
rior of each output token k.

henct = fenc(xt)

hpreu = fpre(yu−1)

zt,u = fjoint(h
enc
t , hpreu )

P (k|t, u) = softmax(Wyz
k
t,u + by)

(1)

The encoder network consists of a convolution sub-
sampling layer followed by stacks of conformer blocks as de-
picted in Fig. 1 (b). The convolution sub-sampling layer is a
stack of 2D convolution layers which sub-samples the speech
frames by a certain pre-defined factor. For example, the 10 ms
frame rate is converted to the 40 ms frame rate after passing
through the convolution layers with sub-sampling factor of 4.

The conformer block contains the feedforward (FFN), con-
volution (Conv), and multi-head self-attention (MHSA) as de-
picted in Fig. 1 (c). The convolution layer models the local de-
pendency. The multi-head attention, placed between two feed-
forward layers, models the global dependency. All layers are
connected with residue connections. Formally,

x̃i = xi +
1

2
FFN(xi)

x′i = x̃i + MHSA(x̃i)

x′′i = x′i + Conv(x′i)

yi = Layernorm(x′′i +
1

2
FFN(x′′i ))

(2)

The self-attention is an important modeling component in a
conformer. It projects the input (xt) to the query, key, and value
space through the learnable parameters Wq , Wk, and Wv . Self-
attention uses dot-product to compute the attention distribution
(αt,τ ) over the query (Wqxt) and the key (Wkxt). This distri-
bution is then used to weight the value (Wvxt) and calculate the
output embedding (zt). β is a scaling factor.

αt,τ =
β(Wqxt)

TWkxτ∑
τ ′ β(Wqxτ ′)TWkxτ ′

zt =
∑
τ

αt,τWvxτ
(3)

2.3. Speaker Signature

We adopt a top-down analytic approach to search for the salient
and compact speaker signature within the conformer transducer.

2.3.1. Encoder: transducer-level speaker signature

At the top transducer level, we expect the encoder to be a
more salient speaker signature as the speaker voice trait mod-
eling largely resides in the encoder. The prediction network,
generally believed to carry primarily language-level informa-
tion or simply handling speech alignment according to a re-
cent study [42], is expected to be less relevant in rapid adap-
tation. The joint network specifies the fusion of acoustic and
language information, which can also potentially be optimized
per speaker basis but with limited adaptation capacity.

2.3.2. Conformer: encoder-level speaker signature

Within the encoder, the convolution sub-sampling layer con-
tains the low-level acoustic environment and channel informa-
tion. It can be relevant in some speaker adaptation scenario
when such kinds of mismatch are distinct. Nevertheless, we ex-
pect that the conformer blocks modeling detailed speech pattern
carries more salient speaker information.

2.3.3. Attention: conformer-level speaker signature

Within the conformer block, as described earlier, a multi-head
self-attention and convolution layer are sandwiched between
two feedforward layers. The convolution layer models local de-
pendency, which is expected to be less speaker specific; while
the self-attention models global dependency, which potentially
carries more speaker specific information.

2.3.4. Value projection: attention-level speaker signature

The multi-head self-attention is parameterized by projections of
the query (Wq), key (Wk), and value (Wv), which project the
input to the query, key, and value space as in Eq. (3). In our
model, they have the same number of parameters. Value pro-
jection is the basis of the embedding representation, while the
query and key projection are only used to determine the combi-
nation weight. Thus the value projection has larger representa-
tion capacity, potentially a more effective speaker signature.



2.3.5. Bias and layer normalization as speaker signature

Bias specifies a systematic drift of the neuron activation, which
is used in different neurons throughout the conformer trans-
ducer. For example, vector by in Eq. (1) is an example of
bias. Layer normalization, measuring the distribution within the
layer, may as well carry speaker specific information. They are
both compact in size, potentially more robust to data scarcity
and labeling errors. We collect all the bias or the normalization
layers as potential speaker signatures to be adapted.

3. Experiment and Result
In this section, we present speaker adaptation experiment. We
first compare different speaker signatures for adaptation on the
PowerPoint presentation task; then further verify our selected
adaptation signatures on an email dictation task.

3.1. Baseline and Setup

The baseline conformer transducer is trained from 65K hour
speech with the cross-entropy criterion. The training data is
anonymized with personal identifiable information removed.
The encoder network follows the similar structure as [20]. It
consists of two convolution layers that sub-sample the time
frame by a factor of 4, followed by 18 conformer layers. Each
conformer layer has a multi-head attention with 8 heads and a
depth-wise convolution with kernel size 3. The multi-head at-
tention and the depth-wise convolution are sandwiched between
two 1024-dim feedforward layers. The prediction network con-
sists of two layer-normalized LSTM layers. Each LSTM layer
has 1024 hidden units. The output size is reduced to 512 using
a linear projection layer. We used an 80-dim log-mel filterbank
extracted every 10 ms for the input feature. The output layer
models 4030 word pieces plus an additional blank label.

The PowerPoint presentation consists of six speakers, each
with 10 min for training and 20 min for testing. The email dicta-
tion consists of seven speakers, each with 5 min for training and
10 min for testing. Both are internally collected data sets. We
use the Adam optimizer with fixed small learning rate (0.00001)
in the adaptation with no regularization performed.

3.2. Speaker Signature

The comparison of different speaker signature is presented in
Table 1. We use the PowerPoint presentation task for this study.
The parameter size of each signature are presented in Fig. 2.

First, we compare adapting different components at the
top transducer level. Adapting the encoder yields significantly
larger gain than adapting the prediction, joint, and softmax net-
work. This confirms that speaker voice trait largely resides in
the encoder, consistent with our previous study [36].

We then decompose the encoder into the convolution sub-
sampling network and the conformer blocks. We found that
adapting convolution sub-sampling can yield moderate gain, but
majority of the encoder adaptation gain comes from the con-
former block adaptation. As mentioned earlier, the convolution
sub-sampling adaptation may help compensate the low-level
acoustic and channel mismatch for individual speakers.

Next, we compare adapting the feedforward, convolution,
and attention network within the conformer block. Attention
adaptation achieves more than 80% of the full network adapta-
tion. In the Section 3.5, we will show that when adaptation data
is extremely scarce, attention adaptation can achieve robust ac-
curacy gain. Nevertheless, when labeling error exists, the per-

formance is notably affected. In comparison, the convolution
layer adaptation yields much smaller gain for the supervised
adaptation, while exhibiting robustness to the labeling error.

Lastly, we zoom into the self-attention and adapt the key
(WK ), query (WQ), and value (WV ) projection separately. De-
spite of sharing similar parameter size, the value projection
adaptation results in significantly larger gain. We observe the
same pattern in both supervised and unsupervised adaptation.
As a matter of fact, in unsupervised adaptation, it outperforms
full network adaptation. In Section 3.5, we will also show the
similar pattern in extremely rapid speaker adaptation.

Table 1: Comparison of different speaker signature on the Pow-
erPoint presentation task. Results of 10 min supervised and un-
supervised are presented. The component annotated with + is
further broken down to its building blocks in the next table ses-
sion. WER.R refers to the relative WER reduction.

Model SUP WER.R UNSUP WER.R
Baseline 11.38 NA 11.38 NA
ALL+ 9.45 16.94 10.85 4.67
Encoder+ 9.43 17.10 10.78 5.23
Prediction 11.38 -0.01 10.34 0.31
Joint 11.20 1.57 11.34 0.34
Softmax 11.13 2.14 11.32 0.50
Conformer+ 9.51 16.42 10.82 4.86
Conv(2D) 10.86 4.53 10.86 4.53
Attention+ 9.65 15.22 10.87 4.44
Feedforward 9.80 13.84 10.65 6.40
Conv 10.71 5.90 10.71 5.87
Attention(WV ) 10.11 11.16 10.84 4.75
Attention(WK) 11.11 2.34 11.32 1.32
Attention(WQ) 11.16 1.88 11.27 0.94

Table 2: Comparison of adapting the bias, layer normaliza-
tion, and conformer layers at different network depth on the
PowerPoint presentation task. Results of 10 min supervised and
unsupervised are presented. Layer[1−6], Layer[7−12], and
Layer[13 − 18] refer to the bottom, middle, and top six con-
former layers. WER.R is the relative WER reduction.

Model SUP WER.R UNSUP WER.R
Baseline 11.38 NA 11.38 NA
ALL 9.45 16.94 10.85 4.67
Norm 10.81 5.01 10.83 4.85
Bias 9.72 14.58 10.80 5.11
Layer[1− 6] 9.81 13.76 10.74 5.58
Layer[7− 12] 9.65 15.16 10.77 5.30
Layer[13− 18] 10.08 11.38 10.87 4.48

3.3. Bias and Layer Normalization

Taking a slightly different perspective, we choose to adapt alter-
native distinct components of the network, e.g. bias and layer
normalization. Adapting the neuron bias, as in Table 2, is sur-
prisingly effective and parameter efficient. Adapting a tiny frac-
tion of the full network achieves more than 80% of the full net-
work adaptation gain for the supervised setup. It even outper-
forms the full network adaptation for the unsupervised setup. In
comparison, adapting the normalization layers is not as nearly
effective in the supervised adaption, which yet exhibits good
robustness to labeling errors in the unsupervised setup.



Figure 2: Comparison of different speaker signature in 1 min
and 10 min supervised adaptation on the PowerPoint presen-
tation task. The grey curve is the number of parameters for
speaker signature. WER.R refers to the relative WER reduction.

3.4. Conformer Block at Different Network Depth

Taking yet another different perspective, we compare adapting
conformer layers at different network depth. Our conformer
transducer consists of 18 conformer blocks, which are grouped
into three sets of layers from bottom to top, e.g. Layer[1 −
6], Layer[7 − 12], Layer[13 − 18]. As presented in Table 2,
adapting bottom and mid conformer layers slightly outperforms
the top layers, especially for the unsupervised setup. Avoiding
adapting top conformer layers may slightly help alleviate the
impact of the imperfect transcription.

3.5. Extremely Rapid Speaker Adaptation

To fully understand the behavior of different speaker signature
in a more challenging adaptation setup, we further reduce the
adaptation data from 10 min to 1 min. Fig. 2 presents the adap-
tation results. The parameter size for each speaker signature is
also included for reference. We observe similar performance
trend in the 1 min adaptation. In particular, we found that the
compact signature such as attention and bias adaptation is more
beneficial when data is extremely scarce.

3.6. Email Dictation Task

In this session, we conduct conformer speaker adaptation ex-
periment on the email dictation task. We apply the data aug-
mentation with personalized TTS speech. The details of lever-
aging personalized TTS for speaker adaptation, including the
impact of the source data amount, TTS data amount, and the
label quality, can be found in [36]. Supervised and unsuper-
vised adaptation with or without TTS speech are presented in
Table 3. Five different adaptation structures are presented: full
network (ALL), encoder and joint (E + J), attention and joint (A
+ J), bias (B), attention and bias (A + B). The best performing
encoder and joint adaptation yields 21.02% and 6.68% relative
WER reduction for the supervised and unsupervised setup re-
spectively. After adding 200 minute personalized TTS speech,
the gain increases to 38.37% and 19.90%, consistent with our
previous findings [36]. Combining the attention and bias adap-
tation can achieve 90% of the above gain. After the submission
of this paper, we conduct experiments on a new data set with
more speakers and obtain similar results.

3.7. Compare with RNN Transducer

We compare with the RNN-T adaptation on the email dic-
tation task. Results of supervised and unsupervised adapta-
tion, with/without augmented personalized TTS speech, are
presented in Fig. 3. Both the conformer and the RNN trans-
ducer show substantial improvement especially after applying

Table 3: Speaker adaptation on the email dictation task. Five
adaptation structures are presented: full network (ALL), en-
coder (E) and joint (E + J), attention and joint (A + J), bias
(B), attention (A) and bias (A + B). +T200 refers to adding
200 minute personalized TTS speech for adaptation.

Model SUP WER.R UNSUP WER.R
Baseline 11.72 NA 11.72 NA
ALL 9.27 20.93 10.90 7.01
ALL+T200 7.48 36.21 9.58 18.29
E + J 9.26 21.02 10.94 6.68
E + J+T200 7.22 38.37 9.39 19.90
A+ J 10.15 13.38 11.06 5.64
A+ J+T200 7.56 35.54 9.62 17.89
B 10.45 10.86 11.14 5.00
B+T200 9.60 18.12 10.49 10.47
A+B 10.19 13.07 10.97 6.39
A+B+T200 7.99 35.21 9.89 15.61

Figure 3: RNN-T and Conformer-T speaker adaptation compar-
ison on the email dictation task with/without augmented person-
alized TTS speech. All are based on the encoder adaptation.

data augmentation. The lack of gain for some speakers when
adapting only with original data is due to sever data scarcity.
Unsupervised adaptation is more challenging for both models.
Nevertheless, with the personalized TTS speech, the unsuper-
vised adaption yields more than 15% relative WER reduction.
Conformer transducer, as a stronger baseline (generally indicat-
ing less room to improve), can benefit from personalization as
much as the RNN transducer. This is likely because the con-
former structure provides more flexibility for improvement.

4. Conclusions
In summary, we studied the salient and compact speaker signa-
ture for conformer transducer personalization. We found that
self-attention and bias are two most distinct speaker signatures.
They provide a good balance between accuracy performance
and computation/storage/maintenance cost for personalization
in a practical system. We also conclude that personalization in
the conformer transducer is as promising as in the RNN-T.
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