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The analysis for social networks, such as the socially connected Internet of Things, has shown a deep influence of intelligent information processing technology on industrial systems for Smart Cities. The goal of social media representation learning is to learn dense, low-dimensional, and continuous representations for multimodal data within social networks, facilitating many real-world applications. Since social media images are usually accompanied by rich metadata (e.g., textual descriptions, tags, groups, and submitted users), simply modeling the image is not effective to learn the comprehensive information from social media images. In this work, we treat the image and its textual description as multimodal content, and transform other metadata into the links between contents (such as two images marked by the same tag or submitted by the same user). Based on the multimodal content and social links, we propose a Deep Attentive Multimodal Graph Embedding model named DAMGE for more effective social image representation learning. We introduce both small- and large-scale datasets to conduct extensive experiments, of which the results confirm the superiority of the proposal on the tasks of social image classification and link prediction.
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1 INTRODUCTION

Social networks, such as socially networked sensors and mobile network, have changed the way we communicate, collaborate, and live in this society. The large amounts of data on these networks have raised the urgent demands of analyzing the topological and multimodal content effectively and efficiently for smart cities. Social media image is one of the most common information carriers on social media websites such as Facebook, Instagram, and Flickr. Different from independent images in the database, social media images are associated with plenty of metainfo such as textual descriptions, tags, groups, commentators, and submitted users. In order to learn effective embedding for social images, it is necessary to incorporate this auxiliary metainformation into the representation learning process. Learning the representation for social media images facilitates many network-based and content-based applications, such as social image classification \[2, 32, 34, 54\], cross-modal retrieval \[20, 49\], and link prediction \[14, 47\].

Recently, much research has been focused on learning the representation for social images, which can be roughly categorized into content-based and network-based approaches. The first category of methods considers the metainformation of social images as auxiliary content and integrates these data with multimodal embedding models to learn the representation \[16, 17, 26, 28\]. Li et al. \[26\] propose a collaborative embedding method to project social images and corresponding tags to a joint space by combining collaborative factor analysis and end-to-end network. Huang et al. \[16\] propose a joint social image embedding framework to embed social links and multimodal content jointly. It employs an attention model to learn the reflections between the social images with tags and triplet metric learning to the relations between images. Network-based methods treat social images as the nodes in the social networks and utilize network embedding approaches to learn the social image representation from the network perspective \[6, 14, 18, 27\]. Cui et al. \[6\] propose a relational CNN with regularization to integrate a multi-type relational knowledge graph to mine the interactions between concepts for social image embedding. Liao et al. \[27\] propose an attributed social network embedding method to combine attribute proximity and structural proximity for representation learning.

Although many approaches have been proposed to study social image embedding as mentioned above, most of them focus on one side of the representation learning, i.e., either the network side or the content side. Figure 1 shows one social image on Flickr. This image is accompanied with the description “A boy is playing with his dog,” the tags “boy” and “soccer,” and the submitted group “Anything Nature.” This image is linked to another image if the two have the same tags, are included in the same group, or are commented by the same user, and so on. One can see that the image and its description compose the multimodal content, and the links among images constitute the network side of the social images. Only from the network side, it is not capable of excavating close relations between multiple modalities of data, thereby learning effective multimodal representation. Only from the content side, we cannot fully extract the topological network information within the social links for effective node embedding. Although AMVAE \[14\] is proposed to integrate content information and graph structure for embedding learning, it encodes node vectors directly with a variational auto-encoder from the adjacency matrix, which results in a huge amount of
In this work, our aim is to learn social image embedding by incorporating the images with corresponding auxiliary metainformation for joint embedding with consideration of both the network side and the content side. It is of great challenge due to the following reasons. First, there exists a fine-grained relation between visual content and textual content of the social image. Taking Figure 1 as an example, the words “boy” and “dog” in the text description can be reflected to the special objects or areas in the corresponding image. This kind of fine-grained alignment is easily recognized by human eyes but is difficult to be automatically discovered by computer models. Second, as mentioned above, there exist many types of social links constructed by metadata (tags, groups, users, etc.) among social images. These links are usually highly nonlinear, and it is nontrivial to design an appropriate network embedding approach to integrate this information.

To deal with these challenges, a Deep Attentive Multimodal Graph Embedding (DAMGE) model is proposed. It combines multi-modalities and social links for more effective social image representation learning. Specifically, we first build a multi-level visual attention network to learn joint multimodal representation by exploring the close correlation between the image and its textual description. The representation and the social links are then used to build a multimodal graph, and a graph convolutional network (GCN) is employed to further learn the node representation. Through joint optimization, the two networks can be assembled into a holistic framework and mutually reinforced to learn the embedding for social images. The main contributions are mainly threefold:

- We propose DAMGE to address the challenges of incorporating multimodal content and graph structure for social image embedding.
- Different from traditional social image embedding methods, our approach learns social images from both the network side and the content side with a multi-level visual attention network and a graph convolutional network. The embedding can be integrated and mutually reinforced by the two networks.
— We introduce both small- and large-scale datasets to conduct extensive experiments. The results confirm the superiority of the proposal on the tasks of social image classification and link prediction.

The rest of this work starts from related works. Section 3 presents the proposed method DAMGE. Experiments are presented in Section 4. Finally, conclusions are drawn in Section 5.

2 RELATED WORKS

2.1 Multimodal Embedding

Multimodal embedding involves learning the representation by relating information from multiple modality sources [8, 13, 19, 21, 39, 50, 52]. One typical kind of method is to embed each modality into a separate representation and use a specific constraint to coordinate them. Canonical Correlation Analysis (CCA) [13] and Partial Least Squares (PLS) [39] try to project multimodalities to a latent vector space by relation maximization between different modalities. Kernel CCA (KCCA) [13] uses the kernel trick to make the correlation learning nonlinear. With the advent of deep learning age, deep CCA (DCCA) [50] is proposed to employ deep neural networks upon canonical correlation analysis, which makes it applicable to highly dimensional embedding of the image and text. Another strategy is to fuse multiple modalities into a joint representation by neural networks or other models [9, 11, 15, 35, 41, 46]. Ngiam et al. [35] propose a multimodal autoencoder with the initialization of sparse RBMs to study cross-modal learning, the fusion of multi-modalities, and shared embedding learning. Srivastava and Salakhutdinov [41] design a deep Boltzmann machine in multimodal architecture to fuse modalities in the hidden neurons for the tasks of generating missing modalities, inferring joint representations, and classification. Huang et al. [15] design an adversarial attention framework to incorporate adversarial networks and an attention mechanism to learn robust multimodal representation to address the noise within social multimodal data.

2.2 Network Embedding

Early methods for network embedding, e.g., Laplacian Eigenmap [1] and IsoMap [42], use feature vectors to build an affinity graph and then embed the graph nodes as low-dimension vectors. Inspired by the recent works on word embedding, DeepWalk [37] and its extensions [10, 24, 25, 51] are proposed to learn latent embeddings of graph nodes with a skip-gram model to encode features after the process of random walk. Recently, deep learning has been employed to introduce deep neural techniques over the graph data [3, 12, 23, 44, 45], which are more effective and scalable compared to traditional methods. A GCN [23] is proposed to design a convolutional operation-based network with an approximation of spectral graph convolutions in the context of node classification. FastGCN [3] is proposed to improve the time efficiency of the GCN by importance sampling and generalize well from transductive learning to inductive learning. GraphSAGE [12] designs an aggregation method to fuse node information from a local neighborhood using degrees or attributes of nodes for inductive learning. GAT [44] is proposed to introduce an attention mechanism into GCNs to draw different weights on the neighborhoods’ features of central nodes. DGI [45] learns unsupervised graph embedding by setting a loss function to maximize the mutual information between global graph summary and patch representation.

3 SOCIAL IMAGE REPRESENTATION LEARNING

In this section, we first define the studied problem and present the framework of DAMGE. Then we present the multi-level visual attention network and graph convolutional network to learn
Fig. 2. The framework of DAMGE. (a) Social images containing rich metainformation of multimodal content and social links. (b) The proposed approach for social image representation learning. (c) Applications based on the learned representation.

multimodal embedding and graph embedding, respectively. Based on the two networks, we propose a joint optimization framework to learn social image embedding.

3.1 Problem Statement

Given social image set \( M \), we obtain the corresponding textual description set \( T \) and social links from the metainformation of social images. These social links are established if two images are included in the same group, marked by the same tag, uploaded by the same user, or commented by the same commentator. Based on these social links, we build a weighted graph \( G = (V, E, M, T) \), where \( V \) denotes the set of nodes, \( E \) is the edges (or links), and \( M \) and \( T \) are the image and text sets on nodes, respectively. Since multiple types of links are constructed by different metadata, each edge \( e \in E \) between two nodes is related with a value of \( k \) which represents how many types of links between these two nodes. Our aim is to learn a deep embedding model to embed the graph \( G = (V, E, M, T) \), such that each node \( v_i \in V \) can be represented as a high-level representation \( h_i \). These representations can well exploit the multimodal content \( M \) and \( T \) and social link information \( E \), and then be utilized for downstream tasks, e.g., social image classification and link prediction.

The framework of the proposed DAMGE is illustrated in Figure 2. For each social image and its textual description, we first propose a multi-level visual attention model to learn the multimodal embedding by merging these two modalities with deep fusion. This model well explores the fine-grained relation between the image and text by two types of visual level attentions, i.e., object level and region level. The multimodal embedding and multiple types of social links are then used to build a graph with weighted edges. An unsupervised GCN is employed to address the weighted graph to learn graph embedding by maximization of the mutual information between whole graph and patch presentation. Finally, the attention network and GCN are integrated into a holistic model with joint optimization to learn the embedding for social images.

3.2 Multimodal Embedding

For the sake of learning the representation for the multimodal content of social images, we need to mine the relation between the image and text such that the complementary information can be fully fused. Recently, many approaches have adopted an attention mechanism applying to language and vision-related tasks, such as visual question answering [29–31], image caption [48, 53],
Fig. 3. The structure of the proposed multi-level visual attention model.

and machine translation [33, 43], which have achieved satisfactory performance. An attention mechanism can selectively focus on small areas or certain important words in visual or textual content to extract salient features as well as reduce the redundant information to be processed. Different from other attention models, we employ a multi-level visual attention network to capture the fine-grained correlation of both object-word level and region-word level to learn multimodal embedding. Figure 3 presents the detailed structure of our multi-level visual attention network for multimodal representation learning.

Given an image $m \in M$ and its description $t \in T$, we first conduct preprocessing for feature extraction. For the text $t$, we employ pretrained word embedding of GloVe [36] to represent each word in the sentence and denote it as $t = \{w_1, w_2, \ldots, w_{n_w}\}$, where $n_w$ is the length of the sentence. For the image, we use two types of deep CNNs to extract deep features of the image, i.e., region-level feature $m^{(1)} = \{r_1, r_2, \ldots, r_{n_r}\}$ by VGG-19 [40] and object-level feature $m^{(2)} = \{o_1, o_2, \ldots, o_{n_o}\}$ by Faster RCNN [38].

**Region-word attention.** In the region-word attention module, for each word $w_i$, an attentive score $\alpha_{i,j}$ is assigned to each region $r_j$ in the image to discover the relation between the word with all regions. By introducing a bi-linear function, the attention map over the $n_r$ regions can be calculated through a softmax activation:

$$\alpha_{i,j} = \text{softmax}(\text{tanh}(w_i^T U^{(r)} r_j + b^{(r)})), \quad (1)$$

where $U^{(r)}$ and $b^{(r)}$ are weight and bias parameters, respectively. This attention score automatically calculates the relevance between word $w_i$ and region $r_j$ by parameter learning. $\text{tanh}$ is an activator to make the network nonlinearity and $\text{softmax}$ is the activation to normalize the attention score between 0 and 1. Then the attended region features are computed by weighted summation of the...
original region features based on attention scores as follows:

\[ r^i = \sum_{j=0}^{n_i} \alpha_{i,j} r_j. \]  

(2)

**Object-word attention.** Likewise, for each word \( w_i \), an attentive score \( \beta_{i,j} \) is assigned to each object \( o_j \) in the image to discover the relation between the word with all objects. The attention map over the \( n_o \) objects can be calculated as:

\[ \beta_{i,j} = \text{softmax}(\text{tanh}(w_i^T U^{(o)} o_j + b^{(o)})), \]  

(3)

where \( U^{(o)} \) and \( b^{(o)} \) are weight and bias parameters, respectively. This attention score automatically calculates the relevance between word \( w_i \) and object \( o_j \) by parameter learning. Intuitively, we consider that the original region feature should be related with the attention score at each corresponding visual region. Then the attended object features are computed by weighted summation of the original region features based on attention scores as follows:

\[ o^i = \sum_{j=0}^{n_o} \beta_{i,j} o_j. \]  

(4)

Compared to the original region and object features, the attended region features \( r^i \) and object features \( o^i \) can reflect the important regions and objects regarding the corresponding word more effectively. To learn the multimodal representation, we concatenate attended region feature \( r^i \), object feature \( o^i \), and word feature \( w_i \) as a vector \( c_i = [r^i; o^i; w_i] \), and feed it into an LSTM in each timestep. In this way, the image and text features can be fused as a multimodal sequence \( \{c_1, c_2, \ldots, c_m\} \) to the LSTM for semantic learning. The last cell’s output \( x \) is then obtained as the multimodal representation:

\[ x = \text{att}(m, t), \]  

(5)

where \( \text{att}(\cdot) \) is the function of visual attention network. Although the embedding \( x \) is obtained, there is no objective function to help learn the parameters within the attention model. Inspired by the recent work on image-text retrieval, we introduce a siamese metric to learn the representation by making a comparison over the matching of the image and text. To achieve this goal, we need to make the model distinguish the relevance and difference between an image and a text. Therefore, given the image \( m \) and its corresponding text \( t \), we also randomly sample negative text, which is not related to the image \( m \). Then both positive pair \((m, t)\) and negative pair \((m, t^-)\) are input to the attention network. We employ a pairwise ranking loss to learn the representation:

\[ L_1 = \sum_{M,T} \max(0, \text{Margin} - f(\text{att}(m, t)) + f(\text{att}(m, t^-))), \]  

(6)

where \( f(\cdot) \) is the function to learn the matching score based on the output \( \text{att}(m, t) \) and \( \text{att}(m, t^-) \) of the LSTM. By this loss, it is expected that the matching score obtained by \( f(\cdot) \) is not less than the margin value \( \text{Margin} \) for the positive pair \((m, t)\) compared with the negative pair \((m, t^-)\). Specifically, a two-layer fully connected network with the activation of \( \text{tanh} \) is employed to learn the matching score.

### 3.3 Graph Embedding

Apart from the multimodal content information, the social links among social images also have abundant auxiliary information which can be learned for more comprehensive representation learning. However, the social links provide more abstract and higher-level information, which is hard to be exploited by traditional methods. Recently, GCNs [12, 23, 44] have been proposed for
network embedding by deep learning techniques. Motivated by the deep graph infomax [45], we build the GCNs on the weighted network with an unsupervised manner.

Given the graph $G = (V, E, M, T)$ of social images, the multimodal features can be obtained from the attention model as $X = \text{att}(M, T)$. Then the given graph can be converted to $G = (V, E, X)$. The basic GCN uses the first-order convolution to collect information from one-hop neighbors and generate the hidden representation of a higher layer. The $k$-th convolutional layer is denoted as $H^{(k)}$ and the 0-th layer is the input multimodal features:

$$H^{(0)} = X.$$  \hfill (7)

Given $H^{(k)}$ as the hidden representation of the $k$-th layer, the $(k+1)$-th layer is then calculated as follows:

$$H^{(k+1)} = \sigma(\hat{A}H^{(k)}W^k),$$  \hfill (8)

where $\hat{A}$ is denoted the adjacency matrix with normalization and self-loops, $W^k$ is the parameter matrix to be learned, and $\sigma$ is the activator to make the process nonlinear. However, the matrix multiplication of the original GCN is very time-consuming and the convolution operation cannot be directly generalized to unobserved nodes. Therefore, we employ the mean aggregator of GraphSAGE [12] to generalize the original GCN for unsupervised learning for social images.

Let $H = \{h_1, h_2, \ldots, h_n\}$ be the generated embeddings of each node. The operation of aggregation results in that the node embeddings, $h_i$, summarize a patch of the graph around the central node $i$ instead of the node $i$ itself. Hence, the embedding $h_i$ is called patch representation. On the other hand, we find another embedding $s$ to capture the global information of the entire graph, which is called summary representation. To simplify the process, we average the patch representation of all nodes to obtain summary representation:

$$s = \text{sigmoid} \left( \frac{1}{n} \sum_{i=1}^{n} h_i \right).$$  \hfill (9)

Following [45], we define a fully connected network $g(\cdot)$ to learn the score of mutual information on each node as $g(h_i, s)$. To make a comparison, we also build a corrupted graph $\tilde{G} = (V, E, \tilde{X})$ to calculate the contrastive mutual information score. The graph $\tilde{G}$ has the same edges and structure with the original graph $G$, but the input vector feature $\tilde{X}$ is obtained by shuffling the row order of $X$. In other words, these two graphs have the same nodes but the nodes are located in different places, and thus generate different patch representations.

Then our aim is to maximize the mutual information between the patch representation $h_i$ and summary representation $s$ in the original graph, while minimizing the mutual information of the patch representation $\tilde{h}_i$ and summary representation $s$ in the corrupted graph. That is to say, we need to enlarge $g(h_i, s)$ and reduce $g(\tilde{h}_i, s)$ to encourage the model to make the natural graph globally relevant. Note that the original and corrupted graphs have the same summary representation $s$ since the input feature vectors have the same values but in different order. Similar to [45], we employ a binary cross-entropy loss between positive samples and negative samples:

$$L_2 = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_G \log(g(h_i, s)) + \sum_{i=1}^{n} \mathbb{E}_{\tilde{G}} \log(1 - g(\tilde{h}_i, s)),$$  \hfill (10)

where $\log(\cdot)$ is the cross-entropy function. With this loss, the node embedding is trained to preserve mutual information with the graph summary.
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ALGORITHM 1: The social image representation learning algorithm of DAMGE.

Input:
The weighted graph \( G = (V, E, M, T) \) constructed by social image set and corresponding metainformation;
Hyperparameters: balance parameter \( \alpha \), embedding size \( d \).

Output: Learned node embedding.

1: repeat
2: for \( v \) in \( V \) do
3: Obtain image \( m \in M \) and text description \( t \in T \).
4: Randomly sample the negative text \( t^- \) from \( T \).
5: Calculate the hinge-ranking loss \( L_1 \) fed with \((m, t, t^-)\) by Equation (6).
6: Calculate the cross-entropy loss \( L_2 \) by Equation (10).
7: Calculate the whole loss \( L \) by Equation (11).
8: Update the parameters of DAMGE via SGD on \( L \).
9: end for
10: until DAMGE converges

3.4 Joint Embedding
As mentioned above, a multi-level visual attention model is proposed to learn the embedding of multimodal content and a GCN is proposed to learn the node representation on the social weighted graph. In order to effectively learn the embedding for social images, it is necessary to integrate these two models to exploit both content information and network structure for joint embedding. A straightforward way to unify these two models is to learn the embedding with two steps, i.e., multimodal content embedding learning step with ranking loss (Equation (6)), and then graph embedding learning with cross-entropy loss (Equation (10)). However, this type of combining manner cannot reinforce these two models to learn from each other for joint embedding learning.

Therefore, in the proposed deep attentive multimodal graph embedding model DAMGE, we conduct the multimodal content embedding and graph embedding simultaneously to find the intrinsic relations. DAMGE’s basic design concept is that the semantic content embedding network and the graph embedding network can constitute a learning framework of mutual reinforcement. Based on such analysis, the loss of DAMGE is formulated as the summation of the margin ranking loss (Equation (6)) embedding and the cross-entropy loss (Equation (10)) for joint social image embedding:

\[
L = L_1 + \alpha L_2, \quad (11)
\]

where the hyperparameter \( \alpha \) is used to balance the weight of the second loss. To show the complete social image representation learning process, we present the details of the proposed DAMGE in Algorithm 1.

The proposed DAMGE is trained by minimizing this joint loss with the optimizer of mini-batch stochastic gradient descent.

4 EXPERIMENTS
In this section, we first present the descriptions of the datasets, experimental settings, and compared methods. Then the proposed DAMGE is evaluated on the tasks of social image classification and link prediction.
4.1 Datasets

We conduct the experiments on four real-world datasets of social images including MIR, CLEF, PASCAL, and NUS-WIDE. These datasets are all gathered from the website of Flickr and are annotated with multi-labels. Based on these datasets, the metadata of social images in the datasets is gathered in [34] and shared in the Stanford Network Analysis Project. The detailed information of these datasets is presented as follows:

- PASCAL [7] is a widely used dataset, which has been built and updated for image recognition. 9,963 images are included in PASCAL 2007, but only 9,474 of them are available on Flickr during experiments.
- MIR [22] dataset consists of a million images downloaded from the Flickr. Among them, 25,000 images are associated with manual annotations, but only 13,368 images are available on the Flickr during experiments.
- CLEF [5] is a subset of the MIR dataset, which contains 18,000 images, but only 8,000 images have the correspondence. Among them, 4,179 of the annotated images are available during experiments.
- NUS-WIDE [4] dataset is a social image database for image classification and retrieval, which consists of 269,648 annotated images. Among them, only 226,912 are available during experiments.

Besides images, we also collect the corresponding descriptions, tags, locations, groups, users, and commentators. The images having no textual content or with meaningless texts are removed. As for the social links for building networks, five types of relations are utilized, i.e., included in the same group, taken from the same place, commented by the same commentator, having the same tag, and uploaded by the same user. Based on these links, we establish an edge once at least two types of links exist between two nodes and the weight score of edges are set as the number of links. Table 1 shows the summary of the datasets utilized in the experiments.

4.2 Experimental Settings

For images, we resize each picture to the shape of 224 × 224 and then employ two types of deep CNNs pretrained on ImageNet\(^2\) to extract visual features: (1) We employ VGG-19 \(^4\) networks and extract the region feature at the layer of conv5_4, of which the output shape is 512 × 14 × 14. This means that there are 14 × 14 regions that need to be attended on an image and each region has 512-dimensional features. (2) We employ Faster R-CNN \(^3\) for object detection in the image and obtain the top-10 ranked objects in the region proposal network. The output of the layer fc7 is selected as object features with the dimension of 2,048 to the attention model. For texts, we employ the word embedding of GloVe \(^3\) pretrained on Wikipedia data, and each word in the description is embedded as a 512-dimensional vector. The LSTM is set to contain 256 hidden neurons in each

\[\text{Table 1. Dataset Statistics}\]

<table>
<thead>
<tr>
<th></th>
<th>PASCAL</th>
<th>MIR</th>
<th>CLEF</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>#node</td>
<td>5,912</td>
<td>5,193</td>
<td>3,930</td>
<td>121,152</td>
</tr>
<tr>
<td>#edge</td>
<td>74,231</td>
<td>111,520</td>
<td>78,356</td>
<td>19,216,795</td>
</tr>
<tr>
<td>#link</td>
<td>181,812</td>
<td>301,782</td>
<td>133,214</td>
<td>56,811,268</td>
</tr>
</tbody>
</table>

\(^1\)https://snap.stanford.edu/data/web-flickr.html.
\(^2\)http://www.image-net.org/.
timestep. The MLP for pairwise ranking learning is a fully connected network with the neural structure of $256 \times 128 \times 1$ through $tanh$ activations. The margin value in the siamese network is set to be 0.04. The GCN is set to have two hidden layers, and the nodes are embedded as 256-dimensional representations. The balance parameter in the joint loss function (Equation (11)) is set to be 0.8.

4.3 Compared Methods

DAMGE is compared with five different embedding methods, including two network embedding methods (DeepWalk, node2vec), three multimodal content embedding methods (Bimodal-AE, M-DBM, DCCA), and three mixed embedding methods (TADW, DGI, AMVAE).

- **DeepWalk** [37] embeds social relations by using random walk to generate node sequence and then employing a skip-gram algorithm to learn the representation.
- **node2vec** [10] uses biased random walk based on DeepWalk to balance between global and local properties of a graph.
- **Bimodal-AE** [35] is a multimodal autoencoder with the initialization of RBM for representation learning.
- **M-DBM** [41] uses a multimodal deep Boltzmann machine method to learn data representations of multimodalities.
- **DCCA** [50] is proposed to employ deep neural networks upon canonical correlation analysis to embed the content of image and text.
- **TADW** [51] incorporates textual features and network structure for network embedding with a matrix factorization (MF) approach.
- **DGI** [45] learns unsupervised graph embedding by maximizing the mutual information between global graph summary and patch representation.
- **AMVAE** [14] integrates multimodal content and network structure with attention-based variational autoencoder for embedding learning.

To make a fair comparison, the visual and textual feature for the compared methods with content input are the output of the last average pooling layer of VGG-19 [40] and GloVe [36] embeddings, respectively.

4.4 Social Image Classification

To conduct classification, we first use different embedding methods to generate the representation for each image. Then we use a simple common classification, namely, Logistic Regression, for all the compared methods. The dataset is randomly split as training and testing set with the proportion of $p\%$ and $1 - p\%$, and calculates the results of the mean average precision (mAP) score on the testing sets. The whole process is repeated 10 times, and we present the average value of mAP.

The experimental results are shown in Table 2 on four datasets. $p\%$ denotes the proportion of the training set in each dataset. "-" means unreported results because the method of TADW is not capable of addressing large-scale network embedding of NUS-WIDE due to its matrix factorization. One can see that the proposed DAMGE performs consistently better than compared methods on all datasets. DeepWalk and node2vec are embedding methods that totally depend on the network structure, which results in they cannot learn the content information from the multimodalities of the image and text. Hence, these two methods show relatively low performance. Similarly, Bimodal-AE, M-DBM, and DCCA are content-based methods which do not consider the social link information within social images, thus obtaining unsatisfactory performance. HNE, TADW, and AMVAE are the state-of-the-art approaches which integrate content information and graph structure for embedding learning. It can be seen that they outperform the approaches depending on...
Table 2. The Results of Social Image Classification on Four Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PASCAL</th>
<th>MIR</th>
<th>CLEF</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td>20%</td>
<td>30%</td>
<td>10%</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>32.0</td>
<td>40.5</td>
<td>44.7</td>
<td>51.0</td>
</tr>
<tr>
<td>node2vec</td>
<td>31.8</td>
<td>36.9</td>
<td>42.5</td>
<td>50.4</td>
</tr>
<tr>
<td>Bimodal-AE</td>
<td>34.4</td>
<td>37.2</td>
<td>41.6</td>
<td>51.8</td>
</tr>
<tr>
<td>M-DBM</td>
<td>37.1</td>
<td>39.6</td>
<td>42.1</td>
<td>52.5</td>
</tr>
<tr>
<td>DCCA</td>
<td>39.9</td>
<td>39.6</td>
<td>43.5</td>
<td>54.9</td>
</tr>
<tr>
<td>HNE</td>
<td>40.2</td>
<td>45.5</td>
<td>49.5</td>
<td>61.9</td>
</tr>
<tr>
<td>TADW</td>
<td>42.4</td>
<td>47.3</td>
<td>49.7</td>
<td>62.1</td>
</tr>
<tr>
<td>AMVAE</td>
<td>50.5</td>
<td>53.9</td>
<td>58.4</td>
<td>70.2</td>
</tr>
<tr>
<td>DAMGE</td>
<td>53.7</td>
<td>55.5</td>
<td>61.0</td>
<td>72.5</td>
</tr>
</tbody>
</table>

one-side information with large margins, which demonstrates the importance to combine the rich metainformation from social images for representation learning. Compared to these three mixed embedding methods, the proposed DAMGE still obtains a firm improvement on all four datasets. It is because our DAMGE model integrates the multi-level visual attention network and GCN into a joint optimization framework, which can fully exploit multimodal content and social links to learn the representation for social images.

4.5 Link Prediction

The learned social image embeddings can also be utilized for link prediction, of which the objective is to predict missing links or links probably to be established in the future. Link prediction is very useful in recommendation tasks such as predicting preference between user and items, and inferring the friends connections between users in social networks. Therefore, the task of link prediction is capable of evaluating the learned embeddings by different methods. The experiments are conducted in the following procedures. First, we randomly delete half the original edges among the network of social images and treat the removed edges as the target links to be predicted. Then, the social images with the remaining network are fed into embedding approaches to generate embeddings of social images. The original node pairs which have the removed edges are labeled as positive link samples. For comparison, we also generate the same amount of negative link samples by randomly sampling unlinked node pairs. For all the positive and negative node pairs, we calculate the cosine similarity between node pairs based on the embeddings learned by different methods. Area Under Curve (AUC) is employed to measure the consistency between similarity scores and real link states. The experimental results of link prediction for the four datasets are shown in Table 2. One can see that the proposed DAMGE outperforms the compared approaches consistently. DAMGE goes far beyond the mixed embedding methods of HNE and TADW, and makes solid improvements over the state-of-the-art approach AMVAE. It validates that our proposal is effective to incorporate multimodalities and social links for social image representation learning.

4.6 Parameter Sensitivity

In the proposed DAMGE, the dimension of the generated representation and the value of balance parameter in the joint loss are two important factors which could affect the performance of DAMGE. In this section, we progressively increase the embedding dimension from
Table 3. The Results of Link Prediction on Four Datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>PASCAL</th>
<th>MIR</th>
<th>CLEF</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk</td>
<td>0.555</td>
<td>0.660</td>
<td>0.600</td>
<td>0.625</td>
</tr>
<tr>
<td>node2vec</td>
<td>0.562</td>
<td>0.670</td>
<td>0.634</td>
<td>0.632</td>
</tr>
<tr>
<td>Bimodal-AE</td>
<td>0.556</td>
<td>0.648</td>
<td>0.597</td>
<td>0.643</td>
</tr>
<tr>
<td>M-DBM</td>
<td>0.567</td>
<td>0.686</td>
<td>0.654</td>
<td>0.680</td>
</tr>
<tr>
<td>DCCA</td>
<td>0.611</td>
<td>0.661</td>
<td>0.661</td>
<td>0.656</td>
</tr>
<tr>
<td>HNE</td>
<td>0.707</td>
<td>0.715</td>
<td>0.732</td>
<td>0.733</td>
</tr>
<tr>
<td>TADW</td>
<td>0.729</td>
<td>0.694</td>
<td>0.725</td>
<td>-</td>
</tr>
<tr>
<td>AMVAE</td>
<td>0.772</td>
<td>0.864</td>
<td>0.845</td>
<td>0.840</td>
</tr>
<tr>
<td>DAMGE</td>
<td>0.809</td>
<td>0.887</td>
<td>0.872</td>
<td>0.878</td>
</tr>
</tbody>
</table>

Fig. 4. Parameter sensitivity study on the embedding dimension and balance parameter.

[32, 64, 128, 256, 512, 1024], and balance parameter $\alpha$ from [0,0.4,0.8,1.2,1.6] to evaluate the effectiveness of DAMGE under different parametrization.

**Embedding size:** First, we set the balance parameter to be 0.8 and vary the embedding size to show how the performance of DAMGE changes. The results of social image classification are presented in Figure 4. It can be seen that when the size of embedding becomes larger, the mAP results increase at the beginning as more information can be encoded with more bits. Our approach achieves the best performance when the dimension is around 256. This suggests that it is not necessary to set very large embedding size.

**Balance parameters:** We also evaluate DAMGE with different values of balance parameter $\alpha$ as shown in Figure 5. One can see that DAMGE behaves relatively bad when $\alpha = 0$. This is because under this circumstance, there is no loss to help the model learn the information from network structure for embedding. However, too big $\alpha$ also degrades the performance as too much attention drawn on the graph embedding will neglect the representation learning from the multimodal content.
5 CONCLUSION

In this work, we make full use of the rich metadata within social images for embedding learning. We exploit the metainformation from both the multimodal content side and the social network side, and propose a Deep Attentive Multimodal Graph Embedding model named DAMGE for effective social image embedding. Specifically, the multi-level visual attention network well excavates the fine-grained relation between the image and text to learn multimodal representation. Then we transform social links into a weighted graph and employ a GCN to learn the node embedding. Finally, these two networks are reinforced mutually by a joint loss with a holistic framework. The experimental results on four real-world web datasets confirm the effectiveness of DAMGE on the tasks of social image classification and link prediction. Different from existing approaches of social image embedding, the proposed DAMGE can integrate multimodalities and social links for joint representation learning. The future work involves exploiting the heterogeneous relation among users, images, tags, and so on, to learn the representation of social images more effectively.
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