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Abstract

Knowledge-based vision language systems are
increasingly ubiquitous in our everyday lives.
However, despite the introduction of numerous
benchmarks, the community has siloed mod-
els of different types of knowledge rather than
building general knowledge-intensive models
that encompass both commonsense and fac-
toid knowledge. We introduce INK – Intensive
Neural Knowledge – a new task that involves
extracting the necessary knowledge to accu-
rately perform image and text retrieval1. In
particular, INK leverages existing resources
to require understanding of factoid, object-
commonsense, or social-consciousness knowl-
edge to successfully perform retrieval. Finally,
we provide a set of competitive baseline models
whose weak performance motivates the need to
develop new knowledge understanding models
and systems.

1 Introduction

Large-scale pre-trained neural models have dra-
matically improved the AI systems’ performance
on natural language and vision tasks. However,
most state of the art models still cannot encode
factoid and commonsense knowledge in a way
that would make them suitable for many real-
world knowledge-based tasks that require sophis-
ticated reasoning and generating explainable an-
swers (Bommasani et al., 2021; Marcus, 2020).
Specifically, most existing models are pre-trained
on raw text and/or image data and are evaluated
on classification and generation tasks that do not
require using external knowledge. Thus, deep learn-
ing has not yet produced deep knowledge (Marcus
and Davis, 2019; Gao et al., 2020). To address these
challenges, we argue that AI models should not
only be trained using raw data of multiple modali-
ties (i.e., vision and language) but also incorporate

∗Work done when interning at Microsoft Research.
1We define Neural Knowledge as approach of injecting

knowledge to neural networks.

Figure 1: Example of INK task that uses knowledge
to identify text relevant to the image from a set of text
candidates. Our task involves leveraging visual and text
knowledge retrieved from web and human-annotated
knowledge.

factoid and commonsense knowledge (Choi, 2022)
from various sources such as pre-compiled knowl-
edge bases and wiki documents. To this end, we
have developed a new knowledge-based text-image
retrieval task, paired with a benchmark, INK to
foster the development of deep learning models
that can incorporate external knowledge, generate
interpretable answers, and be easily generalize to
new domains. Fig.1 shows an image-text retrieval
example that requires external knowledge. In INK,
the retrieval is grounded not only in visible objects,
but also in commonsense/factoid knowledge and
the knowledge implicitly conveyed by the image
and text. To human users, it is the use of knowledge
that demonstrates the role of human intelligence in
performing various complex retrieval tasks such as
exploratory search, investigation and learning (Gao
et al., 2022). To the best of our knowledge, INK is
the first knowledge-based text-image retrieval task
with a public benchmark for evaluation.



2 Related Work

Vision and Language Task. There are several
large datasets that address various other tasks
across the language and vision space. Some of most
popular ones are image captioning (Lin et al., 2014;
Sharma et al., 2018a; Young et al., 2014), Visual
Genome (Krishna et al., 2016), Visual Question
Answering (VQA 1.0 and 2.0) (Antol et al., 2015),
Question Answering on Image Scene Graphs for
Compositional Question Answering (CQA) (Ren
et al., 2015) and TextVQA (reasoning based on the
text in images) (Singh et al., 2019) to name a few.
However, these datasets do not emphasize on com-
monsense nature of factual knowledge mentioned
above.

Knowledge-Intensive Tasks and Approaches.
Numerous papers have injected knowledge into
language pretraining models (Yu et al., 2020;
Xu et al., 2021; Rosset et al., 2021; Zhou
et al., 2020; He et al., 2020a; Xiong et al.,
2019; He et al., 2020b; Agarwal et al., 2021)
with an emphasis on knowledge-intensive NLP
tasks (Petroni et al., 2021). More recently,
knowledge-intensive Visual Question Answering
tasks such as OKVQA (Marino et al., 2019), KB-
VQA (Wang et al., 2017b), FVQA (Wang et al.,
2017a), and WebQA (Chang et al., 2021) have
been introduced. Sherlock (Hessel et al., 2022) con-
tains image, bounding box regions, and grounded
inference texts that require commonsense reason-
ing to perform the retrieval task. KAT (Gui et al.,
2022) combined explicit Knowledge (e.g., wik-
i/web search) and implicit Knowledge (e.g., GPT-3)
on OK-VQA dataset. KRISP (Marino et al., 2021)
was proposed to retrieve knowledge stored in pre-
trained language models, MAVEx (Wu et al., 2021)
make better use of the noisy retrieved knowledge.
In this paper, we introduce a intensive knowledge
retrieval task INK, the knowledge representations
in our INK can be enhanced current deep learning
models and improve their depth of knowledge, gen-
eralization, and interpretability.

3 Dataset Collection

We describe dataset collection process for INK,
which includes knowledge-intenisve image-text
pairs and human annotation of their relevant knowl-
edge. Comparison with the prior dataset is shown
in Table 1.

3.1 Human Evaluation and Knowledge
Category

Collecting Knowledge-Intensive Image-Text
Pairs. We use existing image and caption dataset
as backbone to generate the INK benchmark of
image-text retrieval-based comparison task. In gen-
eral, the evaluation data should contain knowledge-
intensive instances (Petroni et al., 2019), and re-
quire leveraging explicit knowledge to accurately
perform the retrieval. Using the Mechanical Turk
platform2, we pre-judge the image-text pairs in
parts of COCO (Lin et al., 2014), VizWiz (Gurari
et al., 2018), and Sherlock (Hessel et al., 2022)
datasets, and found 3%, 4%, 50% required external
knowledge respectively. We reason that instances
in COCO depend upon low-level semantics, and in
VizWiz include captions for blind people rely on
information from image itself without the needed
of explicit knowledge to understand the alignment.
After the survey testing, we use Sherlock images
with regions and the relevant inference text pairs
for human evaluation of knowledge category, and
human annotation of golden knowledge. We ac-
quire 2.5K knowledge-intensive image-text pairs
from the setting.

Knowledge Category. We first categorized
knowledge into three dimensions for each image-
text pair that involve: 1) looking up factual in-
formation from encyclopedia (factoid knowledge),
2) reasoning about object properties and relations
among different objects (object-commonsense
knowledge), and 3) understanding social norms in
everyday situations (social-consciousness knowl-
edge). Then, given an image and its correspond-
ing text, we asked MTurk workers to evaluate if
one of the three knowledge category, or no knowl-
edge is needed to understand the image-text pair.
The distribution of knowledge category for object-
commonsense, social-consciousness, and factoid
which required are 63%, 30% and 7% respectively
after M-Turk worker evaluated.

3.2 Human Annotation and Knowledge
Resources

The knowledge resource pool of our INK is orga-
nized by 1) explicit retrieval-based web knowledge,
and 2) implicit human annotated golden knowledge.
The statistics are shown in Table 3 in Appendix C.
We next describe their collection process.

2https://mturk.com/

https://mturk.com/


Dataset # Image-Text Task Knowledge Aligned
Intensive Knowledge Source

COCO (Lin et al., 2014) 5K Retrieval ✗ ✗
Flickr30K (Plummer et al., 2015) 1K Retrieval ✗ ✗
VQA (Goyal et al., 2017) 453K QA ✗ ✗

FVQA (Wang et al., 2017a) 700 QA ✓ DBPedia
KB-VQA (Wang et al., 2017b) 2.9K QA ✓ ConceptNet, DBPedia, WebChild
OK-VQA (Marino et al., 2019) 5K QA ✓ ✗
Sherlock (Hessel et al., 2022) 22K Retrieval ✓ ✗

INK (ours) 2.5K Retrieval ✓ Human

Table 1: Comparison between INK and previous image-text dataset on the test set.

Retrieval-based Web Knowledge. We first col-
lect knowledge from the knowledge base in the
web. In particular, we accumulated 180K entity
with definition provided in Wikidata3. The entities
are selected based on the categories of factual ob-
jects used in (Gui et al., 2022). Knowledge from
ConceptNet (Speer and Havasi, 2013) is extracted
to consider object common sense in our knowledge
resource. We build the concept list from (Zhong
et al., 2022), which includes common concepts
found in Conceptual Caption dataset (Sharma et al.,
2018b), and append verbs and nouns in the Sher-
lock inference text. The statistics of knowledge
source and their examples are shown in Table 3 and
4 in Appendix.

Human Annotated Knowledge. While web
knowledge can be acquired automatically, the pool
may not cover all the relevant knowledge for the
image-text instances. We thus obtained the gold
knowledge for image and text pairs on the eval-
uation data by asking humans to identify three
entities and annotate useful knowledge description
information about these entities. More details of
annotation process is described in Appendix D. We
show examples of human annotated knowledge in
Figure 5 in Appendix.

4 Task Setup

Knowledge Setting of INK. INK focuses on the
task of knowledge aligned image to text retrieval.
For each image Vi, we are given a consistent set
of N text candidates that include the paired text
Ti. We additionally provide unified knowledge
source K across train/val/test split, which consists
of external auto-retrieval web knowledge and hu-
man annotation knowledge described in Section
3.2. The top sample in Fig. 1 shows an example of

3https://www.wikidata.org

this task setting with knowledge.

Task Definition of INK. In our task, we extract
a set of relevant knowledge automatically K̃i =
{K̃i1, ..., K̃ij , ...} from knowledge pool K to help
understand the alignment b.w. Vi and Tj , which we
define as automatic knowledge extraction. As our
approach, we extract a set of knowledge separately
for image and text, and their union is considered
as K̃ij (Eq. 1). We leave it as future work that
considers both modalities to extract the relevant
knowledge.

K̃ij = Know(Vi, Tj ,K)

≈ Know(Vi,K) ∪ Know(Tj ,K) (1)

Then, our INK task is based on image-text retrieval.
With Vi and K̃i as context, we acquire the similarity
score with all Tj candidates, and evaluate if paired
text Ti gets a high score.

5 Experiments

5.1 Automatic Knowledge Extraction
Our automatic knowledge extraction system ex-
tracts knowledge separately from image and text.
For image knowledge, we acquire the CLIP (Rad-
ford et al., 2021) similarity score between image
and all the knowledge snippets in the resource, and
retrieve the k-nearest neighbors using the FAISS
library (Johnson et al., 2019). On the text side, we
use entity-linker4 to detect entities in the Wikidata
and acquire their one sentence description. More
details of our knowledge extraction are shown in
Appendix B.

5.2 Model Details
Our first baseline is zeroshot and finetuned
CLIP (Radford et al., 2021), a strong contrastive
learning based model does not leverage knowledge

4https://github.com/egerber/spaCy-entity-linker
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Object Social Factoid Overall
Approach Rank↓ R@5(%)↑ Rank↓ R@5(%)↑ Rank↓ R@5(%)↑ Rank↓ R@5(%)↑

w/o knowledge
Random 1265 0.1 1265 0.1 1265 0.1 1265 0.1
CLIP zero-shot 322 17.0 309 14.2 251 20.6 313 16.4
CLIP fine-tuned 42 48.5 69 34.1 54 48.9 51 44.1

w/ extracted knowledge
KAT-Retrieval 135 26.3 200 14.8 191 27.6 159 22.8
INK-CLIP zero-shot 299 18.0 313 13.0 237 22.2 299 16.8
INK-CLIP fine-tuned 42 48.4 69 34.0 54 49.0 51 44.0
w/ gold human knowledge (oracle)
INK-CLIP zero-shot (oracle) 232 22.5 264 17.1 209 22.2 240 20.8
INK-CLIP fine-tuned (oracle) 34 53.1 57 37.7 55 53.3 43 48.9

Table 2: Results of image to text retrieval. We report the average rank of ground truth text and Recall@5 (R@5)
measuring if ground truth text is retrieved in top k retrieved sentences.

and achieves the good performance on INK retrieval
task. We use the cosine similarity score of image-
text pairs to perform the ranking.

We additionally introduce an intensive neural
knowledge approach that injects extracted knowl-
edge to the contrastive learning based model at test
time, which we define as INK-CLIP. For each vi-
sual knowledge snippet, we measure its semantic
similarity with the corresponding text based on the
embeddings acquired by the text encoder. We pick
the highest knowledge-inference similarity score
and get the weighted sum with the image-text score
to rank the image-text pairs.

KAT (Gui et al., 2022) is the state of the art
knowledge augmented model in OKVQA (Marino
et al., 2019) but is not designed for image-text re-
trieval task. We formulate the model to perform
retrieval (KAT-retrieval) with knowledge snippets
extracted in Section 5.1 and corresponding text as
input, and have it to generate answer “yes/no". The
probability of “yes" is used to score the alignment
between knowledge and text, and rank retrieval
sentences based on this score. More implemen-
tation details of each model are provided in the
Appendix A.

5.3 Results and Ablation Study

Evaluation and Results. As shown in Table 2,
we present the performance of random chance and
above models on image to text retrieval task. We
report the average rank of ground truth text, and
Recall@5 (R@5) for each knowledge type and
the entire dataset. Overall, our INK provide a pro-
gressive improvement retrieval task than existing
tasks: SOTA models in COCO achieve 90% (Gei-
gle et al., 2022), while our best model, CLIP-
finetuned, achieves 48.5% on Recall@5. KAT-
Retrieval outperforms the CLIP zero-shot model

but not the finetuned version. We find all models
achieve the lower performance on social knowl-
edge. In fact, incorporating extracted knowledge to
the INK-CLIP (zero-shot) model gives an overall
improvement (313 → 299 in avg rank), but not on
the social domain.

Does Extracting Better Automatic Knowledge
Improve Retrieval Performance? We notice
that automatic knowledge extraction show com-
parable results on INK task with the vanilla base-
line. We additionally consider when gold human
knowledge has been perfectly retrieved from our
knowledge pool. In the last two rows of Table 2,
we provide INK-CLIP (zero-shot oracle) and INK-
CLIP (fine-tuned oracle) models which achieve
significant improvement by leveraging the gold
knowledge in every knowledge dimension. This
implies that our knowledge pool contains relevant
information to enhance the image-text alignment
and developing a more advanced automatic knowl-
edge extraction system is crucial to improve perfor-
mance in our retrieval task.

6 Conclusion

We present INK, a new image-text retrieval task that
requires extracting relevant knowledge to achieve
good performance. To accelerate research in this
domain, we release a new dataset for human an-
notation of gold knowledge with image-text pairs,
and a set of baseline models with the benchmark,
encouraging researchers to develop new models
and systems, and explore ways of evaluating the
INK performance. We show that integrating rele-
vant knowledge is the key to achieve good perfor-
mance in image-text retrieval task, and leave as
future work to develop more advanced methods of
knowledge integration to vision-language models.



Ethical Considerations

To push the frontier of this important vision and
language area, our dataset INK aims at bringing
researchers and practitioners in relevant fields to-
gether, to share ideas and insights. INK, while
in some ways similar to other grounded-retrieval
tasks, is focused more on involve in more knowl-
edge information. This is an emerging research
area that poses new challenges for AI systems
and there is still significant room for improve-
ment. Such a deeper understanding between vision
and language has also started to play a key role
in human-machine interaction systems. This will
greatly advance computer vision technologies in-
cluding visual entity and object recognition, knowl-
edge analysis and aesthetic evaluation.

The creation of models that leverage external
sources makes them more controllable. While this
may benefit factuality and reduction of bias, the in-
verse also holds. Such a model assumes its sources
are true and makes compelling arguments that lever-
age them. If said sources were false or misinforma-
tion, a controllable knowledge based system could
be leveraged for harmful goals.
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Appendix

A Implementation Details

• CLIP: We use RN50x64 version of CLIP
model and finetune it following (Hessel et al.,
2022) by drawing the bounding box region on
image in pixel space. We use batch size of 64
trained with 8 Nvidia RTX6000 GPUs with
48GB of memory each. Learning rate of 1e−5

with AdamW (Kingma and Ba, 2015) is used
and the model is trained for 5 epochs.

• INK-CLIP: We retrieve the best visual knowl-
edge k̃ from knowledge pool K using the
best region-based knowledge extractor in Ap-
pendix 5.1. We then take account of the rel-
evance of visual knowledge when ranking
the text candidates. The CLIP text trans-
former encodes knowledge and text with a
size of 1024, and cosine similarity is mea-
sured to get the relevance score. Lastly, we
perform the weighted sum: score(V,K, T ) =
score(V, T ) + α · score(k̃, T ) to score the im-
age and text pairs. We perform hyperparam-
eter search for α = (0.1, 0.5) with step of
0.1 to get the INK-CLIP retrieval scores. We
found α = 0.1 and α = 0.2 to be the best for
extracted and gold knowledge performance.

• KAT (Gui et al., 2022) separately encodes
explicit and implicit knowledge from image
and leverages T5-base encoder-decoder (Raf-
fel et al., 2020) with reasoning module (Izac-
ard and Grave, 2020) to attend over the en-
coded relevant knowledge to answer the ques-
tion (see Figure 2 for the model overview).
Following Gui et al. (2022), knowledge for
image patches are acquired, which we define
as global knowledge. We additionally extract
information for the specified region in the
Sherlock dataset, which we define as local
knowledge. The performance of different im-
age preprocessing techniques are described in
Appendix B. We use the best global and local
visual knowledge method and acquire n = 5
knowledge snippets. Text knowledge is addi-
tionally acquired as described in Section 5.1.
To train the retrieval version, negative knowl-
edge instances are drawn from batch inspired
by contrastive training (Radford et al., 2021),
which are given the label “no". Drawing hard
negatives to train the model is left as future

work. On 8 GPUs with 32GB of memory each,
we use batch size of 32, learning rate of 3e-5,
and is trained for 5 epochs.

B Automatic Knowledge Extraction

We provide more details of automatic knowledge
extraction system and investigate the performance
of different visual extraction strategies. The overall
model for the details of automatic visual knowl-
edge extraction is shown in Figure 3. Global visual
knowledge is extracted for each image patch fol-
lowing (Gui et al., 2022). We then extract local
visual knowledge by either cropping the specified
region or using finetuned model with the drawn
region in (Hessel et al., 2022). The global and lo-
cal extraction step is both performed on the unified
knowledge pool K defined in Section 4 to get the
visual knowledge. Lastly, the overview of the text
knowledge extraction system is shown in Figure 4.

WikiData ConceptNet Human

Unique Entities 187308 8863 4836
Unique Sentence 187308 22207 7284

Vocab Size 172842 15316 13172
Avg Sent Length 9.74 4.39 11.95

Table 3: Statistics of our knowledge resource. Note
human knowledge source is collected on val and test set
only.

To evaluate the visual knowledge extraction sys-
tem, we consider the ground truth image-text pairs
and measure if top 5 knowledge contains at least
one gold (1 Recall @5), or if top 100 contains
all three gold knowledge (3 Recall @100). The re-
trieval results only on the human annotated pool are
shown in Table 5. We find that region finetuned per-
forms the best to extract relevant knowledge. The
global and best local knowledge is used to acquire
the visual knowledge for knowledge augmented
models.

C Knowledge Source Details and
Examples

Table 3 presents statistics of different knowledge
resources used for our task. Table 4 shows exam-
ple of knowledge text extracted in the Wikidata
and Conceptnet knowledge base. One sentence
definition is retrieved for each entity detected in
Wikidata and 7 types of relation knowledge (e.g.
IsCapableOf, HasProperty, Causes, AtLocation,



Figure 2: Our version of KAT-retrieval model uses a contrastive-learning-based module (CLIP) to retrieve visual-
knowledge entries from wiki and concept explicit knowledge base, and uses a named entity recognition (spaCy-
entity-linker) to retrieve text-knowledge from the explicit knowledge base (see Section 5.1). The integration of
knowledge is processed by the respective encoder transformer, and jointly with reasoning module and the decoder
transformer as an end-to-end training with the retrieval based comparison task generation.

Source Knowledge Type Knowledge Sentence Example

Wiki Definition Musette Waltz: is type of dance
System Administrator: is person who maintains and operates a computer system and/or network
Phillies: is baseball team in Philadelphia, Pennsylvania, United States

Conceptnet <IsCapableOf> Lifeguard is capable of saving a drowning person
<HasProperty> Biking has property good for your health.
<Causes> Knitting generally causes relaxation.
<AtLocation> Intersection is usually at the place where two streets meet.
<PartOf> Bills is part of finance.
<MadeOf> Sword is made of steel.
<UsedFor> Wig is used for changing one’s appearance

Table 4: Examples of knowledge extracted automatically from the two web knowledge base, Wikidata and
Conceptnet. We combine the entity/concept with the knowledge information as our knowledge sentence.

Approach 1 R@5 3 R@100

Global: CLIP zero-shot (Patch) 8.1 2.1
Local: CLIP zero-shot (Cropped) 9.6 2.7
Local: CLIP finetune (Region Drawn) 18.4 6.8

Table 5: Multimodal Knowledge Retrieval with CLIP
and different image preprocessing methods. See Sec-
tion5.1 for more details.

PartOf, MadeOf, UsedFor) are extracted for Con-
ceptnet. Figure 5 shows qualitative examples of
extracted knowledge from the web and human an-
notated knowledge for the image-text pairs.

D Additional Human Evaluation and
Annotation Details

Using the template in Figure 6, we first collect
image-text pairs evaluated as knowledge-intensive
by humans. In Figure 7, we then ask annotators
to write relevant entities and knowledge informa-

tion to understand the pairs together. To capture
concepts and entities that are not explicitly shown
in the data, we asked them not to include words
that are mentioned in the text description. Two
words are annotated with one line description fol-
lowing the format in Wikidata, and other followed
the triplet format in ConceptNet, in order to align
the text domain with explicit knowledge.



Figure 3: Overview of automatic visual-knowledge extraction.

Figure 4: Overview of automatic text-knowledge extraction.

Visual Knowledge: 
§ Wiki: Equestrainism is horse 

riding. 
§ ConceptNet: Rider has 

property of… fearing to ride 
a roguish horse.

Human Annotation Knowledge: 
§ Saddle is a set placed on a horse for rider to sit in.
§ Relaxed generally causes a person to ride with no trouble.

Text Knowledge: 
§ Wiki: Horse is domesticated 

(work animal).
§ Wiki: Domesticated animal

is animal that is tamed and 
lives with humans.

Text:
The horse is trained and 

domesticated to be calm.

(a) Object-commonsense knowledge

Text:
A couple comes here for a 

walk and relax on the bench.

Visual Knowledge: 
§ Wiki: Park bench is seat 

bench intended to be placed 
outdoors in public places. 

§ ConceptNet: Shore is used 
for… relaxing near the 
ocean.

Human Annotation Knowledge: 
§ Date is social or romantic appointment or engagement.
§ Scenery is usually at where people relax and have views.

Text Knowledge: 
§ Wiki: Married Couple 

(couple) is two people who 
are married to each other.

§ Wiki: Bench is a piece of 
furniture on which several 
people may sit at same time.

(b) Social-consciousness knowledge

Text:
The man is a proctologist.

Visual Knowledge: 
§ Wiki: Prosthetist is allied 

health profession. 
§ ConceptNet: Doctor is 

capable of… helping a 
patient.

Human Annotation Knowledge: 
§ Diagnosis is what a doctor tells a patient about their medical 

condition.
§ Medical Glove generally causes protection for the wearer and 

the patient.

Text Knowledge: 
§ Wiki: Man is adult human.
§ Wiki: Proctologist is a 

surgery medical profession.

(c) Factoid knowledge

Figure 5: Qualitative examples of knowledge extracted from web knowledge base such as Wikidata and Conceptnet,
and human annotation knowledge for the three knowledge dimensions. We extract visual and text knowledge
separately for each image and text.



Figure 6: Example template of identifying knowledge-intensive image and text pairs. We define three types
of knowledge dimension, ask humans to select if such knowledge, or external knowledge would be required to
understand the image and text together. We specifically asked workers if children would be able to comprehend the
alignment, and select no external knowledge is required if not.



Figure 7: Example template of collecting human annotation of relevant knowledge for image and text pairs. We ask
humans to define entities and one sentence description that could aid the understanding of the multimodal content.


