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Recent advances in AI and machine learning (ML) promise significant transformations in the future delivery of healthcare. 

Despite a surge in research and development, few works have moved beyond demonstrations of technical feasibility and 

algorithmic performance. However, to realize many of the ambitious visions for how AI can contribute to clinical impact 

requires the closer design and study of AI tools or interventions within specific health and care contexts. This paper outlines 

our collaborative, human-centered approach to developing an AI application that predicts treatment outcomes for patients 

who are receiving human-supported, internet-delivered Cognitive Behavioral Therapy (iCBT) for symptoms of depression 

and anxiety. Intersecting the fields of HCI, AI and healthcare, we describe how we addressed the specific challenges of: 

(1) identifying clinically relevant AI applications; and (2) designing AI applications for sensitive use contexts like mental 

health. Aiming to better assist the work practices of iCBT supporters, we share how learnings from an interview study with 

15 iCBT supporters surfaced their practices and information needs, and revealed new opportunities for the use of AI. 

Combined with insights from the clinical literature and technical feasibility constraints, this led to the development of two 

clinical outcome prediction models. To clarify their potential utility for use in practice, we conducted 13 design sessions 

with iCBT supporters that utilized interface mock-ups to concretize the AI output and derive additional design 

requirements. Our findings demonstrate how design choices can impact interpretations of the AI predictions as well as 

supporter motivation and sense of agency. We detail how this analysis and the design principles derived from it enabled 

the integration of the prediction models into a production interface. Reporting on identified risks of over-reliance on AI 

outputs and needs for balanced information assessment and preservation of a focus on individualized care, we discuss and 

reflect on what constitutes a responsible, human-centered approach to AI design in this healthcare context.  
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1 Introduction 
Significant advances in AI and machine learning (ML) have led to ambitious visions of how new systems can 

revolutionize healthcare [55]. Continuing trends in personal health monitoring using mobile apps and wearables [61], 

combined with information increasingly collected in electronic healthcare records (EHR), contribute to a wealth of 

personal health and behavioral data that can be leveraged for health assessment, monitoring, and treatment [21, 44, 69, 

71]. This growth in digital health data alongside improvements to computing power and cloud storage has led to a surge 

in AI research and development. The ability of advanced algorithmic models to mine structured knowledge of extensive 

data to discover previously unrecognized patterns is opening-up new routes for improving our understanding of human 

behaviors, and predicting or optimizing health outcomes [14, 56, 100, 113]. 

In the field of medicine, AI applications can be wide ranging. They have been particularly successful for image-based 

diagnosis (for example in radiology [7, 76, 113]); are used to aid interpretations of the human genome [8]; to help 

discover behavioral or biomarkers for understanding disease states and (sub-)types [14, 88, 71]; to predict patient 

outcomes such as hospital length of stay, chance of readmission, or mortality  [17, 85]; to support the selection and 

adaptation of (drug) treatments [62]; or to facilitate the documentation and coordination of healthcare work [80]. 

Recent years have further seen a rapid growth in studies that explore AI applications in the domain of mental health 

[21, 93, 100]. These works seek to leverage AI for ‘social good’ by helping to address the significant personal and 

economic burden that is caused by mental illness worldwide [107]. Here, most innovation has occurred in the areas of 

mental health diagnosis, symptom or risk detection [29, 72, 73, 74] – predominantly from sensor and text data. Less 

explored are approaches to help improve treatment access and delivery, which include developments of chatbot or 

conversation-based approaches [38, 51, 79], and AI models to aid personalized treatment decisions [24, 77]. 

As early stage research and development, the majority of these works demonstrate the technical feasibility and 

performance of achieved algorithms [1, 22, 37, 98], mostly from pre-existing datasets. This often leaves AI development 

removed from its target users or its study and integration within everyday (mental) healthcare, thereby limiting 

opportunities for desired real-world clinical impact [46]. Realization of many of the ambitious visions for AI-enabled 

healthcare transformation requires a closer study of AI systems and tools within specific health and care contexts, to 

better understand design opportunities and their implications on patients, clinicians and other healthcare providers [6, 9, 

30, 52, 95, 109, 111]. Here, HCI research and human-centered design approaches can make important contributions to 

help ensure future AI interventions are clinically useful, ethical, and can find acceptance and successful adoption in 

practice. In this regard, our research follows an applied agenda, seeking to involve users in the design of AI-based 

healthcare systems and addressing some of the sociotechnical challenges that are involved in what has been termed as the 

“last mile” towards achieving real-world implementation [6, 26, 68]. 

As such, the work presented in this paper is one of the first to adopt and frame the development of an AI application 

for healthcare providers within a HCI methodology. Intersecting the fields of HCI, AI and healthcare, we address two 

key challenges: (1) how to identify what kinds of AI outcomes to develop that enable the discovery of patterns in, and 

translation of, often complex data into insights that have clinical relevance and fit with the specific needs and practices of 

patients, clinicians and health services; and, in response, (2) how to design AI applications for sensitive use contexts like 

(mental) healthcare such that non-AI experts can appropriately interpret provided AI outputs, and effectively and 

responsibly action these within their clinical decision-making and care provision. 

More specifically, this paper describes our iterative, human-centered approach to designing an AI application that 

predicts if a patient, who receives internet-delivered Cognitive Behavioral Therapy (iCBT) for depression and anxiety, 

will achieve a reliable improvement in their mental health symptoms by the end of treatment. This work forms part of a 

three-year, multi-disciplinary research collaboration that comprises a diverse team of researchers and developers with 

backgrounds in ML, Clinical Psychology, HCI, Design, Engineering and Data Compliance. Jointly, we investigate 

identified AI challenges in the context of SilverCloud Health 0F

1, an established iCBT platform for the treatment of 

depression, anxiety, and functional impairments [86]. The platform offers guided self-help to patients, who work through 

offered therapy contents by themselves in their own time. To promote engagement and the benefits from treatment, each 

 
1 SilverCloud Health: www.silvercloudhealth.com  

http://www.silvercloudhealth.com/
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patient is supported throughout the program by a human supporter [91, 110], who regularly communicates with them via 

online messages or phone conversations. These supporters are a specially trained cohort, typically graduate psychologists 

with further training in low-intensity iCBT interventions. They act as a facilitator of the computerized intervention 

through which users can learn and apply mental health self-management skills; and are the target users of our AI model 

outputs. 

There are a number of factors that make this particular healthcare set-up particularly suited and feasible for the 

application and actual integration of AI. Firstly, as an established digital health service, the technology itself is already 

used at scale (>1,000,000 user base), which includes the routine collection of data about patients’ treatment interactions 

and outcomes. Secondly, this information is processed and presented within data dashboards (Figure 2) to facilitate 

reviews of patient progress by the human supporters. Since these supporters already use interactive data dashboards as 

part of their routine work to gain insights about their patients for guiding clinical decision-making and next steps, it is 

more straightforward to imagine and practically realize the near-future integration of AI within this data review 

configuration. This paves the way for research to focus its explorations on the potential added value of advanced data 

analytics and the design of appropriate practices for their use, rather than common implementation barriers. 

 

Figure 1. Study overview. 

Describing our collaborative approach and reflections on what constitutes an ethical and responsible human-centered 

approach to AI design in this (mental) healthcare space, the paper makes two main contributions: 

(1) We describe how we identified meaningful use scenarios and development targets for AI in this context. We 

outline how the findings of an interview study with 15 iCBT supporters enabled an in-depth understanding of the 

information needs and data practices of our target users, and revealed six areas of opportunity for AI. These 

learnings were reviewed within the research team and, together with feasibility and data availability constraints 

and insights from the clinical literature (feedback-informed therapy), determined our focus on predicting reliable 

improvement outcomes from iCBT program use. We outline the development of our final prediction models and 

reflect on key choices for their application in practice.  
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(2) We describe the challenges for designing and integrating achieved predictions within an existing health service. 

We report on 13 design sessions with iCBT supporters, which: (i) further clarified use scenarios for our AI 

models; (ii) demonstrated how design choices in representing the AI output shape perceptions of the purpose and 

interpretations of the prediction results; and (iii) revealed key concerns about the integration of AI-enabled data 

insights into existing support practices. These include: demoralizing supporters or increasing performance 

pressures; uncritical treatment and over-reliance on AI predictions (especially by novice supporters); undesired 

changes to the intensity and nature of important ‘individualized’ care; and implications of false predictions. 

Responding to these challenges, we describe how these learnings can translate into UI design and become 

integrated within the SilverCloud product. An overview of the research process and study steps is provided in 

Figure 1.  

2 Related Work 
We begin with a brief overview of the current landscape of AI research in mental health, outlining in particular: (i) 

opportunities for developing AI applications that support treatment and personalized care; and (ii) the need for contextual 

integration of AI design and study to move forward developments of AI applications that are clinically useful, ethical, 

and that can find acceptance and adoption in real-world healthcare.  

2.1 AI Applications in Mental Health: Open Opportunities for 
Treatment Support & Personalization 

Recent years have seen a surge in research studying applications of AI in the domain of mental health (i.e., [21, 93, 

100]). Where applications focus on affective mental health problems or conditions such as depression, anxiety, or stress – 

rather than neurological or neurodevelopmental disorders – existing works most commonly utilize (mobile phone) sensor 

data (i.e., [18, 29, 45, 74, 96, 106, 114]) or text, predominantly sourced from social media (i.e., [19, 58, 72, 78]), to better 

understand; (earlier) detect; and (automatically) diagnose mental health status. A smaller proportion of works describe 

AI approaches for predicting mental health risks; especially suicidality [1, 3, 73, 81, 102]. The predominant focus on AI 

for mental health detection and diagnosis can partially be explained by challenges of requiring access to high-quality, 

large-scale mental health data. The costs involved in extensive data collection means that many existing studies use 

readily available data (e.g., public datasets, social media), or capture data from individuals described as ‘normal’ or 

‘healthy’ (i.e., [29, 45, 74, 84, 98, 114]) rather than people with a diagnosed mental health condition. They then often 

apply standardized clinical scales or questionnaires to screen for specific mental health symptoms or their severity within 

their study population (i.e., [77, 84, 106]). Thus, general data access challenges combined with the availability of clinical 

outcome measures may explain the prevalence of algorithmic modelling for mental health symptom detection and 

diagnosis, which has shaped the kinds of research questions and algorithmic models that have been developed to date 

[100]. 

Beyond this trend, there are investigations into AI uses to help scale-up or improve the delivery of mental health 

treatment. This includes the design of conversation-based interfaces and chatbots for either the delivery of 

psychotherapy [38, 51, 70, 108] or to support engagement with therapeutic activities [80] by enabling more open, honest 

self-disclosures [59, 66]. Prominent early examples include Woebot, a conversational agent for CBT delivery [38]; and 

Wysa, an emotionally-intelligent chatbot for users with self-reported symptoms of depression [51]. In addition to 

developing (fully automated) conversational agent experiences for delivering mental health and wellbeing interventions, 

AI techniques are employed to support text-based messaging with either a human coach or peer supporter. This includes 

uses of classifiers in the analysis of language markers to detect moments of ‘positive change’ in the cognitive processes 

of people suffering from mental distress [83]. 

Within the context of treatment support, we find only a few examples of work that employ AI specifically to help 

personalize interventions to peoples’ individual mental health and support needs [24, 77]. Here, Paredes et al. [77] 

developed a mobile phone app to recommend tailored coping strategies for stress management. To this end, their system 

learned from users’ engagement with different stress interventions to predict which intervention—out of a given set—
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may be most correlated with stress reduction for a particular person. Moving from adaptations in content selection to 

personalized communication, Chikersal et al. [24] analyzed how specific linguistic features in support messages to 

patients receiving iCBT correlated with better patient outcomes dependent on the patients’ specific circumstances (e.g., 

their current mental health, treatment week, level of engagement with iCBT). The research showed how certain aspects 

in the communication (e.g., use of positive words or words referencing social behaviors) correlated ‘more’ or ‘less’ with 

desired treatment outcomes for a particular patient context, enabling more tailored communications for those individuals.  

In summary, there has been a surge in AI research and development to support predominantly mental health 

assessment, however, approaches to leveraging AI specifically to help improve digitally delivered psychotherapy 

interventions, such as iCBT, and support more personalized care, are currently under-explored. 

2.2 Beyond Technical Performance: Towards Designing Real-World 
AI Applications for Mental Health 

As identified in a recent review by Thieme et al. [100], the majority of current mental health work predominantly 

describes the technical development of (initial) algorithmic models as their main contribution alongside reports of 

specific methodological contributions (i.e., new approaches to data labelling [89, 112], or feature extraction [67]). Often 

positioned as proof-of-concept studies, these works tend to report the effectiveness of newly developed models based on 

their predictive performance; assessed via accuracy and error metrics (i.e., [1, 2, 3, 18, 22, 29, 32, 37, 41, 42, 43, 45, 58, 

72, 73, 74, 75, 81, 84, 89, 96, 98, 112, 114]) and through comparison with other default or baseline models and state-of-

the-art approaches (i.e., [1, 18, 22, 73, 74, 89, 96, 112, 114]). Yet, performance evaluations, typically based on held-out 

training data, may provide little insight on how reliably a model performs in the real-world; or how well-developed AI 

models could find useful adoption within existing healthcare practices (cf. [6, 26, 46, 95, 100]). 

To date, most user involvement has been reported: in the collection of real-world user data (i.e., [2, 32, 75]); in data 

labelling with target-users or domain experts (e.g., [43, 73, 75, 112]); and for validating model results [36, 114]. Only a 

very small number of works present (participatory) design research [48, 52, 95, 103, 111] and user evaluation studies 

[49, 77] that: (i) deeply engage with the problems faced by potential users (i.e., patients, clinicians, mental health 

services) on a day-to-day basis; and (ii) extend understandings of how AI insights and applications could provide actual 

utility within those contexts. A key example here is work by Hirsch et al. [48, 49] who conducted a participatory, 

iterative design process and pilot evaluation of an AI system that would automatically assess the motivational 

interviewing (MI) skills of psychotherapists from the audio of a face-to-face counseling session. It presents a rare 

example of research that explicitly engages with the design challenges of creating an interactive dashboard interface that 

presents the model outputs (derived from speech and language processing) in ways that are interpretable by humans, such 

that non-AI experts can develop an appropriate level of understanding and trust in AI model outputs. As such, the work 

considers how understanding of the AI emerges as part of real-world use, which expands much of existing HCI research 

on explainable AI (XAI i.e., [5, 13, 50]) that primarily contributes important methods and toolkits to address issues 

concerning the interpretability, fairness, accountability and transparency of algorithms [6]. 

Additional examples can be found in the design of clinical decision support (CDS) systems [9, 15, 16, 52, 68, 95, 104, 

111], mostly in clinical settings outside mental health. Yang et al. [111], for instance, describe an experience prototyping 

approach for integrating AI prognostics about the likelihood that a patient benefits from having an artificial heart 

implant. Positioning the AI in the corner of a ‘slide’ that shows patient information for discussion within clinical, in-

hospital meetings, they explored possibilities for more seamless AI output integrations within existing workflows. In 

other research, Cai and colleagues [15, 16] described user research and the development of a prototype prediction tool 

(called SMILY) for prostate cancer diagnosis. Their work surfaced varied information needs for onboarding medical 

practitioners in developing a human-AI partnership as part of clinical decision-making; and demonstrated how the 

provision of interactive ‘refinement tools’ increased the clinical utility of their tool as well as user trust in the algorithm. 

As part of a co-design process, Jacobs et al. [52] employed low-fidelity prototypes to study clinician’s perceptions of 

different AI recommendations for what anti-depressant to administer to patients suffering from Major depressive 

disorder. What these and other works highlight is the gap in existing research and challenges for the successful use and 

implementation of AI systems within real-world clinical care; and the need for a closer design and study of AI 
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applications within the social structures and (physical or digital) work environments that characterize the often complex 

eco-systems that surround healthcare provision (i.e., [9, 68]). 

In summary, despite many important and innovative technical advances to date, more research and a closer 

integration of AI design within (mental) healthcare contexts is required. A deeper understanding and close response to 

stakeholder needs and expectations are necessary if we want to take steps forward in achieving AI applications that are 

clinically useful and that can find acceptance and adoption within routine clinical care. 

3 Understanding the Use Context & Identifying Meaningful AI 
Opportunities  

This section addresses our first objective: our approach to identifying useful applications and development targets for 

AI in our specific mental healthcare context. We begin by describing how human-supported iCBT is delivered through 

SilverCloud. Reporting key findings of an interview study with iCBT supporters, we articulate our choices for the system 

we developed to: (i) contribute to feedback informed therapy (FIT); (ii) predict reliable improvement outcomes; and (iii) 

better account for implications of different AI error types for its use in practice.  

3.1 Background: CBT offering via SilverCloud Health & the Role of 
iCBT Supporters 

The SilverCloud Health platform offers a wide range of self-guided iCBT programs whose clinical effectiveness has 

been evidenced through rigorous clinical research (e.g., [34, 86, 87]). Each program contains a set of core psycho-

educational and psycho-therapeutic modules that are delivered using interactive, multi-modal contents [24, 31]. While 

iCBT is mostly self-administered, research has shown how the involvement of a human supporter or coach, who guides 

and assists the person, improves user engagement in therapy and leads to more effective mental health outcomes than 

unsupported interventions [24, 54, 91, 110]. Thus, although patients work through the program content at their own pace 

and time, they receive support from a trained supporter in the form of weekly or bi-weekly reviews throughout their 

treatment journey. Most supporters are graduate psychologists with further training in low-intensity interventions, 

including iCBT. Within the NHS England IAPT F

2 initiative, they take on the role of a Psychological Wellbeing 

Practitioner1F

3 (PWP), who offers evidence-based interventions to patients with mild-to-moderate symptoms of depression 

and anxiety. 

PWPs are well-trained in guiding patients on the use of the platform, recommending treatment content, and helping 

patients work through identified difficulties to both support good patient experiences and desired clinical outcomes. To 

this end, all interactions between the PWP and their patients are coordinated via an Intervention Management Site 

(Figure 2). Here, PWPs can review patient messages, their responses to clinical questionnaires; visits of therapy content 

(pages); completion of treatment tools; and the frequency of program logins. In response to this data, PWPs provide 

patients with feedback, typically by selecting and adapting an online messaging template within the intervention site. 

These templates are written by PWPs in their own words and tailored to each patient. Typically, a personalized patient 

review takes PWPs 10-15 minutes to complete. 

While it can be more challenging to convey a ‘human touch’ and nurture a therapeutic alliance through a 

computerized treatment format, to establish a person-centered relationship between supporter and patient is crucial in 

helping to: (i) reduce perceptions of support being delivered through a machine rather than a human who listens, 

understands, and cares for the person; (ii) improve patient engagement and their belief in the effectiveness of an ‘online’ 

approach; and (iii) ensure that the same standard and quality of care is delivered via an online treatment as is in other 

therapy formats; all of which enhance overall therapy outcomes from iCBT. 

Yet, the need to maintain timely, responsive patient care is complicated by generally high workloads and demands on 

mental health services. As the PWP role is often a career stepping stone for supporters , this is coupled with a moderate 

 
2 NHS IAPT (Improving Access to Psychological Therapies): https://www.england.nhs.uk/mental-health/adults/iapt/  
3 PWP role: https://www.instituteforapprenticeships.org/apprenticeship-standards/psychological-wellbeing-practitioner/  

https://www.england.nhs.uk/mental-health/adults/iapt/
https://www.instituteforapprenticeships.org/apprenticeship-standards/psychological-wellbeing-practitioner/
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rate of staff turnover, which can result in high variations in the level of expertise of these PWPs, including many trainees 

and novices. This raises the question how to best maximize the effects and outcomes of human support in this format and 

help iCBT supporters (of varying expertise) in effectively guiding their patients through treatment. 

 

Figure 2. Extract of an example patient review page within the supporter interface, showing: the frequency and 

details of patient completed clinical questionnaires; the number and content of messages sent to their supporter; 

therapy pages viewed; tools used; and overall system logins. Each of these summary items can be expanded for 

more detail. Following their review, supporters write a personalized message for which they can select and adapt 

text templates. They can also ‘bookmark’ existing or ‘unlock’ additional contents to advance user engagement 

and treatment progress. 
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3.2 Understanding iCBT Supporter Work Practices & Identifying AI 
Opportunities  

Seeking to open-up the design space and investigate how methods of AI could be leveraged to benefit supporter work 

practices, we conducted 15 semi-structured, 1 hourly interviews with PWPs to better understand their information needs 

and challenges in understanding patient progress and providing effective, personalized feedback. Responding to these 

learnings, we scoped out potential AI opportunities. Appendix A provides an overview of the study methods and a 

summary of the findings, including associated AI opportunities. A detailed report is available here [99]. Below, we 

restrict reports of key learnings to one of the identified themes: understanding patient mental health: risks, progress & 

barriers that specifically guided our AI development. 

3.2.1 Study Theme “Understanding Patient Mental Health: Risks, Progress & Barriers” 

A key focus in the review practices of PWPs is to gain a sufficient understanding of their patients’ mental 

health. In the first instance, this includes (i) gaining an understanding of the person’s main mental health problem 

to be able to identify the right treatment, and effectively focus or adapt the treatment to the person. To this end, 

supporters collate patient information from initial screening and treatment calls that are recorded in a patient 

boarding card within the care providers EHR system together with other relevant health information. 

During regular patient reviews, supporters then assess: (ii) whether there are any indicators of risk that have 

to be responded to immediately, and (iii) how the patient is progressing in their mental health throughout 

treatment, as one of the first and most important steps in their review. Predominantly, this is done by examining 

changes in the patients’ mental health symptoms as reported via standardized clinical questionnaires of PHQ-9 

[60] (a 9-item measure of depression symptoms) and GAD-7 [64] (a 7-item measure of anxiety symptoms). 

A ‘mental health risk’ is typically indicated through a ‘risk tab’ within the supporter interface that flags- when a 

patient scores higher on question nine of the PHQ-9, which asks about the person’s thoughts on self-harm and 

intent to end their life. In some cases, mental health risk indicators are also picked up in patient messages, or 

through changes in treatment engagement (i.e., absence of communication with the supporter, reduced program 

use). In cases of an identified risk, the supporter would often take action by calling the patient to assess what is 

going on for them and to clarify if their current scores actually reflect how they are feeling. 

For assessing the ‘mental health progress’ of a patient, PWPs review trends in patients’ clinical scores. If those 

scores show a gradual improvement, little time is spent reviewing these further. However, if the scores remain 

unchanged; change suddenly or significantly in either direction; or indicate a decline in mental health, then the 

supporter would take further action. For example, if the patient scores are not improving or are not at the level 

that the supporter expected them to be, they will look for potentially ‘barriers’. This can include strategies such as: 

(i) asking the patient in an online message or call how they are feeling to better understand their circumstances; 

or (ii) taking a closer look at key aspects in clinical questionnaire items on which the patient may score highly that 

could be indicative for example of ‘persistent sleep difficulties’ or ‘high levels of anxiety’. 

In cases where a patient does not improve after several weeks, they are brought to case management 

supervision (CMS) to re-assess the suitability of the current treatment approach for them. In general, all patients 

are regularly reviewed in CMS, typically: when they are new to the service; four weeks into an intervention; had no 

changes in their scores; or showed risks. In CMS, supporters discuss the patients’ main mental health problem and 

current treatment plan and consider their level of program engagement and clinical scores to identify risks of 

drop-out and strategies to address any treatment struggles (i.e., by changing the intervention, or stepping the 

person up to a more intensive care approach). 

It is important to note that some supporters also described the need for caution in interpretations of the 

clinical scores, as they may not exactly reflect what is going on for the person. While frequent clinical assessments 

can provide a numerical indicator and trend of that person’s mental health progression, these should not be given 

too much weight or consideration in isolation. Supporters therefore described efforts to assess clinical scores in 

the context of other information provided in patient messages and conversations. For example, additional 

information can help mental health assessment by providing contextual insights into why someone might be 
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struggling with stress and worries (e.g., exam times for students), and can clarify if someone has easy access to the 

means to commit suicide (e.g., an isolated farmer) that require action. 

3.2.2 Summary & Opportunities for AI 

In summary, supporters often gain an important understanding of their patients’ main mental health problem 

and life circumstances through an initial assessment call. Combined with program engagement reviews, these 

serve as contextual resources to evaluate patients’ mental health progression and guide treatment. A key focus in 

assessing patient mental health progress involves the regular review of clinical scores and their changes over time 

to detect any mental health risks, potential barriers to improvement and requirements to re-evaluate the patients’ 

suitability for a particular treatment and adapt their care. Responding to these tasks, we identified the following 

(not fully exhaustive) list of questions and opportunities for AI that could be investigated further: 

• How could AI support early or automatic detection of mental health risks? 

• How could AI assist supporters’ understanding why a patient might not be improving in their mental 

health?  

o How could AI support the identification of ‘barriers to patient improvement’ based on patients’ 

clinical scores or specific markers in their language (i.e., in patient messages, text entries)?  

o How could AI be leveraged to learn what mental health struggles (i.e., indicated via 

questionnaire items) may be particularly salient in predicting good or poor mental health 

outcomes?  

• How could AI help identify ‘early’ if a patient is likely to benefit from the chosen treatment, or not, to 

facilitate treatment adjustments and ensure patients get the ‘right care’?  

3.3 Rationale for a Focus on Clinical Outcome Prediction  
The user research findings, including the theme on mental health outcomes outlined above, enabled important, in-

depth understandings of the review practices and personalized treatment goals of the supporters. As a next step, our 

multi-disciplinary research team assessed these findings and associated proposals for AI applications in the context of (i) 

available data constraints, and (ii) the clinical literature to identify how AI-enabled insights or interventions could both 

be meaningful in supporting supporter practices, as well as (iii) practically feasible. 

Identifying AI applications that usefully integrate needs for clinically relevant insights with data availability 

constraints and workflow implementation challenges: Amongst the data available to us are clinical measures of PHQ-9 

and GAD-7 that are frequently completed as part of regular patient reviews as well as behavior engagement data that 

includes information such as what sections of the treatment program a patient used (i.e., content pages; interactive 

therapy tools; a journal; profile page; interactions with their supporter) over time. Prior to any analysis, all data is 

carefully de-identified through a removal of any private data such as free text entries, demographic information, and 

dates (see [82] for details); restricting any investigations to higher-level program use features to protect patient 

anonymity. Our analysis further focuses on SilverClouds’ Space from Depression and Anxiety program, which has the 

largest number of patients enrolled to ensure a sufficiently large, representative dataset for the use of AI methods.  

As a multi-disciplinary team, we explored numerous avenues for extracting meaningful data insights to assist 

supporters in delivering effective, personalized iCBT care. Amongst others, this included the development of a 

probabilistic latent variable model to better understand patterns of patient engagement with the iCBT program [23]; and a 

sequential decision making model that suggests what therapy content (i.e., a specific iCBT module) at a particular time in 

treatment may best correlate with improved patient outcomes (i.e., symptom reduction) to guide supporter 

recommendations. Discussing these modelling efforts and the user research findings; our clinical collaborators described 

the potential of using AI in contributing to feedback informed therapy (FIT). 

The clinical literature on FIT indicates that offering therapists feedback on the expected outcomes that a patient might 

attain from treatment can improve its success and prevent symptom deterioration in patients who are not progressing well 

(e.g., [28, 39, 40]). This is of particular relevance since, in the case of depression and anxiety, just over half of all 

patients are expected to respond to treatment and those that do remain at considerable risk of future relapse [4, 10]. Thus, 
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the ability to determine at an early stage whether or not a patient is likely to improve, can allow iCBT supporters to 

assess more closely whether treatment is progressing as expected, and to adapt its delivery if necessary, in order to 

increase the likelihood of improvement in patient symptoms (see [11, 21, 27, 47, 65] for earlier explorations in this area). 

In other words, providing insights early about prospective patient outcomes can create opportunities for supporters to 

engage in more timely and proactive intervention to ensure treatment success. Such insights can also usefully guide 

decision making within clinical management supervision (CMS) to aid decisions, i.e., about whether a patient needs to be 

stepped-up to different care sooner, or whether more treatment sessions would need to be administered to a particular 

patient. All this may also assist in more effective care planning through an earlier re-distribution of care resources, and 

reduce delays and negative effects of having a patient attend for too long the wrong care pathway. This motivated the 

decision to develop a state-of-the-art prediction model that can provide supporters, early into treatment, with important 

insights about the likelihood that their patients will achieve desired mental health outcomes by the end of treatment. 

More specifically, we chose to predict the likelihood of reliable improvement in mental health symptoms as the 

desired mental health outcome as it reflects a significant positive change in patient symptoms and presents a core 

performance metric used by NHS IAPT services in the UK to determine treatment success ([25], p.154). Reliable 

improvement is defined as a decrease in PHQ-9 score of 6 or more points; and a decrease in GAD-7 score of 4 or more 

points, at the end of treatment. This outcome metric serves as an indicator of real improvement in symptoms, as it 

exceeds change that can be accounted for by measurement error and is generally reported to capture how many people 

showed any real benefit from the treatment delivered [53]. 

3.4 Overview on Developed Outcome Prediction Models for RI in 
Depression and Anxiety Symptoms 

To predict reliable improvement (RI) in patient symptoms of depression and anxiety, we analyzed fully anonymized 

data of 46,313 patients who: were enrolled in the Space from Depression and Anxiety program between January 2015 

and March 2019; had a supporter assigned to them; and completed clinical symptom measures of PHQ or GAD at least 

twice. For these patients, we used time-stamped scores from the completion of clinical measures – their PHQ-9 and 

GAD-7 scores – as the inputs (so called data features) to train two recurrent neural network (RNN) based models (see 

Appendix B for an illustration of the RNN architecture). Based on the validation dataset, these RNNs achieve an overall 

accuracy of 83.75% in predicting RI in PHQ-9 outcomes; and 78.86% in predicting RI in GAD-7 outcomes; and 

consistently outperform other baseline models (LogR, RF, GBMs, EMA). See [82] for more details. The models 

predictive performance improves with time, meaning that with three or more clinical measures available 3F

4, the RNNs 

achieve accuracies of 87.77% for PHQ-9 (Specificity = 95%, Sensitivity = 66.1%) and 87.37% for GAD-7 (Specificity = 

95%, Sensitivity = 70.27%). This means that both RNNs achieve above 87% prediction accuracy with high specificity 

(set to 95%) and reasonable sensitivity after three review periods during which the patient completes clinical measures. 

In other words, rather than just considering the overall accuracy of our model (across the entire receiver operating curve) 

[26], we chose to fine-tune our algorithm towards higher specificity, which is reflective of a low false positive rate. 

Weighing up which error type is most costly to define appropriate AI performance thresholds: For our specific 

application context, false positive errors would mean that a patient, who would need extra help would be at risk of not 

receiving it (due to a prediction that falsely indicates that the person will achieve RI, when they do not). Contrary, if the 

model would falsely predict patients to not achieve reliable improvement when in fact they do (high sensitivity meaning 

low false negative rate), this might have less negative implications for patients and care providers alike as the desired 

outcome is achieved in the end. However, false negative errors can nonetheless be problematic as they can mean extra 

resources are allocated unnecessarily in supporting patient recovery, and they can cause disruptions to a patient’s 

treatment journey, if they were referred to more intensive care than needed. Our decision to set our model specificity to 

above 95% (low false positive rate), at the expense of a higher false negative rate, was also informed by clinician’s 

 
4 Within the context of SilverCloud, PHQ-9 and GAD-7 questionnaires are administered by the supporter at the beginning of a “new review period”. A review 

period is completed once the supporter sends a personalized feedback message as a response to reviewing patient progress, typically every 1-2 weeks during 

active treatment, which is mandatory for all NHS IAPT services (digital and non-digital). Post-receipt of this feedback message, patients are then prompted 

to complete the clinical questionnaires upon their first login when returning to the iCBT program.  
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assessment that for most negative RI predictions, whether they were true or false, they would work harder to identify the 

patient’s difficulties and treatment needs. As such, they felt that false negative errors were likely not to weigh in as much 

as false positives (not receiving extra help when needed). This surfaced false positives as the main error type to avoid. 

As described in other recent AI studies within clinical contexts [9, 16], it is important to carefully consider and weigh 

up how different error types may come to impact clinical decision making and associated real-world implications in 

terms of costs and burdens on patients and health services. There is a need for future work to identify avenues (and 

potentially new tools) to assist AI developers and domain experts: (i) to learn more about the risks and costs that may 

occur through different prediction errors; (ii) to identify what constitutes an appropriate threshold between false positives 

and false negatives given the specific use and care context; and (iii) to re-evaluate those thresholds once their 

implications are better understood (i.e., through further investigations and use). Cai et al. [16] further suggest making 

such algorithmic design decisions (i.e., to optimize for a low false positive rate) transparent to users alongside other 

information such as the models’ intended uses. 

Having achieved prediction models with high accuracy (>87%) and few false positives after three reviews, was 

assessed by our clinical collaborators to be ‘good enough’ to be considered for real-world deployment. 

4 Study: Understanding & Designing for Appropriate Use of 
Outcome Prediction 

Having specified our focus on predicting patient outcomes, specifically reliable improvement in depression and 

anxiety symptoms, to support iCBT supporters work practice, this section turns to our second research objective: how to 

design our AI application such that supporters can appropriately interpret provided data outputs, and effectively and 

responsibly action these within clinical decision-making and care. 

More specifically, we needed to clarify: (i) the specific use scenario and integration of the prediction output within 

existing workflows; (ii) the design of effective ways to communicate the prediction output within the supporter interface; 

and (iii) any foreseeable concerns or risks associated with the use of outcome prediction in this context. To this end, we 

conducted a series of design sessions with PWPs for which we developed interface mock-ups (Table 1) to concretize the 

AI outputs for PHQ-9 and GAD-7, and facilitate additional learnings about design requirements. Next, we detail the 

study and its key findings, which brought forward a set of design sensitivities and requirements that cumulated into the 

implementation of a first UI design (Figure 4). 

4.1 Development of Design Mock-Ups for Outcome Prediction 
Over a period of six weeks, members of the research team (AT, RM, GD) regularly met with the UX team (MH, ML) 

at SilverCloud to develop a set of design mock-ups that would enable us to probe with study participants where, when 

and how outcome prediction results could add value to their work practices; what would constitute an easy-to-

comprehend representation of the proposed AI output; and to learn about potential needs to add any contextual 

information to aid an appropriate level of understanding of probability-based prediction outputs. 

Our conversations began with joint ideation sessions that culminated in the development of numerous design 

sketches. Partially, our design ideas were inspired by common statistical approaches that often use ranges and standard 

deviations to indicate variance in data results; as well as other AI design examples reported in the literature. This 

includes communications of prediction accuracy through percentages [52, 90]; illustrations of model uncertainty via 

diffuse color regions [57]; or temporal line charts of a patient health ‘prognosis’ to illustrate trends over time [111]; as 

well as indications of risks (i.e., the chance to catch a specific disease relative to a standard population) through bar 

charts, line charts and other proportionate representations (i.e., [63, 97, 103]). Visual (and interactive) mechanisms to 

inspect model accuracies or prediction uncertainties are also commonly used by data scientists to better understand and 

debug their AI models. Amongst others they demonstrate the importance of certain data features in explaining a 

prediction outcome, i.e., through (additive) bar charts [50], or communicate data saliencies through heat maps [23, 24]. 

As described previously, empirical research that studies how health or care professionals perceive and interpret AI 
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outputs as part of user interfaces or within their work context however remains rare (exceptions include [35, 49, 52, 68, 

95, 109, 111]). 

Table 1. Shows the five design mock-ups and their rationale for discussing different ways in which to visualize and 
otherwise contextualize outcome prediction results within the PWP intervention interface. 

Concept Design Rationale 

1.  

Wheel 

Indicator 

 

The design was inspired by a Geiger counter that acts as a strong visual 

in amplifying the binary prediction output (yes or no to Reliable 

Improvement). Conforming with common Western connotations for 

colors and positioning, the desirable outcome (yes to RI) is placed to the 

right and emphasized through green (in contrast with red). Model 

confidence is communicated through combining a color gradient in the 

wheel with the positioning of the counter; extended by a percentage 

value (i.e., 98% certainty).  

2.  

Multiple 
Outcomes 

Table 
 

The idea behind this design is to have a simple way of stating, through 

written text, whether the person was ‘likely’ or ‘unlikely’ to achieve RI. 

A combination of word categories (very unlikely, unlikely, uncertain, 

likely, and very likely) and color gradient (the darker the better) are 

chosen to communicate model confidence in its prediction. The table 

further includes other common outcome metrics such as ‘reliable 

recovery’, ‘reliable deterioration’ and ‘mental health trend’ to probe 

with participants into preferences for different metrics, and the potential 

relevance of having multiple mental health outcomes shown at once.  

3.  

Visual Cue + 

Text 

 

This design combines the use of textual categories with a simplified 

visual cue that presents as a small bar charting three regions to mark: 

negative prediction, model uncertainty, and positive prediction. A small 

arrow on top indicates the model output and its confidence through its 

relative position within the output region. In combining text categories 

with a visual cue, the aim is to reduce ambiguity in interpretations of the 

text labels without showing specific numerical values, which can be 

misleading at times (i.e., small changes in percentage values of model 

uncertainty can be difficult to make sense of).    

4.  

Population 
Comparison 

 

This design illustrates processes of layering of information and data 

comparisons. It is the only concept that shows a definition of RI upfront 

rather than requiring its retrieval by clicking on an information icon. The 

actual prediction is visualized as progress bars, indicating how far the 

patient has come towards the reliable improvement target for both PHQ 

and GAD; amplified through a percentage number. The representation 

can further be unfolded to receive additional information of how the 

prediction for the particular patient compares to other patients who have 

similar PHQ or GAD profiles; thereby potentially highlighting how 

representative (common or unusual) the predicted outcome is for this 

patient(type). To aid interpretation, a visual plot is added to show 

proportions alongside text that describes the data origin and its scale.  

5. Dashboard 
Feedback 

 

This design is proposed as an extension to the already existing supporter 

dashboard that displays to a supporter all of their SilverCloud patients 

within a comprehensive table. Amongst others, the table indicates the 

date a specific patient is due for a supporter review and how actively 

patients engage with treatment. It predominantly serves as an entry point 

for navigating to each individual patients’ profile. The proposal is to add 

to it functionality whereby the prediction for RI is shown as percentage 

numbers in additional columns (for PHQ and GAD). To avoid risks of 

potentially demotivating supporters, a deliberate choice was made to 

communicate the prediction outcome positively, even if desired 

outcomes are unlikely to be achieved for some or all patients. To this 

end, the prediction output is translated into a spectrum of 0-100% to 

communicate progress towards the desirable target of RI, and all 

percentage numbers are shown in green. 
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To invite meaningful dialogue on use scenarios and design requirements with our iCBT supporters, we wanted to create a 

set of concrete design concepts that were distinct in a number of ways: 

• placement of prediction outcome within PWP interface (single patient profile vs. all patients dashboard); 

• level of data abstraction (individual patient vs. patient cohort); 

• modality (graphical, numerical or textual representations);  

• complexity (basic visual or single numeric value vs. more layered information); and  

• communication of model confidence (single value vs. range as indicated through size or color gradients). 

Varying across these dimensions, Table 1 illustrates the five design concepts that we selected for the study alongside 

descriptions of their design rationale. Concepts 1-4 are presented to participants within the context of a patients’ 

individual review profile that shows their mental health symptom trajectory over time as exemplified in Figure 3; 

whereas concept 5 shows the prediction for all patients of a supporter in an overview dashboard. 

 

Figure 3. As illustrated here through the Wheel indicator, design concepts 1-4 were shown within the context of a 

patient’s individual review profile that shows their mental health symptom trajectory over time as derived from 

the completion of standardized clinical questionnaires of PHQ-9 and GAD-7. 

4.2 Participants  
We recruited 13 Psychological Wellbeing Practitioners (PWPs) from the Berkshire Healthcare NHS Foundation Trust 

in the UK. Our sample includes seven participants who had taken part in our previous interview study; those repeat 

participants are indicated through grey shading in Table 2. Study participants predominantly self-reported as female (2 

male) and included fully certified PWPs who were very experienced at using SilverCloud to support their patients. Asked 

to rate their own level of experience as a SilverCloud supporter, half of the participants (n = 7) self-identified as 

“intermediate/ expert” or “expert”; with the vast majority (n = 11) having at least 1-2 or more years of experience in 

using SilverCloud as an iCBT service. Table 2 further demonstrates the case load of each supporter at the time of our 

design sessions, which most often included 15-30 (or more) SilverCloud patients, and this typically reflects ~50% of a 

PWP’s overall case load. 
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Table 2. Participants’ role title and level of expertise in supporting patients via SilverCloud; amount of years they 

have been using the service; and number of patients currently assigned to them. 

Current Role Supporter expertise  Years using SilverCloud Patient load 

PWP Intermediate 0-2 15-30 

PWP Intermediate 0-2 15-30 

PWP Intermediate/ Expert 1-2 15-30 

PWP Intermediate 1-2 30 or more 

PWP Novice/Intermediate 2-4 30 or more 

PWP Intermediate/ Expert 2-4 15-30 

PWP Intermediate 4-5 5-15 

PWP Expert 2-4 30 or more 

Senior PWP Intermediate 2-4 15-30 

PWP Clinical Lead Expert 2-4 5-15 

PWP Clinical Lead Intermediate/ Expert 4-5 5-15 

PWP Team Lead Expert 4-5 15-30 

Innovation & Service Improvement within Trust Expert 5 or more 5-15 

4.3 Procedure & Data Analysis 
All design sessions were conducted remotely via video conferencing software (Microsoft Teams). Informed consent 

was sought in writing prior to the study. The session began with the researcher (AT) setting the scene by describing some 

of the unique opportunities that are afforded through digital health services like SilverCloud that can collect patient 

interaction and treatment data at scale, and through this, enable new possibilities for statistical analysis, including 

advanced computational methods such as AI and machine learning. We explained how AI methods can help recognize 

specific patterns of people’s behaviors from large-scale data. This includes the identification of patterns in mental health 

symptom trajectories from clinical scores of PHQ-9 and GAD-7. Thus, looking at historic data of SilverCloud patients 

who previously completed iCBT treatment and regularly reported clinical measures, we can distinguish those patients 

who achieved a reliable improvement in their mental health at the end of treatment, from those who did not. An 

algorithm then learns the differences in mental health trajectories between those two groups (reliable improvers vs. no-

reliable improvers) and can predict, early within treatment (i.e., by the third patient review), with fairly high accuracy 

(87%) whether, or not, a particular patient is likely to achieve a significant reduction in their depression and/or anxiety 

symptoms. 

Presenting this as a concrete example of what AI could do, the researcher then explained the purpose of the design 

session as a three-part: (i) inviting feedback on the proposed idea of predicting RI to clarify use cases and the potential 

value of the suggested AI application (when, where and how, if at all, having access to RI prediction could be useful); (ii) 

reviewing a set of design proposals to better understand information presentation preferences and the integration of the 

data-insight within the existing supporter interface; and (iii) discussing any concerns about the AI design concepts or 

their uses in this specific mental healthcare context. 

Each session lasted 1 hour and was audio recorded. All recordings were fully anonymized and subjected to full 

transcription by an accredited transcription company. The transcripts were carefully checked by the lead researcher for 

correctness and subjected to Thematic Analysis [12]. This involved an intensive familiarization with and coding of the 

data, and their iterative organization and development into high-level themes. Our analysis was guided by our three main 

research aims of: clarifying use scenarios and the utility of the proposed AI; learning about concerns; and gaining 

feedback on the designs. 

All participants received a £30 gift voucher to a retail store of their choice to compensate them for their time spent in 

contributing to the research. The research study was carefully reviewed and monitored for compliance and privacy 

regulations; and approved by the NHS Health Research Authority (HRA, reference: 19/LO/1525). Each participant has 

been given a unique identification number to protect their anonymity, reported as P1-P21. 

5 User Research Findings & Implications for Design 
Next, we present the key findings that emerged from our analysis, which concludes with implications for design 

(section 5.3.1) that were then taken forward into a first concrete UI proposal (section 5.3.2).  
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5.1 Use Scenarios & Proposed Utility of Outcome Prediction to 
Supporters and Health Services 

Having introduced the supporters to the prospect of a reliable improvement prediction, we asked how they would 

imagine making use of this outcome data in their day-to-day work. Explaining the potential value of the prediction, they 

described two main uses. They regarded outcome prediction as a helpful indicator: (i) for adapting patient treatment for 

improved outcomes; and (ii) in performance monitoring. 

5.1.1 Adapting Patient Treatment for Improved Outcomes  

In keeping with the clinical literature on feedback informed therapy (FIT), having access to the prediction was 

perceived as useful indicator for assessing patient mental health progress by providing an additional perspective – based 

on data. In particular, supporters regarded a positive prediction (Reliable Improvement) to serve as ‘confirmation’ that a 

patient is ‘on track’ and to add ‘confidence’ that they can continue with their chosen treatment approach. In these 

instances, the data was considered to ‘back-up what clinical scores may already suggest’, providing reassurance to PWPs 

that the treatment is working. P13 for example explains: 

“(…) I think it would be a really good boost if you found out that, actually, this client should be on track and 

that they should be likely to reliably improve. I think that would be just quite a nice boost that, ‘Oh, good. This 

is really going to be something that helps them’.” 
Contrarily, supporters assessed a negative prediction (No Reliable Improvement) as a prompt to explore why the 

treatment may not be working for a patient, and how it could be adjusted to better meet their needs. To this end, PWPs 

described taking a number of different actions. They would engage in more conversation and ‘funneling’ with the patient 

to better understand why they might not be on the right path, what they find (un)helpful and discuss any changes that 

might need to happen. Related to this, supporters would work harder to identify any treatment, engagement, or mental 

health barriers that the patient might encounter through a closer review of available data; as well as increase their level of 

support for patients who ‘need a bit more attention in the review’ through activities such as: switching the patient from 

online to telephone reviews; breaking down therapy contents more; providing access to additional resources; increasing 

the relevance of treatment contents (via tailoring); adding more treatment sessions or increasing the frequency of review 

sessions. P18 explicates: 

“I think with an online review client in particular if I was able to tell, say if we had this data really early on and 

we could see that it wasn’t going to be effective, then what that will allow is actually I could call that client, 

email them, have that more of a verbal discussion to see what the issues are, how can we support them in a better 

way. Whereas previously I might have relied on the information that they’re leaving me to highlight if it was or 

wasn’t working (…).” 
Furthermore, a negative prediction could also lead supporters to re-assess the fit of the chosen SilverCloud program 

for the patient or whether the therapy itself needed to be changed (i.e., to a face-to-face format) such that the patient 

would get the right kind of help sooner. For this, supporters described the benefits of using the prediction as data 

evidence for guiding decisions within clinical management supervision (CMS): 

Firstly, a negative RI prediction for a patient can support decisions if a patient needs to be stepped-up to different 

care ‘sooner’. Regarding the prediction as additional, more ‘solid, objective data evidence’, supporters assessed it as 

helpful for building the rationale and backing-up their clinical judgement to change treatment; especially if the prediction 

aligns with their intuition that the patient might not be benefitting from current therapy. This provides opportunities for 

improved care planning through an earlier re-distribution of care resources and reduced delays in having a patient attend 

for too long the wrong care pathway. P6 states: 

“Just hopefully the chance to change it. If you think that person’s not going to get into like reliable change there, 

and identifying the correct treatment options, you know, the earlier on that you do that, the more likely treatment 

is to work, so if it was flagging that actually, yeah, when you’ve discussed it with your supervisor this maybe 

isn’t the right option, it gets them into the right one quicker. Yeah, it just makes it a bit more personalized I think, 

as well.” 
Secondly, the prediction can also assist in decisions about how many (more) treatment sessions supporters should 

administer to a patient. A positive RI prediction can confirm that the usual 4-6 review sessions might suffice, whereas a 

negative RI prediction as early as review session 3, would enable an earlier change in intervention; as well as indicate 
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that patients may need a longer treatment period if change is unlikely to be expected within that time; offering useful 

insights to resource management. P15 expands: 

“I think at Step 24F

5 with PWPs the most useful thing would be to not overuse sessions. So if you could predict 

early on that a patient at session three isn’t going to experience reliable improvement it could change the 

intervention more quickly. So at the moment you might have a PWP who’s working with a patient and they might 

do six sessions before they then move them to the next intervention, but if you can tell that somebody is not going 

to benefit or get to recovery from that intervention you might want to think about changing it sooner. How I see 

it would be useful would be in the step-up or changing intervention process.” 
Despite multiple proposals for how especially a negative RI prediction can provide a useful indicator that a patient is 

not ‘on track’, it does not provide specific, diagnostically-useful insights that could assist supporters’ understanding of 

potential treatment problems, nor does the AI provide any therapy specific recommendations (i.e., for content tailoring). 

P1 describes this limitation and a desire for potentially more ‘actionable’ data insights: 

“I suppose the difficulty with a prediction is it is ultimately a figure that we’re going to be receiving. And that 

doesn’t actually give me detailed information about my practice. That’s where I get a bit, because it is just a 

number, so I might get a number saying the prediction is, there’s a 63% chance this person will improve and 

recover, great. But that doesn’t tell me what I need to do. (…).” 
In summary, supporters described multiple ways in which they envisioned the proposed outcome prediction feedback 

may serve as a useful ‘flag’ for reviewing their practices that would allow them to adapt treatment choices. This 

approach to personalization contrasts with other possible tactics whereby the AI could, i.e., help identify specific 

problems that a patient may encounter and provide to the PWPs specific suggestions for action. While potentially more 

insightful, we will discuss later our choice to pursue a simpler data insight in lieu of more complex inferences and 

conclusions that could be drawn by the AI to reduce risks that may otherwise arise in cases where the AI prediction is 

false; as well as to not interfere with supporters ‘sense of agency’ in making their own professional assessments nor 

reduce opportunities for upskilling novices. 

5.1.2 Early Indicator in Performance Monitoring 

While supporters saw most potential in the use of outcome feedback for treatment adaptation, some envisioned its use 

in performance monitoring, by providing insights into: (i) the effectiveness of individual PWPs; (ii) how well the health 

service is achieving its treatment targets or required resourcing; and (iii) anticipated success rates of a digital approach 

to help the uptake of online patients by supporters new to services like SilverCould. 

PWPs in team lead and supervisory roles described how the predictions could provide ‘really specific data’ on how 

well their supporters are doing, potentially allowing them to better monitor and assist staff performance. In this instance, 

negative RI predictions are regarded as a ‘training tool’ that provides supervisors with an opportunity to work more 

closely with a PWP to help move forward their thinking and decision-making in how best to support their patients; and to 

do so in a very sensitive and carefully scaffolded manner to ensure they empower (rather than criticize) the PWP. P6 

explains the benefits of identifying guidance or training needs early: 

“Yeah I think it would actually end up having quite a big impact in that you'd just be making sure that your 

PWPs were doing the right stuff and had enough support, because I know that, for example, at the moment the 

only thing we can really go by is recovery rates but that's often at the end, or just waiting to see if people complain 

about your PWPs, which isn't nice! Whereas I think if you could see on SilverCloud that actually there were 

quite a few people who maybe weren't quite getting there it's just it would encourage me to then have that gentle 

conversation about ‘do they feel like they know enough about SilverCloud’, ‘are they supported enough’, and 

then could in theory make more clients get into recovery (…). This would give me like really specific data which 

would be really helpful.” 
Furthermore, a few supporters considered the value of the predictions not just on an individual supporter 

basis but for providing a useful 'helicopter perspective’ to senior management and coordinators on how well the 

specific health service (i.e., NHS trust) is performing. Interpreting the prediction as a ‘forecast’ on key 

performance indicators, they described its potential in clarifying if a service is due to hit its targets; or whether 

additional staff may be needed due to an identification of, for example, large numbers of complex patient cases. 

 
5 The stepped care model used by IAPT for making clinical decisions: https://www.mhm.org.uk/pages/faqs/category/stepped-care  

https://www.mhm.org.uk/pages/faqs/category/stepped-care
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Similarly, as a measure of service performance, the prediction is regarded as providing supporters, who are 

new to SilverCloud, with important insights into its effectiveness as a treatment. Especially, where predictions are 

predominately positive, PWPs described the prospect of it offering encouragement to clinicians who may be 

hesitant to get started with a digital treatment approach. P18 explains: 

“But I think this will be really valuable for people who, well clinicians who are new to the service and new to 

using this treatment because actually that will help build their belief I think quite early on that it does work, 

whereas I think I have that experience to know that it works and it works with a lot of people so I’ve got a lot of 

practice evidence that it works, whereas some people who’ve not worked in the service or not worked with 

SilverCloud may be a bit more hesitant of the digital work.” 
To conclude, supporters described the potential benefits of the prediction as early indicator in performance 

monitoring to enable more timely adaptations to their practices; better resource planning at a service level; and 

for communicating the prospective effectiveness of SilverCloud to supporters new to the iCBT service. 

5.2 Potential Risks and Concerns about use of Outcome Prediction in 
this Mental Health Context 

Next, we describe key concerns that were raised by supporters throughout our conversations of specific use cases and 

when reviewing the various design concepts, describing risks pertaining to: (i) PWPs feeling demoralized to take action 

and experiencing increased performance pressures, especially in response to negative RI predictions; and (ii) the 

potentially uncritical treatment of, and over-reliance on, the prediction outcome, which may lead to reduced PWP 

support and lesser engagement with, individualized, patient-centric care. Discussing such concerns and how these could 

be addressed, we close with supporter reflections on (iii) the need for balanced data assessments that consider the AI 

prediction outputs in the context of other patient information; and (iv) the implications of ‘false’ AI predictions for 

patients, supporters and care services. 

5.2.1 Negative RI Predictions: Demoralizing Supporters to Take Action & Increasing Performance 
Pressures 

While a positive RI prediction can boost supporter confidence in their treatment choices; there were mixed 

results in supporters’ responses to negative RI predictions. 

On the one hand, they describe negative RI predictions to serve as an important indicator for treatment 

adaptation and as a positive ‘challenge for them to improve the patient’s situation’, providing them with a ‘push’ 

to explore more how to improve the patient’s mental health. With this mindset, they ascribed negative RI 

predictions not necessarily to their own work practices but attributed it to limitations of the ’online’ medium; 

other ‘situational patient factors’; and possibilities of the ‘data not being 100% accurate’. P4 explains: 

“(…) it’s data. It’s not going to be 100% accurate, because it’s going to miss out little things. I wouldn’t let it 

dishearten me, because I ultimately have that contact with the client and get to hear their feedback themselves 

that there may be small things that are stopping them from getting to reliably improve, like situational things. I 

guess I just wouldn’t let it impact on me.” 
On the other hand, the majority of supporters also raised concerns how access to such data insight might 

‘negatively impact on assessments of their performance and competence as a therapist’. Here, predictions that 

their patients are not going to improve as desired can contribute to feelings that they may not provide ‘the right 

level of care’; or are ‘not doing a good job’. P9 states: 

“(…) you might take it as a personal, not attack, but a personal question mark over your competencies or why 

they're not going to improve (…)” 
In instances, where negative RI predictions sustain for individual patients, supporters described how this 

could have a ‘demoralizing’ effect and might lead them to give up. Expressing a reduced sense of agency and 

feelings that there is nothing they can do to change such outcome, P1: 

“(…) you’ve worked with them for three sessions and they’re unlikely to make a reliable improvement, you just 

think, ‘What’s the point? Let’s just wait another session and then I’ll take it to CMS and deal with it’, rather 

than actually being like, ‘Oh, what’s going on?’.” 
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Whether PWPs are more likely to perceive negative RI predictions as a ‘challenge to achieve improvement’ or 

‘thread to assessments of their professional competence’ was described to depend on: (i) their personality or 

general mindset; (ii) their workday as determined by their caseload, associated time pressures and stress levels 

(i.e., high stress levels can increase sensitivity to take outcomes personally rather than to explore external 

factors); and (iii) the frequency of exposure to, and distribution of, negative predictions across their patient cohort. 

For instance, P1 explains how frequent exposure to negative predictions, especially in situations where they are 

very invested in patients, can impact their motivation and self-confidence: 

“I think that’s where I feel this is tricky. This is where I feel a bit conflicted about how often we would see the 

stat, because I don’t think it would… I don’t think necessarily it would impact my level of how motivated I would 

be to support the patient, but more I would find it demoralizing. If I felt I was working really hard with that 

patient and I’ve reflected on it and I’m trying to do this, that and the other, and it keeps going back, I’m like, ‘Is 

this me?’  So, I guess the danger is you start kicking yourself constantly about it, after you’ve done all the 

exploration. So, I guess you try and pull out all the stops, yeah. But then there are kinds of gets that line where 

you’re like, ‘Okay, how constructive is this?’ it’s finding that balance, I think.” 
This suggests the need for careful design choices as to where, when and how often supporters should interface 

with the prediction to reduce risks to supporter agency, confidence and motivation. This may include decisions to 

only show the prediction to PWPs at specific (clinically relevant) times in the treatment journey to aid perceptions 

of it serving as a ‘flag’ for reflection on patient outcomes. 

Furthermore, how the prediction is positioned and contextualized within the supporter interface can invite 

patient outcome comparisons and additionally contribute to performance pressures. For example, the Client 

Dashboard (Table 1, concept 5) shows the prediction outcome for the entire patient cohort of a supporter. While 

this can help identify those at greatest need for more support, it depends on the distribution of negative RI 

outcomes whether a supporter feels motivated or demoralized to affect positive change. P18 explains how a 

predominance of no-RI predictions may feel threatening to self-perceptions of their professional capabilities: 

“(…) [If] I was to see that actually there was quite a low likelihood of all those people in the top 10 that I’ve got 

listed as soon as I logged onto SilverCloud every day, I think it would demotivate me but also, I think if I knew 

that the algorithm suggested it wasn’t going to work it might affect the way that I approach that client if I could 

see that all my clients weren’t going to work. I think it would definitely filter into some negative thoughts about 

my work practice abilities!” 
Similarly, supporters raised concerns about the Population Comparison (Table 1, concept 4), which was seen as 

another way to potentially monitor and compare supporter performance. For example, in instances where a 

patient is predicted to not improve and is less likely to improve than the general population statistics suggest, this 

could be seen as an indicator of the supporter under-performing. This can add to performance pressures within a 

work context that already ‘strongly emphasizes statistics and numbers to justify pay’ as well as invite ‘unhealthy 

competitive thought’ whereby supporters might start to compare themselves to one another, which could detract 

from the important focus on the patient. P20 describes: 

“I think with the population comparison it comes back to that kind of concern around that bit of competitiveness 

(…) you might start thinking, ‘Well, I’m not doing as well as this person’, and, ‘They’ve got scores of lower than 

majority’ and that just might have negative implications for me as a practitioner because I’m thinking, ‘Oh, I’m 

not doing that well’. I don’t want to feel like I’m doing a crappy job. (…)” 
All this suggests for design to focus supporter attention on an individual patient’s care for improving that 

person’s mental health outcomes, rather than to encourage cross-patient or cross-supporter comparisons. 

5.2.2 Uncritical treatment/ Over-reliance on Prediction Outcome  

High caseloads, fast-paced work and emotional stresses can mean supporters are not able to pause and reflect 

about a prediction in a ‘balanced manner’ and could become overly reliant on it. This could manifest in PWPs 

uncritically accepting and over-trusting the data, which some may regard as a useful ‘shortcut’ to making ‘quicker’ 

decisions; potentially disregarding own reflections, and what they know about the patient. P3 expands: 

“Well, our job is really fast paced. Most of the time it is hard to allocate a time to actually reflect of where this 

client is now, where we’re heading, what do I do with it?  And I think the downside of this is that therapists will 
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disregard that reflection and just rely on the machine. ‘I’m going to just click on this and see what the machine 

tells me’, and, like I said, just disregard that side of reflection whether is this right based on what I know so far 

myself and having that relationship with the client? Do I feel that this fits in the situation? I guess that will 

depend from therapist to therapist, but then, like I said, our culture being fast paced, we can easily be drawn 

into shortcuts, give me the answer.” 
This tendency for over-reliance is moderated by assumptions that high confidence predictions provide ‘good 

data’ that is ‘based on tens of thousands of previous cases’, which many PWPs described as potentially a ‘more 

reliable’, ‘more objective, evidence-based’ indicator than their own (human) judgement. P16 explains: 

“(…) I know my intuition is not perfect and I know the data is not perfect, so it just opens up those conversations, 

doesn’t it, which it needs to, and I’d be inclined to go with the data most of the time anyway, unless I’ve got a 

good reason not to. I’d probably trust the prediction accuracy as long as it was good predictability, I’d trust that 

more than my own intuition unless I had a really good reason not to.” 
Individual assessments of patient outcomes can also be more difficult to develop: (i) early on within treatment; 

(ii) for more complex cases; and (iii) where PWPs are less experienced in their work (i.e., trainees, novice PWPs, 

and other non-trained practitioners using SilverCloud), which increases chances that PWPs uncritically accept a 

prediction outcome ‘as is’. Interlinked with a potential over-reliance on the predictions are concerns about 

reduced support and possible neglect of the more individualized side of care, which we will expand on next. 

In a few cases, supporters remarked how seeing a positive trend may suggest that their help could be less 

intense and take more the shape of ‘check-ins’ with the person; encouraging them to continue with what they are 

doing; and shifting the focus to the online program as the main source of support as opposed to the PWP. In other 

words, some PWPs may – consciously or unconsciously – reduce their level of support for patients predicted to 

improve, assuming their recovery and use of SilverCloud in a self-sufficient way. While some supporters describe 

the benefits of being able to expand their ‘scope to help those patients who are unlikely to get to RI’, others 

expressed worries that over-trust in the prediction could mean some PWPs make rushed decisions to change or 

not change treatments without considering the individual case as much. P9 expresses: 

“I’m just scared that there might be negligence in the sense that therapists may become too reliant on it, that 

they may … ‘Oh well, they're going to recover in four weeks’ time anyway, so let’s just quickly push them through 

the treatment’ and not really look at longevity and making sure that there is going to be … (…) I don’t need to 

do this bit or that bit or we can skip this corner here or if they need it, it’s always going to be there available to 

them in SilverCloud.” 
In such instances, the prediction is seen to potentially ‘disrupt’ usual efforts of PWPs to engage with patients in 

dialogue to identify how best to support them, or to gather additional information about the patient that could enable a 

more balanced assessment. P3 states: 

“This is what I’m saying as a disadvantage. You then lose the interpersonal side of things of have I checked if 

this person can actually then do it on their own without offering two more sessions? Because it can be just reliant 

on let me check in with the machines and see what he says about this.” 
All this emphasizes the need to ensure – through appropriate PWP training, supervision and continued patient 

monitoring – that interpretations of the prediction should not mean a reduction in care that could risk having 

adverse effects on patient recovery, nor to forget about the all-important individualized side of care.  

5.2.3 Need for Balanced Data Assessments: Imperfect Prediction Outputs are Only ‘One piece of 
Data’  

In keeping with the above, the majority of the supporters themselves were very mindful of, and expressed the 

need for, the prediction to not take away from the ‘human-centred care’ that is tailored to the individual. 

Cautioning that patient scores alone – which the predictions are based on – may not accurately depict a person’s 

mental health, many supporters reiterated the importance to not treat the ‘patient as a number’ and put clinical 

decision making as ‘black and white’; advocating instead for supporters to use their professional skillsets and talk 

to the person to understand their struggles. 

Furthermore, the vast majority of PWPs generally acknowledged that they would not fully rely on, or 100% 

trust the prediction at all times; describing their intent to treat the prediction as ‘one bit of information’ that can 
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serve as a ‘helpful indicator or guide’, but should not be treated in isolation. Instead, PWPs stated that they would 

evaluate the prediction in the context of other (i.e., situational) factors that influence, change, or otherwise explain 

patient outcomes. Considering the often unique circumstances of each patient, they explained how the main 

rationale for their any decision-making should still be based on what they are picking up from their patient, and 

their own clinical judgement. P6 describes: 

“(…) So I think it gives a bit of backup to our rationale I think as long as we're using it to back it up and not just 

as its own thing, then I think that would be helpful. (…) especially as we can never 100% predict what someone's 

going to do.” 
Their feedback suggests that incorporations of the prediction within their work practices should nurture a 

more symbiotic relationship between the data and clinician assessments. To supporters, the prediction presents ‘a 

suggestion based on a pattern’; and they regard the recognition of that pattern in itself to have value as it enables 

them to then pick-up and pinpoint extra aspects in their care with the patient that the machine may have missed 

in its data. P4 articulates this as follows: 

“(…) it might be missing certain things. It’s not going to pick up everything, and we know it’s not going to be 

100% accurate. It’s going to be as accurate as it can be. But I guess it’s just useful, isn’t it? Because we as 

therapists are able to point out those things that are maybe not in the patterns, or pick up on those things that 

are not in the patterns as we talk to our clients. That would be my only concern is maybe not picking up everything 

and including everything in that pattern, so I probably wouldn’t rely on it 100%.” 
To achieve a more balanced, symbiotic relationship in the way that supporters should come to work with the 

predictions to mitigate identified risks, requires careful PWP training, explanation and interface design to 

effectively communicate what may constitute an ‘appropriate’ data use: what is the prediction for; what are its 

limitations; and how can it be (un)helpful to supporter practices?  

5.2.4 Implications of ‘False’ Predictions 

While PWPs generally assessed 87% as a good prediction accuracy, they were mindful that the ‘machine could 

be false’, cautioning them to not treat the prediction ‘as a fact’. When asked during the interview how supporters 

would feel if they discovered predictions were false, they described this as ‘irritating’ and to cause them to 

become less trusting and more dismissive of the data, especially if it was false often. Discussing possible 

implications for patients, they considered false predictions however to only have a ‘small impact’. They ascribe 

this low impact, firstly, to the use of the prediction tool in conjunction with other available patient information (as 

detailed above). Secondly, PWPs highlighted the importance of continued monitoring of treatment outcomes 

following any adaptations made. Reflecting about the consequences of a false prediction, P13: 

“(…) We’re still going to look into ways to still support that client, even if we don’t think that it’s going to be of 

any benefit. We’re still going to look into barriers and how to still make the best of it and get the most from that 

programme, even if it’s not going to be the sole thing that [this] person needs. So, I think if it’s incorrect, I don’t 

suppose it would make too much of a difference, because like we said, we’re monitoring them anyway. So even 

if it says, ‘Yes, they’re going to be fine’. Like that one says, ‘98%, it’s going to improve, you’ve got nothing to 

worry about’, we would still be monitoring that anyway. So I don’t think it needs to be 100%.” 
However, false predictions were also described to be disruptive to a patient’s treatment journey if they caused 

unnecessary or unhelpful adaptations that could lead to poorer patient experiences or meant that the patient 

misses out on support needed or be delayed in their recovery. About the importance of correct predictions, P20: 

“I think it would have to be very important because we’re kind of getting to the point where we’re drawing a 

line between helping somebody for what they need versus just going back and forth between different things 

because we think that’s okay and that’s the right thing to do. Which I’m happy to do if they’re going to benefit 

from it, but if that information wasn’t that accurate I’d feel really bad for the patient because I’m just jimmy 

jamming back and forth for no reason really, or not a good enough reason.” 
Interlinked are concerns how prediction errors may falsely represent the performance and anticipated 

recovery rates of the health service, which can impact future funding. Prediction errors may also lead supporters 

to administer more treatment sessions than needed, impacting their caseload and care capacity as well as 

potentially adding to supporter fatigue and burnout. 
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Despite those concerns, supporters generally assessed the benefits of predominantly correct predictions to 

potentially outweigh risks of false predictions due to the prospect of overall improved decision-making and 

achieving better patient recovery rates than what they would achieve through current practices. P16 explains: 

“Well it can only be correct X% of the time, right? So it don’t bother me if it gets it wrong, it’s telling me it’s 

going to get it wrong. It’s just the best that it can do based on loads of data, which I don’t have otherwise. (…) 

machines make false predictions, it’s just saying nine in ten people, so one in ten times, it’s going to give you a 

wrong prediction. (…) for that individual client, it’s a pain but that’s IAPT, you have to make these decisions 

anyway. At least you're getting it right 90% of the time now instead of, you know, 60%. (…) it’s about improving 

my decision making, isn't it? Can this improve my decision making by 10%? If it gives me a false prediction, but 

overall, I know, my recovery rate increases by 10% and clients are getting better, then I’m happy because 

patients are always not going to get well.” 
Thus, while overall risks to patients and their care might be low, supporters cautioned how high rates of false 

information through prediction errors could negatively impact patient experiences; health service outcomes; and 

supporter care capacity. Simultaneously, we find that their feedback reflects a very balanced assessment of the 

risks overall through expressions of awareness that AI predictions will not always be correct, and suggestions that 

– on a large-scale service delivery level – the combined benefits of sufficiently accurate predictions are likely to 

outweigh the risks. Remaining mindful that limitations introduced by prediction errors and model uncertainty are 

difficult to overcome fully, it is nonetheless important: (i) to carefully explain to, and remind supporters – both in 

PWP training and within the user interface – that prediction outputs are probabilistic in nature, and thus, can be 

fallible; and (ii) to encourage them to contextualize and balance the prediction outputs with their own 

professional assessment as well as other information about their patient. 

5.3 Design Feedback & Implications  
A summary of how supporters assessed each design concept is included as Appendix C. This section extracts the key 

design learnings from the feedback to enable the integration of the AI models into a production interface. We chose to 

incorporate this level of detail since the specific design choices made for AI applications are rarely reported in existing 

literature, yet, this design and implementation stage is an essential step forward in any efforts to move towards real-world 

deployment. 

5.3.1 Identified Requirements and Sensitivities for Design  

In reviewing and comparing the feasibility of the design concepts, we identified four key sensitivities for design: 

Create a context-appropriate visual that is easy-to-interpret at a glance: Due to busy schedules, the supporters 

unambiguously expressed the need for the prediction representation to be very easy-to-comprehend and quick-to-

interpret. Here, many valued the symbolism of the Wheel Indicator whose graded chart with its green and red areas 

enables a ‘near instant understanding of a lot of information’. Yet, one supporter perceived the ‘red NO’ label as a too 

‘stark, attacking’ visual, describing it alike a warning signal in cars that ‘screams failure’ or ‘danger’. There was also 

potential for confusion if the Wheel was read as showing the prospective spectrum from deterioration (far left) to 

improvement (far right) rather than as a binary (yes/no) indicator for reliable improvement. As a more ‘neutral’, non-

threatening, and simple design, the Visual Cue + Text (concept 3) felt more appropriate and was received best. It was 

assessed as a ‘clear, succinct and easy-to-access’ presentation that solely focused on the reliable improvement prediction 

metric. The other concepts of Multiple Outcomes Table, Population Comparison, and Client Dashboard, all entailed 

more information and complexity that, whilst generally providing additional insights, were regarded as ‘too 

overwhelming’ and to take up ‘too much time to read’ and unpack. Given the constraints on supporter time, all this 

suggests the need for a fairly neutral, simple design with low information complexity. This necessitates a difficult trade-

off between providing as little information as possible whilst ensuring that the AI prediction becomes correctly 

understood for what it is, and appropriately interpreted for informing treatment. To manage information complexity, 

PWPs also recommended to communicate only ‘one concept’ upfront, with the option to include other outcome 

definitions or additional context-information ‘on demand’. 
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Cater for diverse information representation preferences to help map prediction (category) to action: Overall, 

preferences for representation modalities were mixed and varied considerably across the supporters. In keeping with the 

above-described importance of time efficiency, most PWPs preferred designs with simple, clear visuals (concepts 1 + 3) 

that enable them to ‘easily see rather than having to digest the information of numbers’ or text. Least liked were 

communications of the prediction output through text alone, as in the Multiple Outcomes Table. The text labels were 

assessed as ‘too vague’; making it difficult to understand the nuances or categories that distinguish, i.e., ‘very likely’ 

from ‘likely’ labels. This often led to expressions of a clear preference for, and proposals to add, numerical values. 

Especially for the Wheel indicator, supporters explicitly expressed their liking of the confidence percentages above text 

labels and simpler yes-no indications. Some, however, also raised concerns about how these numbers are to be 

interpreted, describing the potential to get hung up on the detail of these numbers, and to not have time to reflect about 

them under time pressure. P9 explains: 

“(…) I feel like I’d get too hung up on, say for example, if it’s 95 versus 98, I’m like well what’s that 3%? 

Whereas if you have a word, it’s objective. If you can see where I’m coming from. It’s less subjective, like well 

okay, this one’s only 58, that’s fine but it could be 60 but it … so you … it’s hard …(…) if you’ve got a word 

that’s objective, you interpret it, you understand it. It’s a universal indicator, clearly. I appreciate numbers are 

universal as well, but unless we’ve got a clear scale, you don’t really know what you're working with.” 
Whether supporters found text, visual or numerical information easier to process depended on their individual 

preferences and ability to map the prediction result to a ‘category’ or ‘clear scale’ that allows them to make sense of the 

data in their mind such that they can link it with subsequent action. While for some, text labels can feel less ambiguous 

than numbers, it is reverse for others; suggesting a hybrid design that includes multiple formats to account for diversity in 

preferences and aid meaningful matches of prediction (category) to action.  

Facilitate PWP work practices in providing patient-focused, individualized care (not work pressures): Preferences 

for the various design concepts were, of course, also moderated by the anticipated use scenario and how the prediction 

data could potentially be actioned. Most value was ascribed to the use of RI prediction in assisting the individualized care 

practices of PWPs by enabling targeted adaptations of the patient’s treatment for improved outcomes (section 5.1.1). To 

this end, design concepts that showed the prediction in the context of an individual patient’s profile were preferred over, 

i.e., the Client Dashboard (concept 5). While the dashboard enables the spotting of trends in supporter performance 

across patients, which some supervisors regarded as useful insight; others raised concerns about it potentially reflecting 

badly on their work practices, especially if many patients are predicted as unlikely to improve. What might complicate 

these reviews is that the predictions shown in the table reflect the outcomes of patients at different stages in their 

treatment journey, which might be less appropriate to compare across. Similarly, for assessing an individual patient, the 

Population Comparison (concept 4) was evaluated as ‘least helpful’. While some supporters saw the benefits of being 

able to give oneself a ‘pat on the back’ if the visual showed for their patient a higher chance of RI than for ‘similar 

patients’; this was a concern for others, who saw additional statistics that showed comparisons as adding to supporter 

stress and competition, and who questioned the relevance of such comparison for aiding individualized, patient-centered 

care or discussions of an individual patients’ circumstances during CMS meetings. P1 states: 

“(…) And as a practitioner, personally, I don’t think that’s helpful for how I would treat my patients because it’s 

hard enough personalizing treatment already, let alone being like, ‘Oh, well, compared to others who are in the 

same situation, they should be...’ And people shouldn’t be fitting in with everybody else. That’s the whole point 

of mental health. It’s not about should, it’s about ‘where are you’. So, I wouldn’t want to see that comparison.” 
All this re-emphasizes the importance of supporting ‘individualized care’ practices and avoiding threads to supporter 

motivation or adding to performance pressures through patient comparisons. 

Help ground prediction outcome in real-world data: Despite the above critique of the Population Comparison 

concept, it is noteworthy that some supporters assessed the additional information it provides to offer a useful context for 

interpretations of the prediction and treatment choices. For example, a less than average chance of RI may influence how 

closely a supporter monitors or supports a patient. Here, some of the PWPs suggested that the comparison information 

‘gives more rationale to why the machine has decided about the chances of RI’ and ‘more explanation why the data 

should be considered’. In other words, some of the supporters described how having this additional context information 

can help ground the prediction within real-world data, and how this can help their understanding of, and trust in, the AI-

generated data. P6 explains: 
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“I think it's just a bit more interesting than just having a prediction, I think that's really good but because it's 

drawing on real life examples, it's taking you back to people who have actually used the program rather than it 

just being a number. I think it makes it a bit more solid.” 
Thus, while patient/ group comparisons may be less appropriate for this specific mental health context, and more 

complex information likely ignored due to work stresses, providing nonetheless access to information (on demand) that 

details the source data may aid to the credibility and potential acceptance of the prediction within clinical care. For this, it 

is paramount that the design aim remains to encourage understanding of the prediction rather than to persuade supporters 

to uncritically accept the data output. 

5.3.2 Design Rationale: Choices Made in a First UI Integration for RI Outcome Prediction  

Responding to these findings, the UX team at SilverCloud designed how the RI improvement prediction would 

interface within the Supporter Intervention Management site, as is shown in Figure 4. 

Patient-focused Indicator: Aiming to serve as a useful indicator to inform and potentially adapt the treatment of an 

individual patient, the prediction is placed prominently within the ‘patient review status’ section at the top of the patient 

profile page. This enables supporters to quickly assess how actively engaged the patient is with the iCBT program; 

whether they are due a review; and what their prognosis is for achieving RI. This placement allows for the prediction to 

be seen and assessed in the context of all other patient information, including the trajectories of their depression and 

anxiety scores over time, which are the inputs to that prediction. 

Succinct, Clear & Diverse: A key driver in the design is ensuring that the RI prediction can be understood quickly, at 

a glance, by a non-technical audience with varying levels of expertise as PWPs and varying experience in using 

SilverCloud. Building on the Visual Cue + Text, the design charts five boxes which map to a five-point Likert scale that 

is articulated through short text labels that categorize the prediction as a range from ‘very unlikely’ to ‘very likely’ for a 

patient to achieve RI. Color gradients of grey-to-green help create a neutral, non-threatening visual. To not overcrowd 

the design and unnecessarily draw too much attention to the detail of numbers, percentages are included in a drop-down 

menu to account for diverse information review preferences.  

Text Clarity & Explaining Non-Predictions: To ensure that the words chosen for labels and contextual explanations 

are precise,  help an accurate understanding of the prediction, and reduce risks of the information being misinterpreted, 

requires multiple iterations and considerations, including whether to provide explanations, i.e., for ‘empty state’ 

conditions for which we discussed that it would be better to not show a prediction. This pertains to: (i) patients, who have 

not yet completed three clinical questionnaires required to make an accurate enough prediction; (ii) those whose starting 

PHQ or GAD are below the thresholds for RI (PHQ-9 score <=6, GAD-7 score <=4) and thus, achieving RI is 

numerically impossible; and (iii) those whose score(s) are below caseness 5F

6. For patients below caseness, it is numerically 

very difficult (albeit possible) to achieve RI, which makes negative RI predictions highly probable. Yet, those predictions 

are less likely to indicate poor patient progress or need for more support, as these individuals are already in the desired 

score bounds of ‘recovery’. 

Explanation vs. Openness for Interpretation and Appropriation: We also discussed including additional 

explanations for patients in the minimal-to-mild score ranges to explain that these ‘typically won’t show significant 

improvement’ and to suggest that ‘the best outcome for these users is maintenance of low symptoms’. While there can be 

the desire to provide extra information for cases that can be more difficult to interpret, we decided to include those only 

within a general but not instance-specific explanation to avoid over-interpreting individual cases for the supporters. 

These are deliberate considerations in order to: (i) avoid for PWPs to ignore the prediction unless it was for more serious 

cases; (ii) nor to restrict how PWP may make use of the prediction within their clinical practice. Partly, our research 

seeks to better understand exactly their clinical decision processes as well as any unanticipated use scenarios for the 

prediction, especially for unusual patient cases. Given the often unique, specific circumstances of each mental health 

patient, to generalize or narrow interpretations of the prediction, or to suggest what (concrete) actions to take in response, 

may risk reducing the applicability and potential usefulness of the data insight for a wider variety of patients. It could 

 
6 Caseness is the clinical cut-off score (PHQ-9 of >=10, GAD-7 of >=8) that indicates whether a person’s symptoms are sufficiently severe to be 

considered a clinical problem. Patients with scores below that threshold are considered as non-caseness or recovered [21].  



24 

also feel disempowering to supporters, and impact their sense of agency, if they felt the prediction (and proposed actions) 

would try to replace their professional assessments, or otherwise limit their choices. 

 

Figure 4. Integration of the RI prediction within the patient status of the supporter Intervention Management 

Site, showing: A) a general explanation of the prediction; B) visual charts with a text label to convey the 

prediction results for PHQ-9 and GAD-7; C) drop-down menus for numerical percentages of the prediction; and 
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D) other contextual information about the patient that are considered in their review, including their clinical 

score trajectories over time. 

6 Discussion: Human-Centred AI in Mental Healthcare 
In this paper, we described our collaborative, human-centric approach to developing two AI models that can predict 

early-on, if a patient undergoing iCBT for depression and anxiety is likely to achieve a reliable improvement in their 

mental health symptoms by the end of treatment. We detailed how user research with iCBT supporters provided key 

insights into their work and information needs and how this, coupled with insights from the clinical literature and data 

availability constraints, enabled us to identify useful AI application scenarios and development targets for this mental 

healthcare context. To review our choices in pursuing outcome prediction and clarify the potential utility of the proposed 

models for clinical practice, we reported the findings of design sessions with iCBT supporters that investigated the 

integration of the achieved AI predictions within existing workflows. This further surfaced important concerns and risks 

associated with the use of outcome prediction in this context as well as a set of design sensitivities and requirements for 

developing appropriate representations of the AI outputs that resulted in a first UI realization within the SilverCloud 

product. Next, we will expand on some of these learnings and share our reflections on what constitutes a human-centered 

approach to AI design in this mental healthcare context. 

6.1 Empowering not Replacing Clinicians with AI: Towards Human-AI 
Partnerships in Healthcare 

There are many ambitious visions on how AI may drive forward health diagnostics, clinical decision making, or 

treatment delivery, including – ultimately – the development of standalone AI systems such as the autonomous delivery 

of psychotherapy interventions. In such (future) scenarios, AI systems are often positioned as either capable of emulating 

humans (e.g., conducting health assessment, acting as therapist) or superior to humans, potentially outperforming them 

through improved data insights or productivity [101]. However, as discussed in recent literature [55, 70], it is unlikely for 

technology to achieve enough technical sophistication to replace human clinicians anytime soon. Thus, we believe that a 

more realistic, nearer-term, and perhaps more desirable strategy for developing AI applications is to orient design efforts 

towards the configuration of partnerships in how clinicians and AI insights might come together in healthcare delivery 

(see also [15]). Referring to the term ‘augmented intelligence’, Johnson et al. [55] suggest that while current AI does not 

replace humans, clinicians who use AI will replace those who do not. Miner et al. [70] further formulated four 

approaches to care provision: (i) human only; (ii) human delivered, AI informed; (iii) AI delivered, human supervised; 

and (iv) AI only – all of which have different implications for scaling-up care or ensuring quality of care. Thus, as a first, 

tentative step forward in introducing AI within an actual mental health service, we chose for our work to focus on the 

sensible integration of AI insights within human-supported care practices. Suggesting that those data insights can serve 

as a useful resource for humans [101], we discuss next our specific design goals: (i) for enabling iCBT supporters to 

build-on (or extend) their professional expertise and protect their sense of agency; and (ii) to not unnecessarily interfere 

with the all-important ‘therapeutic alliance’ between clinicians and patients. 

6.1.1 Positioning AI-Derived Data Insights as Inputs to Human Sense- & Decision-Making 
Processes 

Our user research identified two main ways in which predictions of RI outcomes could assist the work practices of 

iCBT supporters. They could serve as: (i) a ‘validator’ to help confirm supporter decisions in cases where positive 

predictions align with their own clinical assessments, potentially boosting supporter confidence; and as (ii) a ‘flag’ for 

negative prediction cases or where predictions were incongruent with supporter assessments, inviting pause to reflect and 

re-evaluate the patients’ current situation that can prompt for adaptations to existing practices. As such, our AI output 

does not provide any more specific (i.e., diagnostic) information that could assist supporters understanding, e.g., of the 

patients’ mental health state or potential treatment blockers, nor does it provide any concrete recommendations for what 

actions to take or propose to a particular patient. While more advanced AI applications are technically possible and could 
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offer valuable additional insight, there are a number of reasons why we pursued a more general, less directive approach 

for generating AI insights: 

Trading-off the Risks & Benefits of Designing Complex System Inferences vs Simpler Data Insights: Firstly, whilst 

the delivery of more complex data insights is an exciting prospect, it can be more challenging to achieve sufficiently 

robust and reliable data models. This is particularly pronounced in mental health due to general difficulties to establish 

what would constitute an optimal (aka ground truth) approach to treatment for a specific patient, even amongst health 

professionals [33]. In other words, while more ambitious algorithmic modelling efforts may propose greater gains, these 

can also come at an increased risk for cases where patients are falsely predicted for [101]. We believe that this presents a 

key challenge especially for the design of personalized interventions that seek to increase the relevance and outcome of 

treatment for a specific individual. Yet, in cases where more specific, tailored recommendations may fail to deliver on 

their promise and mismatch the needs of patients or care providers, this can have opposite effects on patient engagement 

and health, and diminish AI utility and trust. Being mindful that AI systems are rarely, if ever, 100% accurate, we were 

very deliberate in our choices to explicitly position AI-outputs as part of human (expert) assessment and decision-making 

processes as a mechanism for managing those risks. In doing so, this leaves the human, rather than the machine, 

accountable for interpreting each patients’ unique circumstances and, in response, determining appropriate actions 

forward. It also broadens the scope for other, potentially unanticipated use scenarios of RI prediction, and ensures its 

application to a wide range of patients. Thus, trading-off risks and benefits, we consider this ‘AI informed’ approach to 

human-supported care delivery [70] as a more ethical and responsible path towards early introductions of AI insights into 

mental healthcare contexts. 

Designing for Human Expertise & Agency in AI-Informed Work Practices: Secondly, our research investigates 

how we can empower clinical supporters with AI. Thus, our aim is not to reduce the need for supporter input and 

analytical effort (in favor of the technology), but to explore how AI-insights could help maximize the impact of their 

‘human’ involvement in patient reviews. For this it is paramount that the supporters do not perceive the provision of AI-

insights as competing with, or replacing them in, their professional expertise as this could unnecessarily undermine them 

in their role; as well as reduce their willingness to support the development and adoption of AI approaches in their work 

[100]. Thus, by creating AI outputs that serve merely as a useful ‘flag’ to inform clinical care, supporters remain ‘in 

charge’ of examining more closely the circumstances and potential reasons for a particular prediction outcome and 

determining directions forward. The hope is that this can help preserve a sense of agency and purpose in their role, which 

is important for supporter motivation and job satisfaction. Other research exploring decision-support [52] goes one step 

further and argues for AI systems to explicitly suggest appropriate next steps within the technology design to help 

clinicians make the connection between AI output and their healthcare practices. Either way, for HCI research this 

suggests opportunities for interface design to – implicitly or explicitly – aid supporters in the identification of the right 

subsequent actions, which in our case may involve explicit design decisions to assist supporters in their search for 

explanatory information (i.e., by encouraging them to look for certain mental health blockers). 

Understanding the Impact of Design Choices on Work Practices & Workflow Integration Challenges: Our study 

findings also identified how specific design choices such as the frequency of (especially negative) prediction outcomes or 

their positioning and contrasting with other information (especially comparisons across patients) could add to work 

pressures, cause demotivation, and a reduced sense of agency in supporters that their actions can indeed affect positive 

change. All this warrants careful considerations in future design and research to study the actual impact of achieved AI 

predictions: (i) how AI applications can help care providers make more-informed, confident treatment choices for 

improved patient outcomes; as well as (ii) how integrations of AI outputs within everyday healthcare come to shape 

clinicians understanding of their own role; and how their design can help to minimize disruptions to their clinical 

expertise and work culture (cf. [95]). All this can help advance learnings how AI technology may best assist health care 

providers in their practices.  

6.1.2 Protecting the ‘Human-ness’ in Human-supported, Digital Healthcare Delivery 

While, as described above, there can be many different visions for how AI technology could come to transform 

(mental) healthcare, we have chosen to focus our efforts on identifying strategies forward for empowering (rather than 

replacing) clinicians with AI. Especially in the context of psychotherapy, we further acknowledge the importance for 
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technology to not unnecessarily disrupt the interpersonal relationship between patient and care providers; seeking to 

protect the all-important ‘human touch’, ‘genuine sense of care’ and ‘empathic understanding' that often characterizes 

these relations, and are crucial for treatment success [92, 115]. However, as indicated in our initial user study (see [99] 

and Appendix A for main findings), trying to foster a connection between supporters and patients within a remote, self-

administered therapy format that involves the asynchronous sending of online messages can already put into question the 

authenticity of supporters’ identity as ‘real’ humans. To counteract this, our findings describe supporters active work in 

carefully crafting their feedback messages to patients such that they convey a ‘sense of care’ by including personable 

expressions; person-specific guidance; communicating that they heard the person’s concerns; and ensuring that they 

respond to these concerns in an ‘empathic way’ by building on their own life and professional experiences. 

Integrating AI Insights Sensibly within Interpersonal Dynamics & for Supporting Human Relations: Given the 

importance of developing a genuine bond between supporter and patient within a computer-mediated setting, we were 

therefore deliberate in our choices for the AI and possible optimizations to supporter work to not go down routes towards 

standardizing or otherwise automating existing processes. Aiming to protect the ‘human-ness’ of supporter 

communications we would favor, for example, the personal look and handcrafted feel of their personalized messages that 

bring forward individual communication styles, over more templated, machine-led communication approaches that may 

increase efficiency in message production, but at the costs of inviting perceptions of a ‘robotic, auto-responder system’. 

We believe that if we move beyond common development goals of ‘improving productivity’ and considered more 

closely what may constitute a desirable use and integration of AI insight within healthcare from a patient and care 

provider point-of-view, this can open-up many important additional routes for AI application. Using goals of ‘protecting 

or nurturing supporter-patient relationships’ as an example, future work may explore uses of AI to: (i) help increase 

patient awareness of the supporter’s role and investment in their therapeutic success to foster their bond and associated 

benefits; and (ii) assist supporters to more closely connect with their patients. In this regard, our feedback-informed 

approach (RI prediction) in itself is sought to give supporters an additional view-point on their patients to enable them to 

be more responsive to those most in need of additional care, which can aid their therapeutic relationship. Future work 

may also focus more explicitly on the relational needs of the supporters by generating, i.e., data insights that foreground: 

how their actions came to matter to patients (i.e., highlighting support successes, or what types of actions are most 

helpful to their patients); what communication styles their patients may respond to best (see work by [24] as an 

example); or otherwise expand ways in which supporters specific skills and expertise can become leveraged more. Such 

efforts can aid a feeling of ‘congruence’ on the part of the supporter for investing in the patient’s treatment success, 

keeping them engaged and motivated in the process, which is often rooted in an underlying desire to ‘be helping others’. 

AI Acceptance vs. Perceptions of AI Dehumanizating Healthcare: Such considerations of where AI technology 

might come into interpersonal dynamics and caring relationships with a view to both sustain or extend human relations 

and avoid undermining health professionals in their roles and expertise, may further play a key role in improving 

acceptance of AI applications within such care contexts. Especially in healthcare, there are increasing concerns about the 

role that AI might play in ‘dehumanizing medicine’ [95]. Above and beyond already existing trends within health 

services to ‘continuously monitor’ outcomes and focus on success ‘metrics’, there are tendencies within AI work to treat 

individuals as ‘data points’ in algorithmic modelling [20] by transforming a person’s individual (mental) health 

experience into compressed mathematical representations that allow for the identification of large-scale patterns [100]. 

This is a tension that we also saw in our user research findings that highlighted concerns about the introduction of a 

binary prediction to lead to simplified interpretations whereby patients become treated as a ‘number’ and prediction 

outcomes simply read as ‘black and white’. Thus, in dealing with imperfect AI technology, as we will discuss next, it is 

paramount that we ensure in design and training that healthcare providers can maintain a more holistic view on their 

patients and focus on individualized care. 

6.2 Dealing with ‘Imperfect’ Technology in a Time-Constrained 
Context: Implications for Trust in AI  

In this paper, we reported key concerns raised by iCBT supporters about the integration of AI insights into existing 

practices. This included the importance to avoid demoralizing supporters to take action and increasing performance 
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pressures (i.e., by avoiding cross-patient or cross-supporter outcome comparisons); as well as multiple considerations 

pertaining to the interpretation and use of the prediction outcomes. Specifically, our work brought forward well-known 

risks and implications related to prediction errors especially in cases where (more novice) supporters may uncritically 

treat and overly rely on the AI predictions; and where such a reliance may cause undesired changes to the intensity and 

nature of patient care. 

Moving Beyond Model Explanations: To better manage such risks, which are rooted in clinicians over-trusting the 

data, prior research in the field of explainable AI (XAI) suggests that providing interpretable explanations of the 

workings of the model can help cultivate transparency and assessments of the accuracy of offered predictions that enable 

the development of a more appropriate understanding and level of trust in AI outputs [52, 105]. Yet, in time-constrained 

healthcare contexts, such as our iCBT setting, clinicians expressed their inability to engage with additional information. 

Instead, they emphasized the importance for the predictions to be understandable ‘at a glance’ and that extra information 

– especially about the origin (or validation) of the model and how outputs are calculated – should only be available ‘on 

demand’ to not distract from those insights most critical to their review and patient care (cf. [111]). This echoes other 

recent findings on clinical decision support (CDS) systems [52, 95] that describe how clinicians lack the extra time and 

mental capacity required to engage with such explanations, and that often assume substantial technical expertise and 

clinician interest in interrogating AI outputs. Thus, rather than a deeper understanding of how the AI insight is generated, 

clinicians favor an understanding of how they can make effective use of that information within their practice. 

Furthermore, Hirsch et al. [49] found that the willingness of mental health professionals to trust the AI output was bound 

up with the perceived ‘legibility’ of the AI results (the extent to which the AI output made sense to the person) rather 

than the extent to which the results were ‘statistically accurate’. For time-constrained healthcare contexts, all this 

suggests the need to identify other ways of establishing trust in the accuracy of AI models [68, 95]. Next, we synthesize 

and suggest strategies for establishing trust in AI applications for healthcare, and explain the trade-offs we made in 

balancing the use of specific trust mechanisms with other requirements posed by the specific design context. 

Balancing Sufficient Model Robustness with Clinical Utility: Amongst existing ideas and approaches to aid user 

trust in AI outputs are proposals to carefully consider when, and when not, to show predictions. In cases where prediction 

accuracy is lower and systems more likely to err, Jacobs et al. [52] suggest that predictions should perhaps not be shown 

altogether. Similar decisions were made by Beede et al. [9], who decided for their AI system that detects diabetic eye 

disease from retina images, to reject poorer quality images for analysis to reduce chances of incorrect assessments, even 

if the model could technically produce a strong prediction. Findings of a user study revealed how this created tensions 

among nurses, who reported frustration as they felt the images that they had taken as part of routine care, whilst human-

readable, kept being rejected for AI analysis. Aside from considerations of technical robustness, Yang et al. [111] further 

proposed to only show AI prognosis in cases where there is ‘a meaningful disagreement’ in clinician’s assessment of the 

situation with the AI recommendation so as to minimize clinician burden; however identifying those instances of 

misalignment may prove challenging. In our work, we too deliberated choices about limiting when predictions are shown 

in practice to try maximize the robustness, reliability and clinical usefulness of offered predictions. This included: a 

prioritization of a very low false positive error rate (over false negatives); to only show predictions after three outcome 

measures, when they are more robust; and to only show predictions where clinically more relevant (i.e., by excluding 

predictions for patients with starting scores below RI thresholds, or below caseness). However, those restrictions also 

mean that predictions are not available earlier within treatment, where they could benefit especially those patients at risk 

of dropping out in the first 2-3 weeks of treatment; therefore presenting a trade-off between maximizing for model 

robustness and clinical utility. 

Engaging with Relevant Stakeholders & Demonstrating the Benefits of the AI: For establishing clinician trust in the 

accuracy of AI model outputs and thereby supporting acceptability of innovative technology within healthcare [94], 

Sendak et al. [95] highlight the importance of engaging with target users in the design and development of the AI model 

and user interface. As part of those engagement the authors suggested to demonstrate how the AI helps solve important 

problems for the specific users (beyond technical innovation); and to communicate the benefits of the AI application in 

ways that is directly relevant to those stakeholders. It is indeed through our engagement with iCBT supporters that we 

were able to develop a deeper understanding of their work practices and how AI could come to benefit them (sections 3 
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and 5); and learn how to design and communicate AI outputs within the intervention (section 5). We identified a number 

of additional insights: 

1. Calibration & Fit with Existing Mental Models for Appropriately Interpreting Data Insights: In our work, we 

observed a certain pragmatism in how supporters evaluated issues of trust and the impact of prediction errors. Research 

by Cai et al. [16] too showed participants implicitly or explicitly describing how no AI tool (or person) is perfect. 

Similarly, when the supporters in our study reflected on the consequences of false predictions, they described the 

possibility of making mistakes in assessing a patients’ situation not as something that is newly introduced by the AI, but 

as something that exists in their current work as well. Thus, supporters would instead assess the benefits of having RI 

predictions available to them as a way to reduce uncertainty and errors in their own judgement. Simultaneously, they 

were mindful that the AI insights would offer only one piece of information to their clinical assessment, and that this 

information comes with its own limitations – like any other data tools and measures. In other words, supporters arrived at 

this more adjusted, pragmatic understanding of the AI-derived data insight through a comparison with other existing 

data practices and associated risk mitigation strategies. For example, in interpretations of patient’s clinical scores (PHQ-

9 and GAD-7), supporters also described the need for caution in interpretations, as those scores may not exactly reflect 

what is going on for the person. While such clinical assessments can provide a numerical indicator and trend of that 

person’s mental health progression that can be informative to clinical practice, they noted that these scores should not be 

given too much weight in isolation; and instead be assessed in the context of other information provided in patient 

messages and conversations. This feedback suggests their treating and evaluating of the AI output as a piece of 

information with similar limitations as these clinical scores. Nonetheless, what our research findings also highlighted is 

the importance to remind supporters of the need to balance assessments of the AI output in the context of other patient 

information to reduce data over-reliance. As this can be more complicated in time-constrained contexts, it also 

emphasizes the need for careful staff training prior to any AI deployment to help ensure appropriate understanding and 

use (see also [16]). 

2. Balancing Human-AI Interactivity & Interrogations for Trust with Costs of Time & Interference: As mentioned 

above, we considered the AI predictions as a simple data insight that would primarily serve as a useful ‘signal’ to aid 

prioritization of patient cases, but otherwise would not take away additional supporter time (i.e., to review explanations 

of the model output) to respect already tight review schedules. Other works on clinical decision support tools, however, 

have indeed demonstrated how mechanisms such as: visualizing the most important model parameters [68]; and offering 

refinement tools that allow clinicians to fine-tune or otherwise experiment with AI input parameters to alter algorithmic 

outputs [15] can play a key role in supporting user understanding of the AI and its capabilities, and promote both AI 

transparency and trust. We too believe that showing, i.e., the most predictive feature(s) can potentially add useful insights 

above and beyond a binary prediction. We also saw in supporter’s evaluation of the Population Comparison (Table 1, 

concept 4, and Appendix C) that additional explanations of the model can positively contribute to assessments of AI 

output credibility. Nonetheless, we were mindful that the provision of additional information or other interactivity may 

also lead to supporters potentially reading too much into the AI result and consuming more of their review time – 

especially in cases where additional data invites more ambiguity in the interpretation of the findings (cf. findings in 

section 5.3.1). Worries about going too deep down into a thought process and tangential rabbit hole in reviewing and 

interacting with AI insights also surfaced in other related work [15]. Thus, aiming to take a first step towards introducing 

AI into this specific iCBT context, we would prioritize a simpler, easy-to-comprehend AI insight that could ‘flag-up’ if a 

patient was at risk of not fully benefiting from treatment, but otherwise would not take supporters too far away from their 

own thought processes and focus on the patient. With an increase in familiarity and understanding of AI use within 

clinical care, future work will likely expand on the scope and types of AI insights.  

3. AI Credibility through Trusted Data Sources & Experiences of (Continued) Use: In the on-boarding of iCBT 

supporters to our design research, we found that explanations of our algorithms source of ground truth – the volume and 

type of data that the RI predictions are based on – contributed to their trust in the model outputs. As reported in our 

findings (section 5.2.2), supporters would explicitly remark on the fact that the predictions were based on thousands of 

previous SilverCloud users. The large scale of the data (>46K patient cases); its direct mapping to the specific 

application program; and its sourcing from the very company that the supporters work with and trust, impacted 

perceptions of the models’ credibility and shaped supporters’ assessment of the resulting AI output as potentially a ‘more 
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reliable’, ‘more objective, evidence-based’ indicator than their own judgement. In keeping with other recent 

recommendation’s for onboarding health professionals to AI system [16], this suggests the importance for key design 

decisions about data collection; source of ground truth; and model objectives to be made transparent to target users, both 

in prior-use training and interface design to aid transparency and the development of an appropriate mental model of the 

AI. Future work will also need to assess how trust in the predictions may develop and become calibrated through 

continuous use (cf. [16, 68]). In addition, for any real-world deployment, it is important to put measures into place to 

continuously oversee and closely monitor the on-going performance and reliability of the AI in-use [95] such that good 

performance and trust in the outputs are maintained over time. 

4. Trust through Clinical Validation & External Approvals: Finally, there have been literature reports [16, 52, 68, 

95, 111] that describe the need for formal, internal and/ or external, rigorous clinical assessments of AI model validity or 

rather utility, often in form of evidence-based methods (i.e., randomized controlled trials); research publications in 

prestigious journals; or FDA approval for health professionals’ to be able to trust AI outputs. Especially for early-stage 

AI research and development, this highlights the importance to set and communicate appropriate expectations of what AI 

models can realistically achieve to-date and at various development stages to not prematurely diminish AI credibility 

[100]. Likely, gradually developing the AI, and building-up clinician’s understanding of its workings and limitations – 

including demonstrations of technical validity and clinical utility – will also require the formation of longer-term 

healthcare partnerships. 

6.3 Limitations and Future Work  
Amongst the very many complex sociotechnical challenges involved for paving the way towards the successful 

development and adoption of AI interventions within real-world (mental) healthcare practices, our research focused on 

two specific aspects: the identification and appropriate design of a clinically useful AI application.  

While our user research brought forward a wide range of possible and perhaps more impactful applications of AI in 

this context (see Appendix A and [99]), we chose to pursue RI predictions based on patient’s frequent report of clinical 

scores. This was the outcome of a rather complex and lengthy design and development process that intersected multiple 

research fields to create an AI application that is clinically useful, practically feasible, and implementable within existing 

care. Above, we discussed the various trade-offs we made to bring together: insights from user research; the clinical 

literature; and needs to achieve robust AI models from the data available with our goals to pursue a very human-centered 

and careful approach towards AI integration within an actual mental health context. We also acknowledge that our 

proposed user interface for RI prediction presents the result of multiple design trade-offs and may not present an optimal 

data representation – especially with regards to concerns about over-trusting or contesting the AI output, and for guiding 

supporters next steps towards specific actions. There further remains an open question about our focus on reliable 

improvement as the chosen outcome metric. It could be argued that a ‘reliable improvement’ might present too high a 

hurdle for supporters to achieve, which can suggest improvement alone, without meeting the threshold of a significant 

change, could be portrayed as a negative. 

Moreover, so far, our research only included the perspectives of a small number of iCBT supporters, who worked as 

PWPs at one specific NHS Trust in the UK. Not only do they present a rather homogenous group of low-intensity 

intervention specialists, their self-selection to engage in our research to investigate innovative AI uses may have also 

introduced a positivity bias towards the introduction of any such technology. In future work, we suggest a broader 

engagement with other stakeholders (i.e., different treatment localities) as well as patients. 

As a next step towards addressing some of these issues, future research will need to: (i) delve deeper into clinician’s 

experience with, and potential acceptance of, the developed RI prediction models (e.g., how access to the predictions 

may shape supporter practices, their sense of agency, etc.), (ii) investigate the effectiveness of their deployment for 

improving patient symptoms of depression and anxiety; and (iii) how these outcomes may differ for iCBT supporters 

with varying levels of expertise (novices vs. more experienced PWPs). To this end, and separate to the work presented 

here, researchers at SilverCloud Health have designed a large-scale randomized controlled trial (RCT)6F

7 to deepen 

 
7 For details see https://www.isrctn.com/ISRCTN18059067 

https://www.isrctn.com/ISRCTN18059067
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understandings of the opportunities and unique challenges for how AI insights could come to support real-world 

healthcare practices, and benefit (mental) health patients. 

7 Conclusion 
Aiming to move beyond a focus on technical feasibility and advancing state-of-the-art algorithms that often regard the 

AI in isolation from their proposed use context, our research explored some of the unique challenges for designing and 

implementing an AI application for assisting the work practices of iCBT supporters. Specifically, we reported our 

iterative, human-centered approach to designing an AI application that predicts reliable improvement outcomes for 

patients receiving human-supported iCBT for depression and anxiety. Intersecting the fields of HCI, ML and healthcare, 

we described how we engaged with iCBT supporters in interview and design research to: (1) identify meaningful use 

scenarios and development targets for AI in this context; and (2) learn about the opportunities and challenges in 

designing and integrating specific AI insights within an established digital mental health service. 

Our findings (i) provided key insights into the specific work practices and information needs of iCBT supporters, and, 

in response, (ii) outlined various opportunities for applications of AI in this context. Focusing on how AI could assist 

iCBT supporter’s understanding of patient mental health progress to better identify possible barriers to improvement and 

engage in timely treatment adaptations, we (iii) explained our rationale for developing outcome prediction models. 

Specifically, we detailed our choices for the AI to: contribute to feedback informed therapy (FIT); predict reliable 

improvement; and ensure model robustness through adjustments for low false positive error rates, and predictions after at 

least three clinical measures. Further, we detailed design research that (iv) helped clarify use scenarios for the prediction 

models. Predominantly, iCBT supporters identified their potential use and utility as an ‘early indicator’ for adapting 

patient treatment for improved outcomes, and in performance monitoring. This work also (v) brought forward multiple 

concerns about the use of outcome prediction in this specific mental health context, which pertained to: supporter 

motivation to take action and performance pressures; potential uncritical treatment of, and over-reliance on, the 

prediction outcome that can cause reduced support and lesser engagement with, important individualized, patient-centric 

care; as well as reflections on the implications of ‘false’ predictions for patients, supporters and care services. Our 

analysis (vi) concluded with specific design implications for integrating AI models within a user interface, which marks 

an essential step forward towards real-world deployment. 

In discussing what constitutes a human-centered approach to AI design in this healthcare context, we shared our 

perspective to focus on developing human-AI partnerships that seek to empower, not replace clinicians with AI by 

building on their professional expertise and protecting their sense of agency; and that give particular consideration to the 

therapeutic relationship between clinicians and patients, especially in digitally delivered interventions. For time-

constrained healthcare contexts, we closed with reflections on how trust in AI applications for healthcare will need to 

become negotiated differently to commonly suggested (XAI) approaches of providing interpretable explanations of 

model outputs, and communications of statistical accuracy measures. 
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APPENDIX A 
Additional Details on PWP Interview Study 1 

Study Purpose 
The aim of this study was to: (i) better understand the specific information needs and challenges that iCBT 

supporters encounter for building up an understanding of their patients’ progress and providing effective, 

personalized feedback; and, responding to these learnings, (ii) scope out potential opportunities for AI to help 

derive and support identified data review requirements. 

Participants 
We recruited 15 Psychological Wellbeing Practitioners (PWPs) from the Berkshire Healthcare NHS Foundation 

Trust in the UK. All participants regularly acted as SilverCloud supporters as part of their role. Our interview 

sample predominantly self-reported as female (1 male) and generally included fully certified PWPs who were 

very experienced at using SilverCloud to support their patients (Table 3). Asked to rate their own level of 

experience as a SilverCloud supporter, the majority (n = 12) self-identified as “intermediate/ expert” or “expert”. 

Participants also described having used the service a minimum of 1-2 years; some even reporting more than 5 

years of use. Table 3 further shows the case load of each PWP at the time of interview, which most often included 

15-30, or more SilverCloud patients. For this particular NHS service, these patient numbers typically represent 

~50% of a supporter’s overall case load. 

Table 3. Participants role title and level of expertise in supporting patients via SilverCloud; the amount of years 

they have been using the service, and the number of patients currently assigned to them. 

Current Role Supporter expertise  Years using SilverCloud Patient load 

Trainee PWP Intermediate/ Expert 1-2 4-5 

Trainee PWP Intermediate/ Expert 1-2 30 or more 

PWP Intermediate 1-2 15-30 

PWP Intermediate 2-4 30 or more 

PWP Intermediate/ Expert 2-4 15-30 

PWP Novice 1-2 15-30 

PWP Intermediate/ Expert 1-2 30 or more 

Senior PWP Intermediate/ Expert 4-5 5-15 

Senior PWP Intermediate/ Expert 4-5 15-30 

PWP Clinical Lead Intermediate/ Expert 2-4 15-30 

PWP Clinical Lead Intermediate/ Expert 2-4 5-15 

PWP Team Lead Intermediate/ Expert 5 or more 5-15 

PWP Team Lead Expert 4-5 15-30 

PWP Team Lead Intermediate/ Expert 5 or more 4-5 

Innovation & Service Improvement within Trust Expert 5 or more 4-5 

Procedure 
All interviews were conducted remotely via video conferencing software (Microsoft Teams), and in one case 

via a phone call. Each interview lasted 1 hour and was audio recorded. The full interview guide can be accessed 

here [99]. All participants received a £30 gift voucher to a retail store of their choice to compensate them for their 

time spent in contributing to the research. The research study was carefully reviewed and monitored for 

compliance and privacy regulations; and approved by the NHS Health Research Authority (HRA, reference: 

19/LO/1525). Each participant has been given a unique identification number to protect their anonymity. 

Amongst others, we asked how these supporters currently identify whether their patients encounter any 

difficulties with the treatment program; which types of information they consider as most important in assessing 

https://doi.org/10.1145/3359139
https://doi.org/10.1037/a0040435
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their patients’ situation; potential areas of uncertainty or knowledge gaps; and what challenges they might 

encounter when choosing what therapy contents or activities to recommend (see [99] for the interview guide). 

Data Analysis 
All audio recorded interviews were fully transcribed and subjected to Thematic Analysis [12]. This involved an 

intensive familiarization with the data, and the identification of, and system search for, reoccurring themes in the 

data that were developed in higher-level categories. Our analysis was guided by our main research question: What 

are the strategies and challenges of iCBT supporters for providing effective, personalized feedback to their mental 

health patients? Through this analysis, we identified six key themes that describe the importance, strategies, and 

challenges of iCBT supporters for providing effective, personalized feedback to patients. The themes are 

summarized below. A more detailed report is available here [99]. 

Main Findings 
Summary of the six key themes that emerged from our thematic analysis about the tasks and challenges that 

PWPs encounter in providing effective, personalized iCBT feedback; as well as an outline of some of the questions 

and opportunities that AI research could explore in response. 

Key Themes AI Opportunities  

(1) Understanding patients’ mental health problems; 

risks; progress; and associated barriers for improvement 

that may need to be addressed 

 

A key focus in the review is for PWPs to gain a sufficient 

understanding of their patients’ mental health. PWPs:  

(i) assess the patient’s main mental health problem to be able to 

identify the right treatment, and effectively focus or adapt the 

treatment to the person’s needs (i.e., through switching the patient 

to a different treatment program; extending the number or 

frequency of reviews; or step-up in care decisions);  

and (ii) regularly review the patients clinical scores and their 

changes over time to detect any mental health risks; potential 

barriers to improvement (i.e., persistent sleep difficulties) that 

should be addressed; or whether there are any indicators of risk that 

have to be responded to immediately.  

Further, assessments of patient mental health progression and 

decisions to guide treatment are not solely done by considering a 

person’s clinical scores, but (iii) carefully evaluated in the context of 

other information that the PWP might have about a patient and their 

life circumstances; and these are regularly discussed with other 

clinicians as part of case management supervision (CMS).  

 

• How could AI support early or automatic detection 

of mental health risks? 

• How could AI assist PWPs’ understanding of why 

a patient might not be improving in their mental 

health?  

o How could AI support the identification of 

‘barriers to patient improvement’ based on 

patients’ clinical scores or specific markers in 

their language (i.e., in patient messages, text 

entries)?  

o How could AI be leveraged to learn what mental 

health struggles (i.e., indicated via questionnaire 

items) may be particularly salient in predicting 

good or poor mental health outcomes?  

• How could AI help identify ‘early’ if a patient is 

likely to benefit from the chosen treatment, or not, 

to facilitate treatment adjustments and ensure 

patients get the ‘right care’? 

(2) Assessing and responding to patient engagement with 

iCBT program to provide targeted support  
 

PWPs identify specific patterns in patient engagement with the 

treatment; and review those behaviors in light of the patients’ 

mental health progress.  

Responding to these patterns, PWPs tailor feedback to either (i) 

reinforce good engagement, or (ii) encourage more extensive or 

more frequent uses of the program, its tools, or the sharing of 

• How could AI support PWPs understanding of 

patient engagement?  

o How could AI assist in the identification of 

‘engagement trends’ or ‘changes in behavioral 

patterns’ that may be reflective of specific 

struggles?  
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patient experiences and struggles to increase overall patient 

engagement, and to reduce risks of treatment drop-out.  

To better assess patient engagement, PWPs expressed (iii) the desire 

to access duration information; and easier means to review patient 

engagement over time. Temporal information and comparisons 

could help approximate how deeply a patient may review contents 

and support the noticing of changes or struggles in patient activity.  

Furthermore, PWPs explained the (iv) limitations of providing 

effective feedback in cases where the person ‘did not attend’ (DNA) the 

iCBT program at all during a review period.  

 

 

o What are opportunities for employing AI to 

learn about characteristics of good/ effective 

program uses vs. less beneficial uses?  

o What (re-)engagement strategies might be 

most effective for different types of program 

engagers?  

• How could AI aid the earlier detection of a 

person’s risk of 1st/ 2nd DNA (in the next review 

period) such that PWPs could reach out to patients 

earlier to support engagement and reduce risks of 

drop-out?  

(3) Evaluating patient progress with the program to 

decide next treatment steps, and identifying program 

content struggles that require more explanation 

 

PWPs draw on available patient data to evaluate (i) how well the 

person understands and utilizes the program contents and tools. Most 

insight is derived from patient messages that explicitly 

communicate about learning progress or struggles; and patients’ 

language use that can be indicative of their mental health state and 

behavior changes (i.e., indicators of positive change).  

Particular attention is given to the review of patients’ use of 

program tools, which are crucial for helping them apply the content 

learnings to their situation and support the practice of core CBT 

skills. Building on their therapy expertise and familiarity with the 

SilverCloud tools, PWPs (ii) look for any errors or sub-optimal use of 

the tools that need addressing.  

To (iii) help overcome identified misunderstandings and barriers to 

content or tool use, PWPs employ a number of feedback strategies, 

such as: normalizing; the provision of alternative explanations; and 

additional learning materials.  

To effectively advance a patient through their treatment journey, 

PWPs (iv) make recommendations for specific tools or contents to 

review next; as informed by: the main treatment goal; patient pace 

and success in progressing through the program; and PWPs 

experience in what program components are particularly important 

for specific mental health conditions.  

In some instances, PWPs expressed the (v) desire for more 

opportunities to personalize the content order and pace of treatment 

to achieve a better tailoring to each person’s needs.  

 

 

• How could AI (i.e., NLP) assist in detecting 

whether patients are demonstrating learning 

experiences and improvements to their mental 

health (i.e., from positive changes in their 

language)?  

• What types of treatment interactions invite positive 

changes for different patient types? Could insights 

be leveraged to help ensure patients experience 

improvements (earlier)?  

• How could AI support the identification of patient 

struggles (i.e., false completions) of program 

contents? 

• How could AI support the effective personalization 

of program contents to each person’s needs?  

o How could data insights be leveraged to give 

PWPs an indicator of how beneficial it may 

be to recommend/ unlock a specific treatment 

module at a certain moment in time in the 

patients’ treatment journey? 

 

(4) Extracting and responding to ‘relevant’ patient 

information under time constraints to maximize the 

benefits of support  
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PWPs described challenges to (i) gather or extract treatment 

relevant patient information to provide constructive, helpful 

feedback due to a reliance on online data; remote, asynchronous 

communication; and working under time constraints. In cases 

where they have too little information about a patient (i.e., due to 

low engagement), this carries risks that PWPs may form potentially 

false assumptions about the patient. Further, therapeutic rapport 

can be harder to establish, which can reduce opportunities for 

patients to open-up. On the contrary, where too much data is 

available to review, it can take PWPs too long to filter through 

patient content.  

To address this, PWPs described strategies for: (ii) inviting more 

patient input by deliberately directing specific questions at them and 

actively inviting online messaging; and (iii) soliciting key 

information from patient contents, for example, by filtering the text 

for specific treatment relevant key words (i.e., medication; mood 

expressions, life circumstances).  

Further, to be able to (iv) respond in a time-efficient manner, PWPs 

make use of pre-written text paragraphs and message templates. 

Mostly, these are used for very standardized responses (i.e., DNA 

events), or otherwise they are carefully personalized to not be 

perceived as ridged or repetitive; and instead, to achieve the all-

important person-centered feel.  

 

• How could AI help extract/ foreground relevant 

patient information (i.e., language indicators 

related to medication, treatment episodes)?  

• How could AI provide additional feedback to PWPs 

to aid their understanding of the patients main 

problem and what about the treatment is or isn’t 

(potentially) working for them?  

• How could AI invite more opportunities for patient 

input/ feedback and dialogue? For example, for a 

particular patient type, what communication 

strategies would make it more likely for them to 

respond to their supporter?  

• How could AI reduce time-consuming labor (e.g., 

auto-complete generic summaries) for example as 

part of template uses? How to translate individual 

templates as a machine-readable resource? 

 

(5) Gaining a ‘sense of the person’ and forming a 

therapeutic alliance to achieve a more personal 

connection, for improved patient outcomes  

 

PWP described the role and (i) importance of ‘personalized support’ 

and establishing a therapeutic relationship with their patients for 

improving patient engagement and self-disclosure.  

Reported key benefits include: reduced perceptions of support 

being delivered through a machine rather than a human being who 

listens, understands, and cares for the person; improved patient 

trust and hope in the effectiveness of an ‘online’ approach; 

assurance that the same standard and quality of care is delivered via 

online treatment as is in other therapy formats; as well as better 

patient engagement with the program and responsiveness to their 

PWP. All these factors promote overall therapy outcomes.  

Outlining (ii) strategies for providing personalized support, PWPs 

described explicit efforts to convey in their communication a sense 

of them being a real person and ensure that the patient feels heard, 

understood, and cared for.  

Amongst others they reported: the use of person-identifiers such as 

their own and other peoples’ names; choices in the timing and 

writing style of their messages; asking the patient personally 

relevant questions; reflecting and referring back to them what they 

had said or done previously; recognizing and normalizing patient 

struggles; and to respond with empathy and compassion. 

• How could AI enable PWPs to get a better ‘sense 

of the person’ (to care & connect)? 

• How could AI advance PWPs’ understanding of 

what types of their communication strategies (i.e., 

encouragements, normalization, etc.) are most 

effective for a particular patient(type)?  

• How personal/ personable (or frequent) should 

PWP feedback be to convey a sense of ‘human 

care’? 
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(6) Developing PWP skills and confidence in effectively 

communicating with patients, especially where 

supporters are iCBT novices  

 

Describing key competencies and configurations of supporter 

feedback, PWPs highlighted how especially (i) novice supporters 

encounter numerous difficulties in getting started with digital therapy 

offerings like iCBT. It takes time for new PWPs to build-up the skills 

and professional confidence to be effective in this role that requires: 

familiarization with extensive and changing treatment programs; 

and the translation of ‘common factor skills’ into written 

communications as well as knowledge and experience of how to 

effectively personalize feedback messages. This raises questions of 

how future learning and training can best be supported.  

 

Lastly, supporters described the benefits and a desire for (ii) 

receiving more feedback about how their actions impact patients, 

which can help clarify reasons for patient drop-out, or improve their 

confidence in decisions around patient care. This can enhance 

treatment effectiveness and add to PWP confidence, and motivation 

and enjoyment of their work. 

 

• How could AI assist especially novice supporters 

to communicate most effectively and build-up their 

confidence in feedback message writing (e.g., by 

providing smart guidance on “what to say” when/ 

tailoring communication style)? 

• How could AI help supporters better understand 

how their actions matter: what types of actions 

(and their timing within the care pathway) achieve 

positive change/ have the most impact? 

 

APPENDIX B 
RNN model architecture 

 

Figure 5. The Recurrent Neural Network (RNN) architecture used to predict reliable improvement in depression 

or anxiety by the end of the treatment (typically an 8 week/ review period). We used early clinical scores in PHQ-9 

and GAD-7 for depression and anxiety respectively as the input features. The data is split into 70:20:10 for 

training, validation, and testing. Both trained models are 3-layer RNNs with a 50-dimensional hidden layer with 

long-short term memory units (LSTM) to encode patient features at different time points throughout treatment. 

Model training and testing was done on the AzureML infrastructure, in Python 3.7; and all RNNs were 

implemented using PyTorch. For more detail on the development and performance of these models see Prasad et 

al. [82]. 

APPENDIX C 
Design feedback on the six prediction outcome concepts 
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The Wheel Indicator was assessed as a ‘very visual’ concept that enables easy, near instant understanding 

due to the graded chart with its clear green and red areas; providing a lot of information at a glance. While 

one supporter suggested its size was too big, others liked its proportions and combination with large 

numbers as it meant the visual cannot be overlooked. Many supporters explicitly expressed their liking of 

the confidence percentages, suggesting that it provides more detail than a simpler yes-no indication, whilst 

others raised concerns about how these numbers are to be interpreted. Some supporters described to 

potentially get hung up on the detail of the numbers, and to not have time to reflect about them under time 

pressure. Further criticized was potential confusion that the Wheel indicator could be read as the spectrum 

from deterioration (far left) to improvement (far right) rather than as a binary indicator for reliable 

improvement (no vs. yes). One of the supporters also had a very strong reaction to the symbolism of the 

wheel and ‘red NO’ label that to them felt like a very ‘stark’, ‘attacking’ indicator alike a warning signal in 

cars that ‘screams failure’ or ‘danger’, which raised concerns about the visual potentially feeling ‘really 

demoralizing’ to, and evoking stress in, PWPs. 
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The Multiple Outcomes table concept received much criticism. Compared to other designs, it was assessed 

as least visually pleasing, and felt ‘too wordy’ and ‘too complex’ to understand at a glance. It takes time to 

fully understand, not confuse, and get used to the spectrum of definitions and outputs shown in the table; 

suggesting a more slimline approach (i.e., only show most important definition and others on demand; 

show results for PHQ and GAD in separate tables). Yet, once the initial learning hurdle is taken, supporters 

described that having access to multiple definitions can add value as these all present all the types of 

information reviewed during line management and when patients are discharged. While few PWPs valued 

illustrations of the prediction confidence through the color gradient over text, others thought the color 

coding could be clearer or easier to learn. Similarly contested was the clarity of text labels used, which the 

majority of supporters found ‘too vague’. They struggled to understand the nuances or categories that 

distinguish ‘very likely’ from ‘likely’ labels’, which often led them to express a clear preference for, and 

proposals to add, numerical values.  
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The Visual Cue + Text concept was received best. It was assessed as a fairly ‘neutral’ indicator with a clear, 

succinct and easy-to-access presentation that would convey information at a quick glance. The ‘little 

grading scale with the little arrow on’ was found to aid interpretations of the prediction results alongside 

the text labels. While for some of the supporters the visual cue and text representation by themselves were 

sufficient, others thought the text labels were too ambiguous, and assessed the visual cue as ‘too small’. To 

improve the graphic, supporters described that a larger graphic could facilitate pinpointing the 

‘whereabouts’ of the arrows for PHQ vs. GAD; and proposed to add percentage numbers to cater for the 

variance in information representation preferences amongst the supporters.  
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Although the Population Comparison combines many of the other design components including bar charts 

and percentage numbers, all supporters unanimously describe the concept as ‘too detailed and 

complicated’. Their busy schedules mean they do not have the time needed to process and comprehend all 

the information offered. For some, having the reliable improvement prediction shown on a 0-100 

continuum (rather than a yes/ no dial) also added confusion about how the numbers are to be interpreted. 

Despite these concerns, they thought the information offered through the option to compare the patient 

with ‘the population, or other people who had similar presentations’ to: be generally really helpful; offer a 

useful context for interpretations of their treatment choices (i.e., a less than average chance of RI will 

influence how closely to monitor/ support patients); and usefully ground the prediction within real-world 

data by providing an explanation that can help in understanding the AI prediction, and user trust. While 

some supporters also saw the benefits of being able to give oneself a ‘pat on the back’ if the visual showed 

for their own patient a higher chance of RI than for the general population; this was a concern for others, 

who found comparisons could add to supporter stress and competition. With its proposed focus on 

comparing the individual to a group of similar patients, the relevance of this design for facilitating 

individualized, person-centered care or CMS meetings remained unclear. Many supporters therefore 

considered this design concept more as an add-on, or optional information resource.  
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For the Client Dashboard, the majority of supporters thought the prediction data was ‘nicely laid out’ within 

the table and easy-to-understand due to the use of clear percentages. Few thought the many numbers were 

overwhelming and could get accidentally confused. As the natural entry point to their patient review 

practices, the predictions were easy-to-locate and ‘straight away accessible’, which also meant, however, 

that they could be ‘easily skipped’, especially since the dashboard is mostly used to navigate to a patient’s 

profile, and not to access or compare patient scores. Nonetheless, the dashboard was assessed to provide 

a useful overview across patients and their RI prognosis to prime PWPs prior to a review about what to 

expect from the session and guide resource allocation, time planning, or discharge decisions. The 

dashboard also enables the spotting of trends in supporter performance across patients, which some 

supervisors regarded as useful insight, while other PWPs raised concerns about it potentially reflecting 

badly on their work practices, especially if many patients are predicted as unlikely to improve. What might 

complicate these reviews is that the predictions shown reflect patient outcomes at different stages in their 

treatment, which may be less suitable or appropriate to compare across. Thus, overall, this concept was 

regarded as an ‘optional’ add-on that could provide additional context to CMS reviews, but may be less 

relevant in supporting important individualized care. 

 

 

 

 


