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Abstract

In reinforcement learning (RL), there are two major settings for interacting with the environment: online and offline. Online methods explore the environment with expensive time cost, and offline methods efficiently obtain reward signals by sacrificing the exploration capability. We propose semi-offline RL, a novel paradigm that can smoothly transit from the offline setting to the online setting, balances the exploration capability and training cost, and provides a theoretical foundation for comparing different RL settings. Based on the semi-offline MDP formulation, we present the RL setting that is optimal in terms of optimization cost, asymptotic error, and overfitting error bound. Extensive experiments show that our semi-offline RL approach is effective in various text generation tasks and datasets, and yields comparable or usually better performance compared with the state-of-the-art methods.

1. Introduction

Pre-trained language models have achieved great success in improving the quality of text generation (Devlin et al., 2019; Liu et al., 2019). Recent research shows that a key for further improving pre-trained language models is reinforcement learning (RL), which provides a principled solution for directly optimizing the final objective such as ROUGE (Lin & Hovy, 2003), factual correctness (Goodrich et al., 2019), and satisfaction of user needs (Ouyang et al.). Compared with traditional optimization objectives, such as the maximum likelihood estimation (MLE), reinforcement learning solves problems such as exposure bias and the mismatch between MLE and the final optimization objective, leading to great success in further refining large pretrained models. Recent large pretrained models that incorporate reinforcement learning, e.g., InstructGPT (Ouyang et al.) and ChatGPT, have demonstrated superior performance in aligning with user needs compared to the original GPT-3.

In reinforcement learning, there are two major settings for interacting with the environment: online and offline.

**Online RL** (Fig. 1(a)). The language model in this setting generates word token $\hat{y}_t$ by sampling from its output probability distribution, and obtains the reward signal about the samples to learn how well they fulfill the final objective. (Paulus et al., 2018; Li et al., 2019; Schulman et al., 2017; Le et al., 2022) The online setting allows the language model to fully explore the environment: the model can interact with the environment to see the reward of different samples and hence obtains a comprehensive understanding about the final objective, which is crucial for finding the optimal generation. While it is theoretically guaranteed that the optimal generation can be found when the number of samples approaches infinity, empirically, it is time-expensive to obtain even only a few samples from large pretrained language models. In particular, optimizing with $K$ samples requires $KT$ forward propagations (FPs) through the language models, where $T$ is the maximum number of tokens in the generated text. This cost is quite large and impractical in some real-world scenarios (Wang et al., 2021) considering the complexity of large language models.

**Offline RL** (Fig. 1(b)). This setting eliminates the need for generating text during the training process by utilizing a static dataset for learning. Example static data $y_1, \cdots, y_T$ includes demonstrations (Pang & He, 2020; Jaques et al., 2019; Serban et al., 2017) (or ground-truth labels) for an input $x$ and text pre-generated with beam search (Liu et al., 2022). By avoiding generating text in an auto-regressive manner during training, offline methods mitigate the expensive optimization costs associated with online methods and reduces the cost from $KT$ forward propagations to $K$. However, offline methods cannot explore the environment to find the optimal generation: language models are only given the reward signals for specific static data, which prevents them from better understanding the final objective and converging to a better solution.

The above analysis shows that different RL settings have
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Figure 1. The comparison of different RL settings: (a) online methods explore the environment with a large optimization cost; (b) offline methods efficiently obtain reward signals by sacrificing the capability for exploration; (c) our proposed semi-offline setting allows exploration with minimum optimization cost. Here, $M_t = 1$ (or $M_t = 0$) means that the token at time $t$ is sampled based on the language model (or comes from static data), $0 \leq p_m \leq 1$ is the probability for $M_t$ to be 1, $FP$ denotes the number of forward propagations through the language model, and $T$ is the maximum number of word tokens in an output.

entirely different exploration capabilities and optimization costs. A fundamental research question is: can we refine the RL setting so that effective exploration could be achieved with minimum optimization cost? In this paper, we answer this question by making three contributions.

First, we define the design space of different RL settings by proposing semi-offline RL, which bridges the gap between online and offline RL and provides a theoretical foundation to compare different RL settings. As shown in Fig. 1(c), semi-offline RL composes a sample by mixing tokens generated by the language model and tokens from the static dataset with a probability $p_m \in [0, 1]$. Different values of $p_m$ correspond to different MDPs and allows a smooth transition from the offline to online setting. In particular, at the fully observable scenario in which the model input (observation) is equal to the environment state (Fig. 1(c1)), the semi-offline setting becomes offline when $p_m = 0$, and becomes online when $p_m = 1$. When $p_m \in (0, 1)$, we could optimize the reward with an intermediate optimization cost $KTP_m$ while keeping the capability for exploring the environment. Compared with the offline setting, semi-offline methods only utilize the static data as initial points for exploration, thereby allowing the model to identify better improvement directions. Compared with the online setting, semi-offline methods may find the optimal improvement directions with a fewer number of samples by more quickly estimating token-wise rewards (Sec. 3.3, Proposition 3).

Second, based on the semi-offline MDP formulation, we present the RL setting that is optimal in terms of the following desirable properties:

**DP1.** Minimum optimization cost: the policy can be optimized by using only 1 FP per input.

**DP2.** Minimum asymptotic bias: the estimated error when the number of instances is unlimited is minimum among all possible RL settings that satisfy DP1.

**DP3.** Minimum overfitting error bound: the chosen RL setting has the lowest bound of error (François-Lavet et al., 2019) when data is limited, among all settings that satisfy DP1 and DP2.

We prove that the optimal RL setting in terms of DP1–DP3 could be easily implemented by mixing static data and the mask token, as shown in Fig. 1(c2). This masked language model (MLM) setting fits naturally into existing pretrained language models, can explore $K$ samples with only 1 FP, and effectively find improvement directions by using static data points as a starting point.

Third, we validate the effectiveness of our semi-offline RL approach in various text generation tasks and datasets, and show that it yields comparable or usually better performance compared to state-of-the-art methods.

## 2. Background

### 2.1. Preliminaries about Reinforcement Learning

In text generation, we often use a human-annotated corpus as ground truth for performing supervised learning. Reinforcement learning (RL) provides an additional way of learning in which the agent can optimize its behavior by interacting with the environment. An agent-environment interaction can be described by the following process: 1) the environment tells the agent the current state, 2) the agent outputs an action given the state through a function called policy, and 3) after the agent acts, the environment shifts to a new state and the environment gives a reward based on the agent’s action and the updated state. The goal of the agent is to learn a policy that yields the maximum cumulative reward.
In RL, the environment is typically formulated as a Markov Decision Process (MDP). An MDP is defined as a tuple $M = \{S, A, R, T\}$, where $S$ and $A$ denote the state space and action space, respectively. The reward function, $R: S \times A \rightarrow R$, maps a state-action pair to a scalar value, and the transition function, $T: S \times A \times S \rightarrow S$, describes the probability of transitioning from one state-action pair to another. Given an MDP, various methods of RL can be applied in the search space of the environment to learn a policy that maximizes the cumulative reward.

### 2.2. Reinforcement Learning for Text Generation

The MDP for text generation is usually defined as follows:

**State** $s_t \in S$ consists of the input sequence $x$ and the part of output text that has already been derived: $s_0 = x$ and $s_t = (x, y_0^t, \ldots, y_{t-1}^t)$. Here, $y_t^t \in V$ is the token at time $t$, and $V$ denotes the vocabulary.

**Action** $a_t = y_t^t \in A$ is one of the $|V|$ tokens.

**Transition**: $T(s_{t+1} | s_t, a_t)$ transits $s_t$ to $s_{t+1}$ at time step $t$: $s_{t+1} = s_t \cup y_t^t$. This deterministic transition appends the next token to the previous state.

**Reward**: $R(s_t) = f(x, y_0^t, \ldots, y_{t-1}^t)$ quantifies how good the derived sentence $y_0^t, \ldots, y_{t-1}^t$ is according to the final objective like the BLEU score or user satisfaction. In text generation, we often consider terminal reward, which means that the reward is computed after the whole text is generated, in other words $R(s_t) \neq 0$ only when $t = T$.

Both online and offline RL methods can be depicted by using this MDP.

In the **online** setting, each action is obtained by sampling from the probability distribution (Fig. 1(a)), i.e., $a_t = y_t^t = \hat{y}_t$, where $\hat{y}_t \sim \mathcal{P}(\hat{y}_t|s_t; \theta)$, where $\theta$ is the parameter for the language model. Accordingly, the reward is computed by considering state $s_t = (x, \hat{y}_0, \ldots, \hat{y}_{t-1})$. Online RL methods have a large search space, allowing them to search for the optimal solution across the entire space. However, this can make them difficult to optimize and result in high variance in reward signals. To address this, methods such as actor-critic (Konda & Tsitsiklis, 1999; Bahdanau et al., 2016), self-critic (Zhang et al., 2019; Paulus et al., 2018; Li et al., 2019), and PPO (Schulman et al., 2017; Ouyang et al.) have been developed. However, these methods still explore the environment with a large optimization cost due to the auto-regressive generation of output text.

In the **offline** setting, each action is derived by using the token in the static data (Fig. 1(b)), i.e., $a_t = y_t^s = y_t$, where $y_t$ is the $t$-th token in the static data. Accordingly, the reward is computed by considering state $s_t = (x, y_0, \ldots, y_{t-1})$. Offline methods are widely used in dialogue systems to reduce the number of interactions with people in real-time (Serban et al., 2017; Jaques et al., 2019). Recently, GOLD (Pang & He, 2020) posits that acquisition of useful data through exploration can be challenging. Therefore, it directly employs the ground-truth. BRIO (Liu et al., 2022), on the other hand, harnesses a contrastive loss and generates multiple candidates for each instance as the static dataset. While offline methods efficiently obtain reward signals by leveraging the static dataset by sacrificing the exploration capability.

### 3. Semi-Offline MDP

#### 3.1. Formulation of Semi-Offline MDP

In order to lay a theoretical foundation for comparing different RL settings, we define the design space of different RL settings by proposing semi-offline RL, which can smoothly transit from offline methods to online methods by using different values of hyperparameter $p_m$. More specifically, semi-offline RL composes a sample by mixing tokens generated by the language model and tokens from the static dataset with a probability $p_m \in [0, 1]$, as shown in Fig. 1(c). The formal definition is as follows.

**Definition 1** (MDP of semi-offline RL). In semi-offline RL:

**State** $s_t = (x, M_0, y_0^t, \ldots, M_{t-1}, y_{t-1}^t, M_t)$ consists of the input sequence $x$, the part of output text that has already been derived $y_0^t, \ldots, y_{t-1}^t$, as well as the binary values $M_0, \ldots, M_t$, each $M_t \in \{0, 1\}$ denotes whether the next token $y_t^s$ will be determined according to the agent’s generation ($M_t = 1$) or the static dataset ($M_t = 0$).

**Action** $a_t$ is the output token of agent at time $t$. If $M_t = 1$, the agent will output one of the $|V|$ tokens by sampling from the probability distribution of the language model: $a_t = \hat{y}_t$. If $M_t = 0$, the agent will give a NULL token.

**Transition**: $T(s_{t+1} | s_t, a_t)$ transits $s_t$ to $s_{t+1}$ at time $t$ with

$$ s_{t+1} = s_t \cup y_t^s \cup M_{t+1}, $$

$$ y_t^s = \begin{cases} \hat{y}_t, & \text{if } M_t = 1 \\ y_t, & \text{if } M_t = 0 \end{cases} $$

$$ M_{t+1} \sim \text{Bernoulli}(p_m) $$

where $\hat{y}_t$ is a token generated by the language model, $y_t$ is a token from the dataset (e.g., the $t$-th token in the ground-truth), and $M_{t+1}$ is sampled from a Bernoulli distribution parameterized with $p_m$, which means that $M_{t+1}$ takes the value of 1 with a probability $p_m$ and takes the value 0 with a probability $1 - p_m$.

**Reward**: $R(s_t) = f(x, y_0^t, \ldots, y_{t-1}^t)$ quantifies how good the generated sentence $y_0^t, \ldots, y_{t-1}^t$ is according to the ultimate goal like the BLEU score or user satisfaction.
Semi-offline RL is most comparable to online and offline settings in the fully observable scenario shown in Fig. 1 (c1). Fully observable means that the model input (observation) is equal to the state of the environment, meaning that the language model is aware of all information in the state when making a decision, i.e., \( y_t \sim p(y_t | x, s_t; \theta) \).

In this fully observable scenario, \( p_m = 0 \) is equivalent to the offline setting where the model optimizes its policy from a completely static dataset. Conversely, when \( p_m = 1 \), the configuration is in the online mode, allowing for dynamic exploration of the maximum search space. When \( p_m \in (0, 1) \) is an intermediate value, the semi-offline MDP balances between dynamic exploration of the search space and knowledge obtained from the static dataset, while also finding an equilibrium between exploration and time cost. More specifically, the time cost for semi-offline methods can be computed with the following proposition.

**Proposition 1** (Time cost when fully observable). Considering the fully observable scenario in which all information in the states is observed by the language model to get sampled tokens. Let us denote the minimum number of FPs required to sample \( s_t \) as \( C_t \) and its expectation as \( \mathbb{E}(C_t) \). We have

\[
C_t = \sum_{v=0}^{t-1} M_v, \quad \mathbb{E}(C_t) = t p_m \tag{4}
\]

The proof is given in Appendix A.1. Proposition 1 shows that when \( p_m \in (0, 1) \), we could optimize the reward with an intermediate optimization cost controlled by \( p_m \) while keeping the capability for exploring the environment.

In addition to the time cost, the intermediate methods whose \( p_m \in (0, 1) \) provides an additional view for exploration. Compared with the offline setting, semi-offline methods only utilize the static data as initial points for exploration instead of seeing only the reward of static data points, thereby allowing the model to get a more comprehensive understanding about the final objective and identify better improvement directions. Compared with the online setting, semi-offline methods may find the optimal improvement directions with a fewer number of samples. This sampling efficiency is achieved by only exploring a vicinity of the static data point. Thus, the space to be explored for semi-offline methods \( (|\mathcal{V}|^{T p_m}) \) is exponentially smaller than that of the online methods \( (|\mathcal{V}|^T) \), making it easier for the language model to understand the reward gain brought by different choices. Even though the exploration space is limited, it is possible that the knowledge explored in the vicinity of specific output text can be generalized to other output text considering the generalization ability of neural networks. This is verified by our experiments, which show that semi-offline usually performs equally good or better with much less time cost compared with existing online or offline methods (Sec. 4).

### 3.2. RL Setting with Minimum Optimization Cost

Next, we move towards achieving the minimum optimization cost while maintaining the effective exploration capability of the agent. In particular, we are interested in finding a semi-offline RL setting that could be optimized with only 1 FP per instance, so that even large pretrained language models could be optimized efficiently. Meanwhile, we hope that the agent could still freely decide the degree for exploration by choosing different values of \( p_m \).

We can see from Proposition 1 that the time cost in the fully observable scenario cannot always be 1 FP for different values of \( p_m \). In order to further speedup the optimization method, we must remove the condition of full observation, i.e. not requiring \( \alpha_t \) to be a decision made after observing all information in \( s_t \). This scenario can be formulated by using Partially Observable Markov Decision Process (POMDP).

**Definition 2** (Semi-offline MDP when partially observable). The MDP of the environment is the same with that in Def. 1. However, the agent in POMDP takes action \( \alpha_t \) based on observation \( o_t \), which does not contain all information in \( s_t \): \( a_t = \hat{y}_t \sim p(\hat{y}_t | \alpha_t; \theta), M_t = 1 \)

where \( o_t \) is a sub-sequence of \( s_t = (x, M_0, y'_0, M_1 \ldots, y'_{t-1}, M_t) \).

Losing information in \( s_t \) may significantly decrease the probability to achieve optimal results. To derive an optimal RL setting under the minimum time cost constraint, we consider two research questions:

**RQ1.** Which information has to be removed from the observation in order to meet the minimum time cost constraint?

**RQ2.** What information needs to be retained in the observation to maximize the performance?

**RQ1** can be answered with the following proposition.

**Proposition 2** (Information loss with minimum time cost). If \( s_T \) can always be sampled within 1 FP for \( \forall p_m \in [0, 1] \), then \( o_t \) must not contain any exact information about sampled tokens \( \hat{y}_t', \forall t \in [1, T) \) and \( \forall t' \in [0, t-1] \).

The proof is given in Appendix A.2. This proposition can be easily understood: if we want to achieve parallel generation of different tokens, then when one token \( \hat{y}_t \) is generated, the information of another token \( \hat{y}_t' \) generated at the same time cannot be utilized for generating \( \hat{y}_t \).

**Proposition 2** allows us to define the maximum set of observations we can get at time step \( t \) when minimum time cost can be achieved, which is important for answering **RQ2**.

**Definition 3** (Maximum observation with minimum time cost). If \( s_T \) can always be sampled within 1 FP for \( \forall p_m \in [0, 1] \), the observation with the maximum information in \( s_t \)
Accordingly to Theorem 3 in (François-Lavet et al., 2019),

We then prove that the optimal RL setting in Def. 5 could

Lemma 1 (Criteria for 0 asymmetric bias). According to

Lemma 2 (Criteria for minimum overfitting error bound).

According to Theorem 3 in (François-Lavet et al., 2019),

The proof of Theorem 1 is given in Appendix A.3.

3.3. Optimization

3.3.1. RL LOSS FOR SOLVING MDP

POMDP defined in Def. 5 can be solved in the same way as
traditional MDPs. Here we use policy gradient because
pre-trained language models provide a natural initialization
of the policy. Specifically, we adopt the REINFORCE with
baseline (Williams, 1992) to reduce the variance among
different trajectories. Accordingly, the policy is optimized
with the following RL loss:
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We conduct experiments on 1) a summarization dataset \( \text{CNN/DM} \) (Hermann et al., 2015), where the goal is to generate summaries for news articles; 2) a dialogue summarization dataset \( \text{SAMSum} \) (Gliwa et al., 2019), in which the focus is summarizing dialogues instead of news articles; 3) a natural question generation dataset \( \text{NQG} \) (Rajpurkar et al., 2016), where the task is to generate questions that can be answered by a specific segment of an article; 4) an extreme summarization dataset \( \text{XSum} \) (Narayan et al., 2018), which focuses on generating highly abstractive summaries for news articles from the BBC. More information about these datasets can be found in Appendix C.

### 4.1.2. Compared Methods

**Base models.** We fine-tune (FT) pre-trained language models such as \( \text{BART} \) (Lewis et al., 2020) and \( \text{T5} \) (Raffel et al., 2020) for each task. Specifically, for \( \text{CNN/DM} \) and \( \text{SAMSum} \) we use \( \text{BART} \) and for \( \text{SQuAD} \) and \( \text{XSum} \) we use \( \text{T5} \) and \( \text{Pegasus} \) (Zhang et al., 2020) respectively.

Additionally, we fine-tune the tasks with masks (M-FT) to study the influence of involving masks during training. This method is similar to FT but with the added step of randomly masking a portion of the tokens in the targets, giving the model the ability to predict the next token only when the special token \([M]\) is present in the downstream tasks.

**Online methods.** The online methods we compare include the online generation of single-sample methods Self-Critic (SC) (Paulus et al., 2018; Li et al., 2019) and Actor-Critic (AC) (Konda & Tsitsiklis, 1999). Both methods are optimized using REINFORCE with baseline (Sutton et al., 1999), where the baseline for SC is the greedy decoding result of the agent, and AC uses a quality scoring critic model to compute the reward. Average baseline (AVG) is a multiple-sample approach, in which its RL loss using the average baseline is a variant of the contrastive loss used by BRIO (Liu et al., 2022).

**Offline methods.** The offline methods we compare are \( \text{GOLD} \) (Pang & He, 2020) and \( \text{BRIO} \) (Liu et al., 2022), where \( \text{GOLD} \) uses the original ground truth as the static dataset in offline training, and \( \text{BRIO} \) uses the generated results of the \( \text{BASE} \) model as the static dataset.

### 4.1.3. Metrics

Following (Liu et al., 2022; Bengio et al., 2015), We use ROUGE scores including \( \text{R-1}, \text{R-2}, \) and \( \text{R-L} \) (Lin & Hovy, 2003) to evaluate the results on the summarization tasks: \( \text{CNN/DM}, \text{SAMSum}, \) and \( \text{XSum} \). For \( \text{SQuAD}, \) we follow (Usbio et al., 2022) and adopt the B LEU score \( \text{B-4} \) (Papineni et al., 2002), ROUGE scores (Lin & Hovy, 2003), and METEOR score \( \text{MTR} \) (Banerjee & Lavie, 2005). We directly use the corresponding metrics as the reward to be optimized. For more implementation details, one can refer to Appendix B.

### 4.2. Overall Performance

Tab. 1 shows the overall performance of different models as well as their optimization cost (FP). We have three main observations by analyzing the table.

First, our performance is significantly higher compared with other methods with the same FPs (i.e., \( \text{FP}=N \)). This is because that our method is the only one that has the exploration capability when \( \text{FP} \) is \( N \). Other methods that have the same optimization cost are either base models or offline methods that only consider one sample.

Second, methods that only utilize one sample usually per-
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Table 1. Overall performance. FP denotes the number of forward propagations required for optimization, \( N \) is number the instances consumed by the model, \( K \) is the number of samples used, and \( L \) is the sentence length. *’ indicates our reproduced results.

| GROUPS | MODELS | FP | CNN/DM | | | | SQUAD | | | | XSUM | | |
|--------|--------|----|--------|--------|--------|---|--------|--------|---|--------|--------|---|
| BASE | FT     | N  | 44.16  | 21.28  | 40.90  | R-1 | 53.32  | 28.53  | 49.03  | R-1 | 27.21  | 54.13  | 27.7  |
|       | M-FT   | N  | 45.10  | 21.76  | 41.86  | R-1 | 53.11  | 28.74  | 48.98  | R-1 | 27.43  | 54.30  | 27.82 |
| OFFLINE | GOLD  | N  | 45.40  | 22.01  | 42.25  | R-1 | 53.18  | *28.90* | 49.11  | R-1 | 27.20  | *54.43* | 27.59* |
|        | BRIO   | NK | 47.78  | 23.55  | 44.57  | R-1 | 53.98  | *29.11* | 49.56  | R-1 | 27.17  | *54.53* | 27.64* |
| ONLINE | SC*    | NT  | 45.45  | 21.85  | 42.16  | R-1 | 53.47  | 28.54  | 48.99  | R-1 | 27.14  | 54.36  | 27.58 |
|        | AC*    | NT  | 45.71  | 22.07  | 42.42  | R-1 | 53.41  | 28.29  | 48.90  | R-1 | 27.35  | 54.48  | 27.62 |
|        | AVG*   | NTK | 48.28  | 24.16  | 45.00  | R-1 | 54.10  | 29.21  | 49.58  | R-1 | 27.50  | 54.79  | 27.77 |
| SEMI  | Ours   | N  | 48.56  | 24.26  | 45.41  | R-1 | 54.14  | 29.28  | 50.33  | R-1 | 27.78  | 54.93  | 28.37 |
|       | BRIO+Ours | N  | 48.61  | 25.56  | 45.51  | R-1 | 54.14  | 29.30  | 50.33  | R-1 | 27.78  | 54.93  | 28.37 |

Table 2. The results of combining the loss of BRIO and Ours.

| MODELS | XSUM | | | | | |
|--------|------|---|---|---|---|
| BRIO   | 49.07| 25.56| 40.40|
| Ours   | 48.61| 25.56| 40.51|
| BRIO+Ours | 49.23| 25.98| 41.01|

Table 3. Optimization efficiency on SQuAD and SAMSSum. Time is measured in minutes.

| MODELS | #DATA | SQUAD | | | | SAMSSum | | | | |
|--------|-------|--------|--------|---|---|---|---|---|---|---|---|---|
|        |       | B-4   | R-L   | TIME | R-L   | TIME | B-4   | R-L   | TIME | R-L   | TIME |
| OURS   | 8K    | 27.66 | 54.80 | 14.7 | 49.75 | 8.9  | 27.42 | 54.36 | 18.8 | 49.39 | 9.3  |
|        | 16K   | 27.64 | 54.75 | 29.3 | 49.96 | 18.0 | 27.50 | 54.46 | 37.5 | 49.35 | 19.0 |
| BRIO   | 8K    | 27.62 | 54.70 | 121.0| 49.09 | 135.8| 27.58 | 54.72 | 243.0| 49.49 | 271.0|
|        | 16K   | 27.58 | 54.72 | 243.0| 49.49 | 271.0| 27.58 | 54.72 | 243.0| 49.49 | 271.0|

forms worse than multi-sample methods, even when they are time-expensive online methods such as SC and AC). This demonstrates the necessity to obtain more reward signals by exploring the environment. Our method is the only one that can increase the number of samples without increasing the number of FPs required for optimization.

Third, our method performs better or equally good than state-of-the-art methods that are much more expensive than ours (e.g., BRIO and AVG). We achieve the best result on three datasets, demonstrating the superiority of our semi-offline setting in addition to the significantly reduced optimization cost. Although our result in XSUM is only similar with BRIO, we show that our method still brings additional benefits. More specifically, Tab. 2 shows that combining our method with BRIO results in improved performance.

4.3. Optimization Efficiency

To fully evaluate the performance of our method, it is important to consider not only the number of FPs, but also the real time cost during optimization. To this end, we fix the number of instances and compared the optimization speed as well as model performance in Tab. 3. The experiments were run on a machine with an Nvidia A40 GPU (memory: 48 GB) using a learning rate of 1e-6 and a batch size of 8 for all compared methods. The results show that our method not only has the lowest training time consumption, but also the best optimization speed on both the SQuAD and SAMSSum datasets. It is also worth noting that BRIO and AVG use multiple target texts for the same source text for one instance, which leads to increased memory usage on GPUs. In contrast, our method is more memory efficient as it only uses one target for each instance.

4.4. Ablation Study

We conduct an ablation study to investigate 1) the impact of using an MDP that does not satisfy Lemma 1, and 2) the effect of using different offline datasets for training.

4.4.1. Design of MDP

As mentioned in Sec.3, failing to satisfy Lemma 1 will result in suboptimal results. We evaluate the correctness of this statement by devising the following variants:

1. **-MASK**: remove the mask information, and the \( p_m \) of the environment is consistent with the main experiment (0.4);
2. **-MASK, \( p_m=1 \)**: also remove the mask information and \( p_m \) of the environment is set to 1;
3. **+Noisy Mask**: with mask information included, the model receives part of the wrong mask information, i.e. the environment tells the model that \( M_t = 0 \) when in fact the environment’s \( M_t = 1 \);

As shown in Tab. 4, settings that completely remove the
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Table 4. Ablation study on variants that do not satisfy Lemma 1.

<table>
<thead>
<tr>
<th>MODELS</th>
<th>CNN/DM</th>
<th>SAMSUM</th>
<th>SQUAD</th>
<th>XSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-1 R-2 R-L</td>
<td>R-1 R-2 R-L</td>
<td>B-4 R-L</td>
<td>MTR</td>
</tr>
<tr>
<td>Ours</td>
<td>48.56 24.26 45.41</td>
<td>54.14 29.28 50.33</td>
<td>27.78 54.93 28.37</td>
<td>48.61 25.56 40.51</td>
</tr>
<tr>
<td>Mask</td>
<td>47.66 23.42 44.32</td>
<td>53.33 28.68 49.38</td>
<td>27.13 54.53 28.14</td>
<td>48.31 25.20 40.11</td>
</tr>
<tr>
<td>Mask, ( p_m = 1 )</td>
<td>47.76 23.34 44.46</td>
<td>53.43 28.53 49.31</td>
<td>27.38 54.68 28.02</td>
<td>48.24 24.96 40.07</td>
</tr>
<tr>
<td>Noisy Mask</td>
<td>47.87 23.40 44.98</td>
<td>53.77 28.70 50.13</td>
<td>27.69 54.98 28.20</td>
<td>48.20 25.08 40.25</td>
</tr>
</tbody>
</table>

Table 5. Performance of using different static datasets.

<table>
<thead>
<tr>
<th>MODELS</th>
<th>CNN/DM</th>
<th>SAMSUM</th>
<th>SQUAD</th>
<th>XSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-1 R-2 R-L</td>
<td>R-1 R-2 R-L</td>
<td>B-4 R-L</td>
<td>MTR</td>
</tr>
<tr>
<td>Ours (DATA+)</td>
<td>47.18 23.51 43.78</td>
<td>53.49 28.60 49.79</td>
<td>27.80 54.86 28.14</td>
<td>48.29 25.28 40.27</td>
</tr>
<tr>
<td>Ours (DATA-)</td>
<td>48.56 24.26 45.41</td>
<td>54.14 29.28 50.33</td>
<td>27.78 54.93 28.37</td>
<td>48.61 25.56 40.51</td>
</tr>
</tbody>
</table>

Table 6. Sensitivity of \# sample on CNN/DM.

<table>
<thead>
<tr>
<th>MODELS</th>
<th>CNN/DM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># SAMPLE FP R-1 R-2 R-L</td>
</tr>
<tr>
<td>BRIO</td>
<td>2 2x 46.02 22.21 42.71</td>
</tr>
<tr>
<td></td>
<td>4 4x 46.10 22.31 42.85</td>
</tr>
<tr>
<td></td>
<td>16 16x 47.78 23.55 44.57</td>
</tr>
<tr>
<td>Ours</td>
<td>2 1x 46.09 22.59 43.03</td>
</tr>
<tr>
<td></td>
<td>4 1x 47.05 23.33 43.87</td>
</tr>
<tr>
<td></td>
<td>16 1x 48.31 23.91 45.15</td>
</tr>
<tr>
<td></td>
<td>64 1x 48.56 24.26 45.41</td>
</tr>
</tbody>
</table>

4.5. Sensitivity Analysis

Tab 6 shows how different number of samples impact the model performance. We observe that when the same number of samples is used, we usually have with better results compared to BRIO. This is probably due to the fact that we can more efficiently estimate the reward of each token, according to Proposition 3. Furthermore, in contrast to BRIO, which requires more memory and FP cost to increase the number of samples, our sampling does not introduce additional memory and FP cost. So our method allows for a larger number of samples, e.g. 64, which results in further improved performance. No clear benefit can be seen by continuing to increase the number of samples, e.g., 128.  

5. Conclusion

We propose semi-offline reinforcement learning, a novel paradigm that bridges the gap between online and offline RL, and provides a theoretical foundation for comparing different RL settings. Our semi-offline RL approach achieves a balance between effective exploration and minimum optimization cost. Extensive experiments show that our semi-offline RL approach is effective in various text generation tasks and datasets, and yields comparable or usually better performance compared to the state-of-the-art methods.
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A. Proofs

A.1. Proof of Proposition 1

Proposition 1 (FP cost, full observation)

Considering the fully observable scenario in which all information in the states is observed by the language model to get sampled tokens. Let us denote the minimum number of FPs required to sample \( s_t \) as \( C_t \) and its expectation as \( \mathbb{E}(C_t) \). We have

\[
C_t = \sum_{t' = 0}^{t-1} M_{t'}, \quad \mathbb{E}(C_t) = t p_m
\]  

(13)

Proof. First we prove \( C_t \geq \sum_{t' = 0}^{t-1} M_{t'} \) by using mathematical induction.

When \( t = 0 \), \( C_0 = 0 \), as \( s_0 \) only contains the source X, no FPs are needed.

When \( t = 1 \), \( C_1 = M_0 = \sum_{t' = 0}^0 M_{t'} \) for \( t > 1 \), Assume that \( C_{t-1} \geq \sum_{t' = 0}^{t-2} M_{t'} \).

If \( M_{t-1} = 1 \), the computing of \( a_{t-1} \sim p(a_{t-1} | s_{t-1}; \theta) \) needs 1 FP.

\( C_t = C_{t-1} + 1 = C_{t-1} + M_{t-1} = \sum_{t' = 0}^{t-1} M_{t'} \),

if \( M_{t-1} = 0 \),

\( C_t \) can not be less than \( C_{t-1} \), \( C_t \geq C_{t-1} = C_{t-1} + M_{t-1} = \sum_{t' = 0}^{t-1} M_{t'} \).

2. Second we prove \( C_t \leq \sum_{t' = 0}^{t-1} M_{t'} \)

we can get all \( M_t \) with 0 FP, the tokens \( \{ y_{t'} : y_{t'} = y_t, M_{t'} = 0 \} \) are from the dataset and can be also gotten with 0 FPs.

The left is \( \{ y_{t'} : y_{t'} = \hat{y}_{t'}, M_{t'} = 1 \} \), the size of it is \( \sum_{t' = 0}^{t-1} M_{t'} \), we can get it with at most \( \sum_{t' = 0}^{t-1} M_{t'} \) FPs.

3. combing 2 and 2, we have \( C_t = \sum_{t' = 0}^{t-1} M_{t'} \).

\( E(C_t) = \sum_{t' = 0}^{t-1} \mathbb{E}(M_{t'}) = \sum_{t' = 0}^{t-1} p_m = t p_m \) \( \square \)

A.2. Proof of Proposition 2

Proposition 2 (Information loss with minimum time cost)

If \( s_T \) can always be sampled within 1FP for \( \forall \) \( p_m \in [0, 1] \), then \( a_t \) must not contain any exact information about sampled tokens \( \hat{y}_t \).

Proof. For \( t \in [1, T) \), suppose that \( a_t \) contains the exact information of some \( \hat{y}_t \). Then, there’s a time cost of at least 1FP in \( O_t \).

Then at \( t \), with probability \( p_m > 0 \) one needs to compute \( a_t = \hat{y}_t \) given \( a_t \).

Then getting \( s_{t+1} \) requires at least \( 2FP = 1FP \) computing \( \hat{y}_{t+1} \) \( \square \)

Then getting \( s_{t+1} \) requires at least \( 2FP \).

A.3. Proof of Theorem 1

Theorem 1 (optimality of masked observation)

\( o_t^M \) in Def. 5 is \( o_t^r \) in Def. 4

Proof. 1. Proving we can computing: \( a_t = \hat{y}_t \) within 1FP

\( a_t = \hat{y}_t \sim p(\hat{y}_t | x, y_0^m, \cdots, y_t^m; \theta) = p(\hat{y}_t | o_t^M; \theta) \)

The computation of \( p(\hat{y}_t | o_t^M; \theta) \) doesn’t need the exact \( \hat{y}_t \).

2. proving bias=0:

\( p(s | o_t^M) = \prod_t p(y_t^s | o_t^m) \)

\( p(y_t^s | o_t^m) = \left\{ \begin{array}{ll} p(y_t^s | o_t^m_{t-1}) = p(y_t^s | x, y_{<t'} \backslash m) & y_t^m = [M] \\
0 & y_t^m \neq [M]
\end{array} \right. 
\)

3. proving \( |O_t^M| \) is minimum for all \( \phi(o_t^M) \) satisfying 1 and 2.

First, we have \( |O_t^M| = (|V| + 1)^t \)

Taking \( t=1 \) for an instance,

1. removing \( y_0^M, \phi(o_t^M) = (x, M_0, M_1) \)

\( p(y_t^s \phi'(o_t^M)) = \left\{ \begin{array}{ll} p(y_t^s | x, M_0, M_1) & y_t^m = [M] \\
1/|V| & y_t^m \neq [M]
\end{array} \right. 
\)

(16)

2. removing \( M_0, \phi''(a_t) = (x, y_0^M, M_1) \)

\( p(y_t^s \phi''(o_t^M)) \neq p(y_t^s | o_t^M) \)

(17)

\( p(y_t^s \phi''(o_t^M)) \neq p(y_t^s | o_t^M) \)
A.4. Proof of Proposition 3

**Proposition 4** (Token-level expected reward assignment)
Using Eq. 9 as our loss function, we can assign the expected reward to the specific token for each action $Y^t$ and observation $o_t$:

$$L_i^t = -\frac{C_i^t}{K} \log p(\mathcal{V}_i|o_t^M)\left(p_{a_o a_t \alpha=\mathcal{V}_i} \mathcal{R}(Y) - p_{a_o a_t \alpha=\mathcal{V}_i} \mathcal{R}(Y)\right)$$

**Proof.** We first write down Eq. 9:

$$L_{RL} = \frac{1}{K} \sum_{k=1}^{K} -\mathcal{R}(Y^k) - b \sum_{t} \log p(a_t^k|o_t^M)$$

$$= \frac{1}{K} \sum_{k=1}^{K} \sum_{i} -\mathcal{R}(Y^k) - b \log p(a_t^k|o_t^M)$$

$$= \frac{1}{K} \sum_{i} \left[ \sum_{k=1}^{K} -(\mathcal{R}(Y^k) - b) \log p(a_t^k|o_t^M) \right]$$

(18)

After swapping the enumeration order of $t$ and $k$, we then remove the enumeration of $t$ and consider the loss $L_t$ for some specific $t$:

$$L_t = \frac{1}{K} \sum_{k=1}^{K} -(\mathcal{R}(Y^k) - b) \log p(a_t^k|o_t^M)$$

Then we add the enumeration of the actions, and $\mathcal{V}_i$ denotes the $i$-th action. When sampling $Y$, for time step $t$, one $\mathcal{V}_i$ may appear in multiple $Y$.

$$L_t = \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1,\mathcal{V}_i=a_t^k} -(\mathcal{R}(Y^k) - b) \log p(a_t^k|o_t^M)$$

$$= \frac{1}{K} \sum_{i} \left[ \sum_{k=1}^{K} -(\mathcal{R}(Y^k) - b) \log p(a_t^k|o_t^M) \right]$$

We swapped the enumeration again and fix both $i$ and $t$ to derive the $L_i^t$:

$$L_i^t = \frac{1}{K} \sum_{k=1,\mathcal{V}_i=a_t^k} -(\mathcal{R}(Y^k) - b) \log p(a_t^k|o_t^M)$$

As one $\mathcal{V}_i$ may appear in multiple $Y$. We can assume in these samples, what we do is to fix $\mathcal{V}_i$ at time step $t$, and do sampling at other positions. We regard the sample results as different contexts for $\mathcal{V}_i$ at time step $t$. Then we can compute the expected reward of $\mathcal{V}_i$ using these samples.

$$L_i^t = \frac{1}{K} - \log p(\mathcal{V}_i|o_t^M) \sum_{k=1,\mathcal{V}_i=a_t^k} (\mathcal{R}(Y^k) - b)$$

Let $C_i^t = \sum_{k=1,\mathcal{V}_i=a_t^k} \mathcal{R}(Y^k)$

$$L_i^t = -\frac{C_i^t}{K} \log p(\mathcal{V}_i|o_t^M) \left(\frac{\sum_{k=1,\mathcal{V}_i=a_t^k} \mathcal{R}(Y^k)}{C_i^t} - b\right)$$

If $C_i^t \to \infty$, we have

$$L_i^t = -\frac{C_i^t}{K} \log p(\mathcal{V}_i|o_t^M) (\mathcal{R}(Y^k) - b)$$

From Eq. 9, we have

$$b = \frac{\sum_k \mathcal{R}(Y^k)}{K}$$

As $K \geq C_i^t$, so $K \to \infty$

$$b = \mathbb{E}_{a_o a_t} \mathcal{R}(Y)$$

It is the expected reward without any position fixed for $a_t$

$$L_i^t = -\frac{C_i^t}{K} \log p(\mathcal{V}_i|o_t^M)\left(p_{a_o a_t \alpha=\mathcal{V}_i} \mathcal{R}(Y) - p_{a_o a_t \alpha=\mathcal{V}_i} \mathcal{R}(Y)\right)$$

B. Implementation details

Table 7. Implementation details. For CMM/DM, SAMSum, and XSum the ROUGE score is the average of ROUGE-1, ROUGE-2 and ROUGE-L. For Squad. the Reward is the average of BLEU-4 and ROUGE-L.

<table>
<thead>
<tr>
<th>-</th>
<th>CNN/DM</th>
<th>SAMSum</th>
<th>SQUAD</th>
<th>XSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>BATCH SIZE</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>LEARNING RATE</td>
<td>3e-6</td>
<td>1e-6</td>
<td>3e-6</td>
<td>2e-6</td>
</tr>
<tr>
<td>(\lambda) (WEIGHT OF (L_{RL}))</td>
<td>20</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>(#) SAMPLE</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>(p_{\alpha}(\text{MASK RATE}))</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>REWARD</td>
<td>ROUGE</td>
<td>ROUGE</td>
<td>BLEU-4 + ROUGE</td>
<td>ROUGE</td>
</tr>
</tbody>
</table>

C. Datasets Statistics

Table 8. Statistical information on the datasets.

<table>
<thead>
<tr>
<th>-</th>
<th>CNN/DM</th>
<th>SAMSum</th>
<th>SQUAD</th>
<th>XSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>(#) TRAIN</td>
<td>287,113</td>
<td>14732</td>
<td>75,722</td>
<td>204,045</td>
</tr>
<tr>
<td>(#) DEV</td>
<td>13,368</td>
<td>818</td>
<td>10,570</td>
<td>11,332</td>
</tr>
<tr>
<td>(#) TEST</td>
<td>11,490</td>
<td>819</td>
<td>11,877</td>
<td>11,334</td>
</tr>
<tr>
<td>(\text{Source})</td>
<td>822.3</td>
<td>120.8</td>
<td>149.4</td>
<td>429</td>
</tr>
<tr>
<td>(\text{Target})</td>
<td>57.9</td>
<td>23.4</td>
<td>11.5</td>
<td>23.3</td>
</tr>
</tbody>
</table>

D. Deriving AVG. from BRIO

We introduce how to get the RL loss of AVG. from the contrastive loss of BRIO (Liu et al., 2022). We first give the original loss function in BRIO.

$$L_{ctr} = \sum_i \sum_{j>i} \max(0, f(S_j) - f(S_i) + \lambda_{ij})$$

$$f(S) = \sum_{i=1}^{N} \log p_{\alpha}(s_i|D, S=S<t>|D)$$

there are $N$ samples, $S_i$ is the $i$-th sample, $f(S)$ is the normalized sum of the loglikelihood of tokens in $S$. —$S$— denote the length of $S$, $\alpha$ and $\lambda$ are two hyperparameters. the sentences are sorted by some quality metric $M$, and $M_i > M_j$

Let’s consider the loss for each pair of sentences $(i, j)$. The function max(0, $\cdot$), together with the sorted results, gives...
We can calculate the loss with the new condition, $a$ condition of $f(s_j) - f(s_i) + \lambda_{ij} > 0$ and $M_i < M_j$. It means when the order of the sum of loglikelihood disobeys the order of quality, we should rerank $S_i and S_j$. Then we have:

$$L_{ij} = I(M_i > M_j \& f_i < f_j + \lambda_{ij}) (\frac{\log P_i}{|s_i|} - \frac{\log P_j}{|s_j|})$$

We can relax this condition, so we can derive the formulation policy gradient.

1. To remove this condition, when the ordering is correct, if the model has a random policy, we should keep optimizing the probability of the best action to get a better return.

2. $I(M_i > M_j)$ gives a discrete signal, which we can replace with a continuous $M_i - M_j$

Then,

$$I(M_i > M_j \& f_i < f_j + \lambda_{ij}) \approx M_i - M_j$$

We can calculate the loss with the new condition,

$$L = \sum_{i,j} (M_i - M_j)(\frac{\log P_i}{|s_i|} - \frac{\log P_j}{|s_j|})$$

$$= \sum_{i,j} \log P_i (M_i - M_j) + \sum_{i,j} \log P_j (M_i - M_j)$$

$$= \sum_{i,j} (\frac{\log P_i}{|s_i|} (M_i - M_j)) + \sum_{i,j} (\frac{\log P_j}{|s_j|} (M_i - M_j))$$

$$= 2 \sum_{i,j} (\log P_i (M_i - M_j))$$

For the $j$-th sample, $L_j = - \frac{2N}{|s_j|} \log P_j (M_j - \sum_{i} M_i)$

$$\sum M_i$$ can be regarded as the baseline averaging the reward of $N$ samples. It is in a formulation of REINFORCE with baseline and is the same as the loss we use in Eq. 9 if we ignore the coefficients.

For our compared method AVG. in Sec. 4, we use this training loss for optimization.

### E. Ablation on the using of different datasets

<table>
<thead>
<tr>
<th>Models</th>
<th>CNN/DM</th>
<th>SAMSUM</th>
<th>SQUAD</th>
<th>XSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (DATA+)</td>
<td>27 %</td>
<td>15%</td>
<td>13%</td>
<td>11%</td>
</tr>
<tr>
<td>Ours (DATA-)</td>
<td>32 %</td>
<td>19%</td>
<td>18%</td>
<td>16%</td>
</tr>
</tbody>
</table>

To provide a numerical analysis, we calculate the proportion of sampled sentences that are better than the greedy decoding result (i.e. better than the current policy) in Tab. 9. We found that DATA- is more likely to sample better sentences for improving the current strategy. Even though we fix the data as input, the optimization is not only for these sentences. The mask information given by our environment each time is random and does not allow the model to see a complete and fixed sentence, which may represent more abstract semantics and prevent overfitting, as per Lemma 2. Additionally, even though we only perform exploration on this data, the generalization ability of the neural model also facilitates the results on the test set.

### F. Discussion of Limitations

**Parallel prediction of future tokens:** One potential limitation of our method is that the parallel prediction of future tokens may result in a lack of fluency in the sentences upon sampling, i.e., the two tokens predicted simultaneously may lack correlation. However, we believe that using a multi-layer transformer model as the base model can address this issue. Our generative model is a stack of two already trained $K$-layer transformer models, resulting in a $2K$-layer model. The first $K$-layers of the model make their own predictions for generation, while the last $K$-layers take into account predictions from the previous time step, leading to more informed predictions. By only estimating the action distribution information from the previous time step, the model effectively models the unknown state through estimation in the intermediate layers of the transformer, similar to a belief function.

In terms of FP, assume the unit changes from the whole model to one layer for a $K$-layer transformer model. Therefore, 1 model-level FP is equivalent to $K$ layer-level FPs. While according to Theorem 1, the model cannot access the sequential self-generated information under the 1-FP setting, at the layer level, the higher layer can access some of the sequential information from the lower layer during the $K$ FPs.

**Relevance of tokens from dataset and model prediction:** Another possible disadvantage of our approach is that if data replacement is performed after a period of model generation, the current data may not be relevant to the previous model generation. In light of this mismatch, our approach can be seen as optimizing each fragment of the target. However, as each fragment is predicted by the token from the same data, the correlation between each fragment is partially preserved. We have currently experimented with the general case, where $p_m$ randomly determines the sequence of masks, and have achieved good results in the current experimental settings.

We suggest further experimentation with mask replacement, such as masking only the end of sentences or specific parts
in advertisements for better results, considering that inter-
sentence associations are weaker than intra-sentence asso-
ciations. For practical applications, such as advertisements
generation, the adjective or numerical parts of the sentences
could be masked and optimized to generate more attractive
or factual descriptions. Meanwhile, the generative models
considered in our experiments are not bidirectional, and the
optimization method does not affect the model structure. In
this sense, the use of bidirectional models could be consid-
ered, but would require changes to the model structure and
inference method. In our experiments, the generative mod-
els we consider are not bidirectional, and the optimization
method does not affect the model structure.