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Abstract

The Multiplane Image (MPI), containing a set of fronto-parallel RGB\textalpha layers, is an effective and efficient representation for view synthesis from sparse inputs. Yet, its fixed structure limits the performance, especially for surfaces imaged at oblique angles. We introduce the Structural MPI (S-MPI), where the plane structure approximates 3D scenes concisely. Conveying RGB\textalpha contexts with geometrically-faithful structures, the S-MPI directly bridges view synthesis and 3D reconstruction. It can not only overcome the critical limitations of MPI, i.e., discretization artifacts from sloped surfaces and abuse of redundant layers, and can also acquire planar 3D reconstruction. Despite the intuition and demand of applying S-MPI, great challenges are introduced, e.g., high-fidelity approximation for both RGB\textalpha layers and plane poses, multi-view consistency, non-planar regions modeling, and efficient rendering with intersected planes. Accordingly, we propose a transformer-based network based on a segmentation model \cite{4}. It predicts compact and expressive S-MPI layers with their corresponding masks, poses, and RGB\textalpha contexts. Non-planar regions are inclusively handled as a special case in our unified framework. Multi-view consistency is ensured by sharing global proxy embeddings, which encode plane-level features covering the complete 3D scenes with aligned coordinates. Intensive experiments show that our method outperforms both previous state-of-the-art MPI-based view synthesis methods and planar reconstruction methods.

1. Introduction

Novel view synthesis \cite{30, 51} aims to generate new images from specifically transformed viewpoints given one or multiple images. It finds wide applications in augmented or mixed reality for immersive user experiences.

The advance of neural networks mostly drives the recent progress. NeRF-based methods \cite{28, 30} achieve impressive results but are limited in rendering speed and generalizability. The multiplane image (MPI) representation \cite{42, 50} shows superior abilities in these two aspects, especially given extremely sparse inputs. Specifically, neural networks are utilized to construct MPI layers, containing a set of fronto-parallel RGB\textalpha planes regularly sampled in a reference view frustum. Then, novel views are rendered in real-time through simple homography transformation and integral over the MPI layers. Unlike NeRF models, MPI models do not need another training for a new scene.

Nevertheless, standard MPI has underlying limitations. 1) It is sensitive to discretization due to slanted surfaces in scenes. As all layered planes are parallel to the source image plane, slanted surfaces will be distributed to multiple MPI layers causing discretization artifacts in novel views,
as shown in Fig. 1 (b). Increasing the number of layers can improve the representation capability [38] but also increase memory and computation costs. 2) It easily introduces redundancy. It tends to distribute duplicated textures into different layers to mimic the lighting field [21], which can introduce artifacts with repeated textures as shown in Fig. 1 (b). The essential reason causing the above issues is that the MPI construction is dependent on source views but neglects the explicit 3D geometry of the scenes. Intuitively, we raise a question: Is it possible to construct MPIs adaptive to the scenes, considering both depths and orientations?

Slanted planes are smartly utilized in 3D reconstruction to save stereo matching costs [11] or represent the scene compactly [12, 17], especially for man-made environments. Recent advanced neural networks reach end-to-end planar reconstruction from images by formulating it as instance segmentation [25, 26], where planes are directly detected and segmented from the input image. However, non-planar regions are often not well-modeled or neglected [1, 25, 40], resulting in holes or discontinuities in depth maps, as shown in Fig. 1 (c).

In this paper, we aim to bridge the neural view synthesis and the planar 3D reconstruction, that is, to construct MPIs adaptive to 3D scenes with planar reconstruction and achieve high-fidelity view synthesis. The novel representation we propose is called Structural MPI (S-MPI), which is fully flexible in both orientations and depth offsets to approximate the scene geometry, as shown in Fig. 1 (a). Although our motivation is straightforward, there are great challenges in the construction of an S-MPI. (1) The network not only needs to predict RGBα values but also the planar approximation of the scene. (2) It is difficult to correspond the plane projections across views since they may cover different regions and present different appearances. Recent plane reconstruction works [1, 18] build matches of planes after they are detected in each view independently, which may increase costs and accumulate errors. (3) Non-planar regions are challenging to model even with free planes. Previous plane estimation methods [1,40,46] cannot simultaneously handle planar and non-planar regions well. (4) In the rendering process, as an S-MPI contains planes intersecting with each other, an efficient rendering pipeline needs to be designed so that the rendering advantages of MPI can be inherited.

To address these challenges, we propose to build an S-MPI with an end-to-end transformer-based model for both planar geometry approximation and view synthesis, in which planar and non-planar regions are processed jointly. We follow the idea [25] of formulating plane detection as instance segmentation and leverage the segmentation network [4]. Our S-MPI transformer uniformly takes planar and non-planar regions as two structure classes and predicts their representative attributes, which are for reconstruction (structure class, plane pose and plane mask) and view synthesis (RGBα image). We term each instance with such attributes as a proxy. Note that non-planar layers are inclusively handled as fronto-parallel planes with adaptive depth offsets and the total number of the predicted proxy instances is adaptive to the scene.

Our model can manipulate both single-view and multi-view input. It aims to generate a set of proxy embeddings in the full extent of the scene, covering all planar and non-planar regions aligned in a global coordinate frame. For multi-view input, the proxy embeddings progressively evolve to cover larger regions and refine plane poses as the number of views increases. In this way, the predicted proxy instances are directly aligned, which avoids the sophisticated matching in two-stage methods [1, 18]. The global proxy embeddings are effectively learned with the ensembled supervision from all local view projections. Our model achieves state-of-the-art performance for single-view view synthesis (10%↑ PSNR) and planar reconstruction (20%↑ recall) in datasets [6, 36] of man-made scenes and also achieve encouraging results for multi-view input compared to NeRF-based methods with high costs.

In summary, our main contributions are as follows:
- We introduce the Structural MPI representation, consisting of geometrically-faithful RGBα images to the 3D scene, for both neural view synthesis and 3D reconstruction.
- We propose an end-to-end network to construct S-MPI, where planar and non-planar regions are uniformly handled with high-fidelity approximations for both geometries and light filed.
- Our model ensures multi-view consistency of planes by introducing the global proxy embeddings comprehensively encoding the full 3D scene, and they effectively evolve with the ensembled supervision from all views.

2. Related Works

View synthesis with explicit representations. Various methods are proposed for novel view synthesis based on different representations, such as point cloud [45] and mesh [16]. Layered representations have been the subject of people’s interest. Layered Depth Image (LDI) [8, 34, 35, 43] uses several layers of depth maps and associated color values to represent a scene. Multiplane Image (MPI) [50] is a popular variant of LDI, in which layer depths are fixed and an alpha channel is introduced. [42] proposes a model to construct an MPI from single-view images and [10, 29] work with densely sampled multi-view image input. [38] increases the number of layers to enhance MPI’s capacity, while [13,21] claims that adding planes will make the over-parameterized problem worse and the network tends to repeat the content over multiple planes because of depth uncertainty. [13,27] propose to solve the problem by placing
planes at adaptive depths. We propose the Structural MPI that overcomes the MPI’s drawbacks like discretization artifacts from sloped surfaces and abuse of redundant layers.

**View synthesis with implicit representations.** Implicit representations are popular for view synthesis recently, such as NeRF [28, 30, 48], which encodes 3D objects and scenes in the weights of an MLP. A recent method [23] leverages a collection of planar experts in NeRF, but it relies on pre-acquired point clouds. Although NeRF-based methods can achieve promising view synthesis results, they are limited in rendering speed and generalizability. People have tried to develop various solutions [2, 7, 19, 32, 39, 41, 47] and our method has natural advantages, especially with single-view input and no finetuning session. We can achieve comparable results as NeRF with sparse input views while rendering an image significantly faster than NeRF methods.

**Planar 3D Approximation.** MPI uses a set of fronto-parallel planes to model the scene while planes in a scene have various orientations. Piece-wise planar depth map reconstruction has been a traditional research topic. [12, 37] reconstruct 3D points and perform plane-fitting and recent learning-based methods directly detect and reconstruct 3D planes. [24, 25] generates plane segments and 3D plane parameters for the ScanNet dataset [6] and proposes a detection-based framework. [40, 49] learns an embedding for each pixel and groups them to generate plane instances. [1, 18, 46] solve the problem with multi-view images and conduct plane matching and fusion to generate corresponding instances. Our method generates plane reconstructions with correspondence directly without a second-stage matching and predicts RGBα contents on each plane.

### 3. Structural Multiplane Image

In this section, we introduce the structural multiplane image representation by first elaborating on the geometry formulation based on standard MPI formulation, and then detailing the process of rendering.

#### 3.1. Geometry Formulation

**MPI preliminaries.** The standard MPI consists of a collection of N planes parallel to the image plane, \( \mathcal{P}_c = \{(C_i, A_i, d_i)\}, i = 1, ..., N \), where \( C_i \in \mathbb{R}^{H \times W \times 3} \) and \( A_i \in \mathbb{R}^{H \times W \times 1} \) denote RGB and alpha transparency maps of size \( H \times W \), and \( d_i \) denotes the plane offset to the optical center \( o \).

**S-MPI formulation.** Differently, our S-MPI contains a set of RGBα images on \( N_p \) plane layers with their geometries faithful to the scene, i.e., \( \mathcal{P}_s = \{(C_i, A_i, \pi_i)\}_{i=1}^{N_s} \). The number of planes \( N_p \) is adaptive. The plane geometry \( \pi = (n, d) \) is represented by a normal vector \( n \) and an offset scalar \( d \). Note that each 3D point \( x \) on the plane satisfies:

\[
\mathbf{n} \cdot \mathbf{x} = d. \tag{1}
\]

![Diagram of MPI and S-MPI](image)

**Figure 2. S-MPI formulation and rendering.** Different from standard MPI with fronto-parallel image planes (a), S-MPI contains a set of adaptively posed planes (b). Each plane is represented by its normal \( n \) and offset \( d \) to the optical center \( o \). (c) The rendering order of the noted pixel is given by \( \{1, 2, 3\} \), which follows the depth descending order, \( [D_1, D_3, D_2] \). The depth value \( D_i \) is obtained by backprojecting the pixel to plane \( \pi_i \).

Then, each proxy of the S-MPI is represented as \( (C_i, A_i, n_i, d_i) \).

**Non-planar region.** There are often some non-planar regions not suitable to fit large planes. We consider them not necessary to be forced to fit into small fragmented planes, which can increase fitting errors and rendering costs. Luckily, the fronto-parallel MPI is a special case of S-MPI where all planes are with the same normal as the image plane, i.e., \( n_z = (0, 0, 1) \). We utilize the inclusive property to simply distribute non-planar regions into nearby fronto-parallel planes as standard MPI. Yet, the offsets \( d \) can be adaptive to the depth distribution of the scenes. We then get the S-MPI representation for non-planar regions as \( \{(C_i, A_i, n_z, d_i)\}_{i=1}^{N_n} \).

Therefore, our S-MPI contains hybrid structures, i.e., geometrically faithful planes approximating scenes’ planar regions and depth-adaptive fronto-parallel planes for non-planar regions. Despite the differences in structures, the two types of multiplane images can be unified in our S-MPI formulation. The final S-MPI for the complete scene is extended as \( \mathcal{P}_s = \{(C_i, A_i, n_i, d_i)\}_{i=1}^{N_p+N_n} \), where \( N_n \) elements are with a fixed normal \( n_z \).

#### 3.2. Rendering Formulation

**S-MPI rendering.** Unlike the standard MPI having a global back-to-front rendering order of planes for each pixel due to the fronto-parallel planes, our S-MPI has different rendering orders for pixels because planes could intersect with each other, as shown in Fig. 2. Each pixel has its own rendering order. First, we calculate depth values \( D \) for each pixel on each plane. Let \( K \) denote the camera intrinsic. We backproject the 2D pixel \( q = (u, v, 1) \) to the 3D plane \( \pi = (n, d) \), and then get the equation \( \mathbf{n} \cdot (D K^{-1} \mathbf{q}) = d \) from Eq. (1). Thus, the depth value takes the form:

\[
D = \frac{d}{\mathbf{n} \cdot K^{-1} \mathbf{q}}. \tag{2}
\]

In the second step, we rearrange the RGBα images with the depth order for each pixel. The S-MPIs for each pixel...
3. Structural Multiplane Image Transformer. We use a backbone to extract features for $T (= 1 \text{ or } > 1)$ images of different views and a pixel decoder extracts per-pixel embeddings. Then, a transformer decoder attends to multi-scale image features and produces $N$ (global) proxy embeddings. The proxy embeddings generate global class predictions and global plane poses which are then transformed to different view coordinate frames, ensuring plane pose alignment. Also, RGBα embeddings and segmentation embeddings are generated globally. They are incorporated with pixel embeddings to generate $N \times T$ segmentation masks and $N \times T$ RGBα layers with dynamic convolution layers.

4. Structural Multiplane Image Transformer

Given $T$ views of images with known camera poses, our goal is to construct the S-MPI representation $\mathcal{P}_s$ for novel view synthesis and planar reconstruction. Most MPI construction methods \cite{zhang2020multiview, hu2019neural} assume that a pre-defined number of paralleled planes are preset. We propose a transformer-based model to predict S-MPI with an appropriate number of posed planes that faithfully approximate the scene, as well as RGBα layers for further view synthesis. Our method is inspired by previous neural planar reconstruction methods \cite{zhang2020multiview, gan2020multi} that formulate plane detection as instance segmentation. Instead of neglecting non-planar regions or treating non-planar regions as a single layer, we differentiate non-planar instances according to their depth range and treat non-planar regions as a single layer, we differentiate non-planar instances according to their depth range and treat non-planar regions as a single layer.

Specifically, our model aims to predict proxies $\{s_i, n_i, d_i, M_i, C_i, A_i\}_{i \in \mathbb{N}}$, where $s_i \in \{\text{planar, nonplanar}\}$ denotes the structure class, $M_i$ is the visible projected mask of the plane in the current view. For multi-view input, we predict plane parameters $(n_i, d_i)$ in a global coordinate frame for alignment.

4.1. Single-view Network

Network design. Our model is built upon a universal image segmentation network \cite{carion2020end, caesar2019bottom}, which contains a pixel branch for pixel-level decoding and an instance branch representing instance-level embeddings. We fully utilize the two-branch architecture and propose a new one as illustrated in Fig. 3. First, the backbone extracts visual features and the pixel decoder upsamples features and generates high-resolution per-pixel embeddings. The transformer decoder operates on image features to generate $N$ proxy
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Figure 4. Both 2D positional and 3D geometry information are encoded in our instance embedding. By dot production with image features, the corresponding instances in different views can be visualized. In the normal map, identical plane normals in the global space are painted with the same color.

embeddings at the instance level. Such proxy embeddings are used as queries for various downstream heads. Specifically, per-instance structure classification \( \{ s_i \}_{i=1}^N \) and plane parameter estimation \( \{ (n_i, d_i) \}_{i=1}^N \) are generated from per-instance embeddings directly with layer head layers. The segmentation and RGB\( \alpha \) predictions are generated by incorporating per-instance embeddings and high-resolution pixel embeddings with dynamic convolution [4]. Finally, our S-MPI is created by combining predicted plane parameters and RGB\( \alpha \) layers of \( N_p + N_n \) high-confidence instances.

**Loss function.** To train our model, we jointly optimize view synthesis and planar estimation. For view synthesis, we render our predicted S-MPI in a novel view and employ \( L_{\text{rgb}} \), a combination of RGB L1 loss and SSIM loss between the rendered image and a ground truth image. For the planar estimation, we employ \( L_{\text{ce}} \), a cross-entropy loss to distinguish planar and non-planar regions, \( L_{\text{seg}} \), a combination of focal loss [22] and dice loss [31] for segmentation, and \( L_{\text{pln}} \), an L1 loss for plane parameters estimation. Finally, we generate a depth map prediction by alpha compositing depth maps of each estimated plane by Eq. (2) and Eq. (3) and employ \( L_{\text{depth}} \), a scale-invariant loss [9] between the predicted and a ground truth depth map. Our total loss is:

\[
L = L_{\text{view, seg}} + L_{\text{reconstruction}} \\
= L_{\text{rgb}} + (\alpha L_{\text{ce}} + \beta L_{\text{seg}} + \delta L_{\text{pln}} + L_{\text{depth}}).
\] (5)

**4.2. Multi-view Network**

Multi-view input can enlarge the range of view synthesis, yet it also introduces new challenges. As to processing each view independently, single-view methods generating planar reconstructions are hardly aligned in the 3D space. Our goal is to deliver multi-view consistent planar reconstruction for better view synthesis.

**Network design.** Inspired by the application of transformer in video instance segmentation [3], as the proxy embeddings represent instance-level information of proxies in the current view in Sec. 4.1, we extend them to the global scene extent. Thus, the proxy embeddings across views are shared, representing all proxies in a global space. As is shown in Fig. 3, given \( T \) images, we first generate \( T \) pixel embeddings with the shared backbone and pixel decoder. Then, the global proxy embeddings are utilized to generate proxies in the same way as the single-view network with the multi-view alignment.

**Multi-view alignment.** As illustrated in Fig. 3, the global proxy embedding is shared across \( T \) views, as well as its outputs from the four heads. Thus, the predicted structure classes \( \{ s_i \}_{i=1}^N \) and poses \( \{(n_1, d_1), (n_2, d_2), ..., (n_N, d_N)\} \) of all planes are the same in \( T \) views. We consider these shared plane parameters to be a set of global plane poses in the full extent of the scene. Given camera poses, we then transform the global plane poses to the \( T \) views so that corresponding instances in each view are naturally aligned geometrically. Also, RGB\( \alpha \) embeddings and segmentation embeddings are shared globally. By using these global proxy-level embeddings to query \( T \) pixel embeddings, each global proxy decodes out its corresponding segment mask and RGB\( \alpha \) layer in each of the \( T \) views. Then, we employ the supervision in Sec. 4.1 for \( T \) views. In this way, the global proxy embeddings are learned with the assembled supervision from all views with proxy-wise consistency, which can progressively cover regions to the full extent of scenes and refine predictions to obey the alignment. As illustrated in Fig. 4, the class activation maps and globally aligned normal maps from an example proxy embedding appear to be consistent.

**Image merging.** The final image generation is by merging generated images from multiple views. For each input view, we render an image in the target view and save the alpha weights used in the alpha composition process. Then, we follow [29] to fuse the \( T \) rendered images, where the alpha weights are used as confidence maps to blend images. Areas with low confidence in one view that are occluded or beyond the canvas will be overlaid by content with high confidence in other views.

**5. Experiments**

We demonstrate the effectiveness of our S-MPI by showing its state-of-the-art performance on both view synthesis and reconstruction from single-view and multi-view settings. Then we ablate the design of S-MPI confirming that the improvements stem from specific components.

**Datasets.** We use the image-based dataset, NYUv2 [36], for single-view reconstruction. The video-based dataset ScanNet [6] is adopted for single-view and multi-view reconstruction and view synthesis.
Table 1. Single-view depth estimation results on NYUv2 [36] and ScanNet [6]. The target view depth maps are acquired by novel view synthesis methods with source view images input. All the methods are trained on ScanNet and our method achieves higher accuracy than planar reconstruction methods [24,40] and MPI-based methods [20,42].

<table>
<thead>
<tr>
<th>Method</th>
<th>NYUv2</th>
<th>ScanNet (src view)</th>
<th>ScanNet (tgt view)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rel↓</td>
<td>SSIM↑</td>
<td>PSNR↑</td>
</tr>
<tr>
<td>MINE [20]</td>
<td>0.241</td>
<td>0.8081</td>
<td>0.990</td>
</tr>
<tr>
<td>PlaneRCNN [40]</td>
<td>0.155</td>
<td>0.947</td>
<td>0.2412</td>
</tr>
<tr>
<td>PlaneTR [40]</td>
<td>0.149</td>
<td>0.979</td>
<td>0.2845</td>
</tr>
<tr>
<td>PlaneMVS [26]</td>
<td>0.129</td>
<td>0.982</td>
<td>0.3454</td>
</tr>
<tr>
<td>Our</td>
<td>0.082</td>
<td>0.996</td>
<td>0.898</td>
</tr>
</tbody>
</table>

Table 2. Single-view view synthesis results on ScanNet [6]. n is the number of frames between source views and target views. The numbers (32,64) for MPI and MINE are pre-set numbers of MPI layers.

<table>
<thead>
<tr>
<th>Method</th>
<th>LPIPS↓</th>
<th>SSIM↑</th>
<th>PSNR↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPI-32 [42]</td>
<td>0.2632</td>
<td>0.8081</td>
<td>22.737</td>
</tr>
<tr>
<td>MINE-32 [20]</td>
<td>0.2498</td>
<td>0.947</td>
<td>22.514</td>
</tr>
<tr>
<td>PlaneRCNN [24]</td>
<td>0.2422</td>
<td>0.979</td>
<td>22.862</td>
</tr>
<tr>
<td>PlaneTR [40]</td>
<td>0.2412</td>
<td>0.982</td>
<td>23.604</td>
</tr>
<tr>
<td>Ours</td>
<td>0.1914</td>
<td>0.898</td>
<td>23.375</td>
</tr>
</tbody>
</table>

5.1. Implementation

Data preparation. For the ScanNet dataset, we use the same ground truth labels of plane instance masks and plane parameters as [25]. For the non-planar regions, we simply sample S-MPIs according to the depth range of the scene uniformly and produce a set of masks of depth-wise segmentation. Then, we exclude planar masks as non-planar mask labels. It is worth noting that sophisticated depth division [13,27] can be easily applied in our pipeline. We do not discuss the depth division for non-planar regions as it is not our main focus. The images are resized to 256 × 384 for training and evaluation.

Implementation details. We use ResNet50 [15] as the backbone. The Adam Optimizer is used with an initial learning rate of 0.0001 and a weight decay of 0.05 in our training. In Eq. (5), α = 2, β = 5, δ = 5. The model is trained on 4 NVIDIA-V100 GPUs for a total of 100k steps.

Training. Before our main training, we add a bootstrap training phase for 50k steps, where we initialize the alpha prediction with the segmentation by turning off Lrgb and enforcing a segmentation loss on the alpha channel. To train the model with multi-view input, we set T = 2 and the trained model can be applied for T ≥ 1. We cancel Lpln for non-planar regions in the second input view.

5.2. Single-view Evaluation

Reconstruction. For planar reconstruction, we follow PlaneRCNN [24] and PlaneTR [40] to evaluate planar estimation metrics (per-plane recall) in Fig. 5, and segmentation metrics (Variation of Information, Rand Index, and Segmentation Covering) in Tab. 3. For depth estimation, we compare with planar reconstruction methods [24,40] and MPI-based view synthesis methods [20,42] in Tab. 1. All the methods are trained on ScanNet [6] and evaluated on NYUv2 [36] and ScanNet.

View synthesis. We compare with the standard MPI-based methods MPI [42] and MINE [20] in Tab. 2. All the methods are trained on ScanNet [6] with losses including Lrgb and Ldepth in Eq. (5) given GT images and depth maps of source and target views. Note that we add the Ldepth when training standard MPI methods for a fair comparison.

The results show that our method achieves better reconstruction and view synthesis performance. The reason is that our method benefits from proxy-level plane parameter prediction with transformer and alpha blended depth map generation in both planar and non-planar regions. Also, because of our adaptive planar structure and accurate scene reconstruction, our method outperforms standard MPI.

5.3. Multi-view Evaluation

Reconstruction. We compare with PlaneMVS [26] on plane detection and depth reconstruction accuracy in Tab. 7. Plane detection is measured by Average Precision with IoU 0.5 and a varying depth error (from 0.2 to 0.9m). Both Single-view planar segmentation results on ScanNet [6]. “VI”, “RI” and “SC” denote Variation of Information, Rand Index, and Segmentation Covering, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>VI↓</th>
<th>RI↑</th>
<th>SC↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlaneNet [25]</td>
<td>2.142</td>
<td>0.797</td>
<td>0.692</td>
</tr>
<tr>
<td>PlaneRCNN [24]</td>
<td>1.809</td>
<td>0.880</td>
<td>0.810</td>
</tr>
<tr>
<td>PlaneTR [40]</td>
<td>0.898</td>
<td>0.924</td>
<td>0.811</td>
</tr>
<tr>
<td>Ours</td>
<td>0.791</td>
<td>0.947</td>
<td>0.851</td>
</tr>
</tbody>
</table>

Figure 5. Single-view planar estimation results on ScanNet [6] by measuring the plane recall with a fixed Intersection over Union threshold 0.5 and a varying depth error threshold (from 0 to 0.8m).
Table 5. Ablation study on the difference (# frames gap) of input image pairs. Plane recalls with depth (0.1m, 0.6m) and normal (5°, 30°) error are evaluated.

<table>
<thead>
<tr>
<th># gap</th>
<th>RC&lt;0.1m</th>
<th>RC&lt;0.6m</th>
<th>RC&lt;5°</th>
<th>RC&lt;30°</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>52.61</td>
<td>76.43</td>
<td>48.02</td>
<td>74.76</td>
</tr>
<tr>
<td>20</td>
<td>52.95</td>
<td>77.16</td>
<td>47.17</td>
<td>75.19</td>
</tr>
<tr>
<td>40</td>
<td>46.43</td>
<td>75.47</td>
<td>43.02</td>
<td>73.33</td>
</tr>
</tbody>
</table>

Table 4. Ablation study on multi-view consistency (MVC) and query number (the maximum number of RGBA layers).

<table>
<thead>
<tr>
<th># query</th>
<th>MVC</th>
<th>LPIPS†</th>
<th>SSIM†</th>
<th>PSNR†</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>✓</td>
<td>0.199</td>
<td>0.803</td>
<td>22.97</td>
</tr>
<tr>
<td>50</td>
<td>✓</td>
<td>0.197</td>
<td>0.805</td>
<td>23.06</td>
</tr>
<tr>
<td>100</td>
<td>✓</td>
<td>0.208</td>
<td>0.749</td>
<td>22.65</td>
</tr>
<tr>
<td>100</td>
<td>✓</td>
<td>0.197</td>
<td>0.813</td>
<td>23.11</td>
</tr>
</tbody>
</table>

Table 7. Multi-view reconstruction results on ScanNet [6].

<table>
<thead>
<tr>
<th># query</th>
<th>MVC</th>
<th>LPIPS†</th>
<th>SSIM†</th>
<th>PSNR†</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>✓</td>
<td>0.324</td>
<td>0.712</td>
<td>20.49</td>
</tr>
<tr>
<td>40</td>
<td>✓</td>
<td>0.359</td>
<td>0.635</td>
<td>16.79</td>
</tr>
<tr>
<td>100</td>
<td>✓</td>
<td>0.398</td>
<td>0.670</td>
<td>19.03</td>
</tr>
</tbody>
</table>

Table 6. Ablation study on the percentage of plane area in the whole image.

<table>
<thead>
<tr>
<th>planar area</th>
<th>LPIPS†</th>
<th>SSIM†</th>
<th>PSNR†</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%*</td>
<td>0.212</td>
<td>0.796</td>
<td>21.10</td>
<td></td>
</tr>
</tbody>
</table>

Methods are trained with paired images input from ScanNet. We prepare the test data following PlaneMVS consisting of image pairs with a translation from 0.05 to 0.15m. The results show the advantages of our global proxy embedding which incorporates multi-view information contributing to a global geometrical representation.

**View Synthesis.** We follow the data settings in DP-NeRF [33] where they sample images sparsely in selected scenes in ScanNet and generate dense depth maps for additional supervision. The average view gap between two views is 68 frames which is much more challenging than our paired training data (20 frames). Our training scenes have no overlap with their test set, while NeRF-based methods [7, 30, 33, 44] are trained on the test scenes. For each test image, we select the nearest two views as our input. For a fair comparison, we additionally train DP-NeRF on the two nearest images and the results are noted with “(2)”. To test MINE [20], we follow [29] to merge two MPI-generated images. The results in Tab. 8 show that our method outperforms MPI-based methods and achieves comparable results to NeRF-based methods, while no training in the target scene is performed. Qualitative comparisons are shown in Fig. 6. We also compare the rendering speed with NeRF based method in the last column in Tab. 8. Our method inherits the speed advantage of MPI-based methods. The speed of rendering depends on the number of plane layers, while this number is adaptive to different scenes in our method. The average number of planes in ScanNet is about 12.5. Our method is slower than MINE since we need additional plane intersection checking, but it is much faster than NeRF-based methods.

**5.4. Ablation Study**

We conduct the ablation study on ScanNet [6]. Our multi-view model is trained with input image pairs with a gap of < 20 frames and the view synthesis target image is < 30 frames away from the middle of two input images.

**Multi-view consistency.** Tab. 4 shows that with our global proxy embedding strategy, synthesized images are better aligned than processing multi-view images one by one.

**Difference of input image pairs.** Tab. 5 shows that our method benefits from the consistent multi-view geometry supervision and produces more accurate planar reconstruction than given two identical images (gap = 0). However, the performance drops inevitably if the view gap is too large.

**Percentage of plane area.** We divide our test data according to the planar area ratio. Tab. 6 shows that our method performs better in scenes with more planar coverage. When there are few planar regions, our method degrades to standard MPI with adaptive plane numbers and our performance is compatible with MINE [20]. To further validate it, we force $N_p$ in Sec. 3.1 to be 0 in the groundtruth to regard all regions as non-planar (0%* in Tab. 6) to make comparison.

Figure 6. Compared to NeRF-based methods (NeRF [30], DP-NeRF [33]), we achieve better results with less noise and faster rendering speed, while ours do not need per-scene training.
Input image | PlaneTR segmentation | Our segmentation | PlaneTR depth prediction | Our depth prediction
--- | --- | --- | --- | ---
(a) Single-view reconstruction results on NYUv2

Input image | PlaneTR segmentation | Our segmentation | PlaneTR depth prediction | Our depth prediction
--- | --- | --- | --- | ---
(b) Multi-view reconstruction results on ScanNet

Figure 7. **Planar reconstruction results on (single-view) NYUv2 [36] and (multi-view) ScanNet [6]**. Compared with PlaneTR [40], our method can uniformly predict planar (p) and non-planar (n) instances and multi-view consistent segmentation and geometry prediction with matched instances.

Input images 1, 2 | GT target image t | MINE (1→t) | Ours (1→t) | MINE (1,2→t) | Ours (1,2→t)
--- | --- | --- | --- | --- | ---
(a) Single-view View Synthesis

Input images 1, 2 | GT target image t | MINE (1→t) | Ours (1→t) | MINE (1,2→t) | Ours (1,2→t)
--- | --- | --- | --- | --- | ---
(b) Multi-view Image Merging

Figure 8. **View synthesis results on ScanNet [6]**. We show single-view results (1→t) and multi-view results (1,2→t) in comparison with MINE [20]. The multi-view results of MINE are generated by image merging following [29].

**Query number.** Tab. 4 shows a marginal performance improvement as the query number increases in our transformer, as the numbers of planes are usually not large in man-made scenes.

**Limitation and future work.** Compared to MPI [50], although our Structural MPI achieves better reconstruction and view synthesis results, our method takes more time to construct the S-MPI according to the scene geometry and to render an image because of the intersecting planes. Yet, our rendering process still reaches real-time. For data preparation, we need ground-truth plane segmentation and poses which should be produced from depth map [25]. Finally, in an ideal situation, MPI has the capability to use multiple parallel layers to simulate non-Lambertian effects. However, it is hard for our current method to simulate them as we only use one proxy to simulate a surface. A simple extension can be performed to add more paralleled layers based on our posed planes. This also has advantages over the MPI since we have appropriate orientations to fit the light field. We will leave it for future work.

6. **Conclusion**

In this paper, we introduce the Structural MPI (S-MPI) representation, consisting of geometrically-faithful RGBα images to the scene, for both neural view synthesis and 3D reconstruction. To construct the S-MPI, we propose an end-to-end model in which planar and non-planar regions are uniformly handled. For multi-view input, our model provides a direct global alignment scheme by generating global proxy embeddings at the full extent of the 3D scene for delivering aligned images for view synthesis.
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