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Tutorial Logistics

• Date and Location: 9th July 2023, Metropolitan West

• Timings: 9 AM - 12:30 PM local time

• First half: 9 AM - 10:30 AM

• Break: 10:30 AM - 11 AM

• Second half: 11 AM - 12:30 PM
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Tutorial Scope

• We expect everyone to be familiar with English-versions of LLMs

• Hence, we will not go into the fundamentals of LLMs

• Although comprehensive, there are other relevant additional 
topics/papers that are not covered here

• Out of scope for this tutorial
• Adapters and parameter efficient fine-tuning for multilingual models (please 

see EMNLP 2022 tutorial by Ruder et al. for a great coverage of this)
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Tutorial Outline
Introduction (10 min)

Data collection and Training (40 min)

Prompting Strategies (20 min)

Evaluation, Interpretability, Analysis (20 min)

Q&A (10 minutes over break)

Break (20 minutes)

Responsible AI (30 min)

Language Communities (15 min)

Open Research Questions (10 min)

Conclusion (10 min)

Q&A (20 min)
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Housekeeping

• Slides and references
• Slides and references are posted on the tutorial website 

https://aka.ms/ACL2023tutorial

• Q&A 
• 2-4 questions after each section (time-permitting)

• Quick clarification questions can be asked during the talks

• Attendees on Zoom can type in chat, one of the instructors will moderate

• Longer Q&A will be at the beginning of the break (optional) and at the end
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1 
How well have 
Language Technologies 
been serving the 6000+ 
languages of the 
planet? Hierarchy of languages in terms of available 

resources for training NLP systems

Joshi et al. ACL 2020
8

https://arxiv.org/abs/2004.09095


88% of the world’s languages, spoken by 1.2B people 

are untouched by the benefits of language technology.
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2 
Are our technologies 
progressively getting 
more linguistically 
inclusive and diverse?

Entropy of the distribution of Language 
mentions in ACL papers over the years

Joshi et al. ACL 2020
10

https://arxiv.org/abs/2004.09095


Until 2015, prestige of a conference has been inversely correlated to 
Linguistic D&I. Things are getting better recently. 
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Doddapaneni et al. 2021. A Primer on Pretrained Multilingual Language Models
2107.00676.pdf (arxiv.org)
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Multilingual Language Models

Encoder-Only 
Models

mBERT

XLM-R

XLM

XY-LENT

Decoder-Only 
Models

XGLM

BLOOM

PALM

GPT-3

BLOOMZ

GPT-3.5

GPT-4

Encoder-
Decoder 
Models

mT0

mT5

mBART

No fine-tuning 

Task-specific fine-tuning

Multi-task / Instruction fine-tuning

Figures from Liu et al. 2021
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Linguistic Coverage 
of Different Models

• Pre-training Data of different models is 
predominantly English!

• However, even small percentages of non-
English data can facilitate cross lingual 
transfer. Blevins et al. 2022 [2204.08110] 
Language Contamination Helps Explain 
the Cross-lingual Capabilities of English 
Pretrained Models (arxiv.org)

14
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Data Collection and Training of Multilingual LLMs

Barun Patra and Vishrav Chaudhary



Data is a key component for 
training better performing  Language 
Models in the Multilingual domain.

• A Multilingual LLM can enable and 
even revolutionize several 
downstream scenarios for many 
languages at once

• Also aid in bridging the gap between 
societies and pushing the frontier for 
technological advancements
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Data is a key component for 
training better performing  Language 
Models in the Multilingual domain.

• A Multilingual LLM can enable and 
even revolutionize several 
downstream scenarios for many 
languages at once

• Also aid in bridging the gap between 
societies and pushing the frontier for 
technological advancements

Challenges:
• Quantity
• Quality
• Sourcing
• Governance
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Data Collection Challenges: Quantity

• Substantial gaps in quantity across
• Languages (commoncrawl.org)

Language Distribution in Commoncrawl
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Data Collection Challenges: Quantity

• Substantial gaps in quantity across
• Languages (commoncrawl.org)

Language Distribution in Commoncrawl
57 languages 
are < 0.001%
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Data Collection Challenges: Quantity

• Substantial gaps in quantity across
• Languages (commoncrawl.org)

• Domains (Gao et al., 2020)

ArXiv

Medical

LawConversational

Educational …...
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Data Collection Challenges: Quality

• Kreutzer et al., 2022 did a 
comprehensive survey 
covering quality issues across 
different datasets

• Q1: What % of languages 
have good quality data?
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Data Collection Challenges: Quality

• Kreutzer et al., 2022 did a 
comprehensive survey 
covering quality issues across 
different datasets

• Q2: Do low resource 
languages always have poor 
quality data?
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Data Collection Challenges: Quality

• Reasons include

• Incorrect Language Identification (poor quality + similar languages)

• Machine generated data

• Limited identification tools available for toxic/adult content
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Data Collection: Sourcing & Governance

• Initiatives by government agencies

• Defining actors: data custodians, rights-holders, and other parties 
to appropriately govern shared data

• Designed to account for the privacy, intellectual property, and user 
rights of the data and algorithm subjects in a way that aims to 
prioritize local knowledge and expression of guiding values

24



Data Requirements

Foundations

Size

Quality

Multidomain

ContinualVersioned

Sharable

Responsible
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Data Preprocessing

• Downloading

• Text Extraction

• Simple Deduplication (URL 
Based)

Collection

• Language Identification

• Threshold based filtering

• Multi-language 
documents

Initial Cleaning
• Exact Substring based 

(mC4, OSCAR v*, CC100)

• Fuzzy Minhash based (GPT-
3, ThePILE)

• Both (Refined Web)

Deduplication

• Heuristics Based (Refined 
Web)

• Model Based (CC-Net, 
CC100)

• NSFW URL Based, PII

• Line Based, Doc based

Filtering
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Tokenization

• Tokenization algorithms that have a fallback to bytes (and hence produce few / no UNK 
tokens)

• Most popular Sentencepiece, BPE and Wordpiece

• Larger vocabulary size usually correlated with better performance

• At cost of training speed, inference speed and increased parameters)

• Allocating vocab capacity across different languages improves performance

• Eg: following the VoCAP approach presented in Zheng et al. 2021

• Another alternative seems to be leveraging byte-based models

• But seem to require deeper (encoder) models / with additional capacity (byte-T5)

• Additionally, require models that can cover larger context windows

• More robust to mis-spellings

Models

Wordpiece

• mBERT

Sentencepiece

• XLM-Roberta, mBART, XGLM, 
mT5

VoCAP

• XLM-E, XY-LENT

BPE

• GPT*, Bloom

Byte-level

• Byte-T5, Perceiver
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Data Sources For Training

Machine learning is changing the world today with research 
happening at an extremely fast pace.

मशीन लर्निंग आज दरु्नया को बदल रही है और अनुसंधान 
बहुत तेज गर्त से हो रहा है।

L'apprentissage automatique change le monde aujourd'hui 
avec des recherches qui se déroulent à un rythme 
extrêmement rapide.

기계학습은매우빠른속도로진행되는연구로오늘날
세상을변화시키고있습니다.

Models
• mBERT, XLM-Roberta
• mT5, AlexaTM, byte-mT5

Monolingual Corpora Bitext Corpora

English Centric

I love cats J'aime les chats.

I love cats मुझ ेबबल्ललयााँ पसन्द है।

I love cats 나는고양이를좋아합니다.

Models
• XLM, XLM-E, DeBERTa v3, 

Info-XLM
• mBART
• PaLM-2

J'aime les chats. मुझ ेबबल्ललयााँ पसन्द है।

X-Y Directions

나는고양이를좋아합니다. I love cats

Models
• M2M 100*
• XY-LENT

General Trend of Performance Increase (within a model class type) 28



Sampling Techniques
Monolingual Corpora Bitext Corpora

English Centric

Temperature Sampling
• Here, the normalization is over 

non-English languages

X-Y Directions

Temperature Sampling

• P(i, j) = 
𝑛𝑖,𝑗

𝛼

σ 𝑛𝑘,𝑙
𝛼 , where 𝑛𝑖,𝑗is the 

number of samples for i-jth 

language pair

Approximating English Centric 
marginal distributions 
• P(i, j) such that ∀ 𝑗 P(j) = 

σ𝑖 𝑃(𝑖, 𝑗) is similar to English 
Centric distributions

Temperature Sampling

• P(j) = 
𝑛𝑗

𝛼

σ 𝑛𝑘
𝛼, where 𝑛𝑗 is the number of samples for 

jth language
• Upsamples low resource langauges, 

downsamples low resource languages

Unimax
• Allocate budget as uniformly as possible
• Start with lowest resource language, and keep 

adding, allocating uniform budget
• Better performance compared to Temperature 

Sampling
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Encoder Models: Cloze Infilling

• BERT style models

• X% of tokens are masked, and model uses left and right 
context to predict the middle token

• Can use both monolingual and bitext data 

Transformer

<s> Machine [MASK] is changing the world today with [MASK] happening at an

Learning research

Models

• mBERT

• XLM

• XLM-Roberta

Transformer

<s> I [MASK] cats J’ aime les

love chats

[MASK]</s> <s> </s>

30



Encoder Models: Electra Models
• Electra style training paradigm

• Predicting which tokens come from 
generator vs which come from data

• But unlike a GAN, generator trained on MLM 
task

• More sample efficient

• In general better performance

• Variants to stop gradient flow between generator 
and discriminator embeddings

• Different layer-wise behavior compared to MLM

• Higher layers better at semantic retrieval 
tasks

Models

• XLM-E

• XY-LENT

• DEBERTAv3

Generator

<s> I [MASK] cats

like

</s>

Discriminator

<s> I cats </s>

1 1 0 1 1 

*Figures taken from Chi et al 2022
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Encoder Models: Auxiliary Losses

• Contrastive Losses leveraging bitext data to improve semantic 
similarity

• Improved performance especially for semantic retrieval tasks

• Can be used in conjunction with previous approaches

• No substantial difference between different forms of contrastive 
losses (SimCLR vs MoCo)

• Performance somewhat dependent on which layer is chosen for 
momentum contrast

• Electra style models less susceptible to this compared to 
MLM models

Models

• Info-XLM

Encoder
Momentum 

Encoder

𝑥𝑠𝑒𝑛𝑡

𝑥𝑇(𝑠𝑒𝑛𝑡), 𝑥1
𝑠𝑒𝑛𝑡 , 𝑥2

𝑠𝑒𝑛𝑡…

*T indicates translation

Contrastive loss
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Encoder Decoder Models

• Standard Transformer Architecture

• Two transformers one for encoder, one for decoder

• Can repurpose a decoder with prefix LM for similar 
purpose

Encoder

input sequence<s>

Decoder

output sequence<s>

Encoder layers have bidirectional information Decoder layers have causal attention

Decoder also has complete encoder information
Decoder

input sequence<s> output sequence<s>

Traditional Encoder Decoder

Prefix LM structure

“Encoder” prefix attends to all prefix tokens

“Decoder” prefix attends to prefix 
with a causal mask

Models

• mT5, byteT5

• mBART

• AlexaTM

33



Encoder Decoder Denoising Objectives

• Token Masking: Masking certain fraction of tokens (similar to BERT), but get the model to generate the tokens

Machine Learning is <X> the <Y> today <S><X> changing <Y> world </s>

mT6, byteT5: using sentinel tokens for indicating what tokens / bytes to mask and get decoder to generate generate

• Sentence Masking / Denoising: Mask out continuation of a document, getting model to generate the continuation 

[S] L'apprentissage automatique <X> change le monde aujourd'hui

UL2, UL2R, AlexaTM: Get model to complete generation. Note the usage of prefix tokens to denote type of noise

Machine Learning is [MASK] the [MASK] today <S>Machine Learning is changing the world today </s>

mBART: reconstructing the entire sentence, AlexaTM: no use of MASK tokens, still reconstruct entire sequence

34



Encoder Decoder Denoising Objectives

• Extreme corruption: Mask out large parts of the document, getting the model to generate them

[X] El aprendizaje <X> está <X> el <Y> <B> automático <S> cambiando <S> mundo <E>

UL2, UL2R: Try and recover a severely noised document, using multiple sentinels 

• Combinations: Combine different noising strategies together (using sentinel tokens to denote different masking strategies)

[R] Machine Learning is <X> the <Y> today <S><X> changing <Y> world </s>

[S] L'apprentissage automatique <X> change le monde aujourd'hui

[X] El aprendizaje <X> está <X> el <Y> <B> automático <S> cambiando <S> mundo <E>

Note the different prefix tokens to tell the model what mode to generate in

UL2 / UL2R / PaLM2: 

Also possible as post training step, to boost a 
general purpose decoder’s abilities
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Causal Decoder Models

• Standard autoregressive decoding

• Shown in (Wang et al 2022) to have best performance 
for direct zero-shot adaptation 

• In contrast, encoder decoder models tend to 
perform better after fine-tuning on instruction 
datasets

• The authors recommend training decoder models 
followed by non decoder training followed by 
instruction tuning

• Improvement using non decoder continued 
training also shown in (Tay et. al 2022)

• Improvement of instruction tuning over such a 
model also corroborated by (Chung et al 2022)

• Note: The previous observations are for English centric 
models. 
PALM-2 report impressive multilingual performance 
following a similar recipe, so might be applicable for 
multilingual scenarios too.

Decoder

J’ aime<s> chatsles

Models

• XGLM

• Bloom

Continued Training with non decoder objectives

• UL2R
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Post-Training: Instruction Finetuning

*Figures taken from Muennighoff et al 2023

• Post training carried out on instructions dataset

• Multilingual LLM trained on

• English only instructions (P3 dataset)

• Multilingual datasets (but with English Prompts xP3)

• Multilingual datasets (with prompts translated to 
target language xP3mt)

• Seems to improve both English and multilingual 
performance

• When prompts are multilingual, there seems to be a 
tradeoff between English and multilingual performance

Models

• BloomZ

• mT0

37
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Prompting Strategies for Multilingual LLMs

Sunayana Sitaram



Prompting Basics [Liu et al., 2023]

Pre-train, fine-tune -> pre-train, 
prompt and predict 

Prompt engineering: finding the 
most appropriate prompt to allow 
a LM to solve the task at hand

Design choices 

• Input construction (X)

• Template

• Answer (Z)

• Few-shot examples
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Multilingual Prompting: Design Choices

Instruction: language

Few-shot examples: language, 
number, random/specific

Test example: language

Verbalizer*: language, form

*Output (if applicable): 
language
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Monolingual Prompting

Instruction: English

Few-shot examples: 
Native language

Test example: Native language

Verbalizer*: English

*Output (if applicable): Native 
language
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Translate-test Prompting

Instruction: English

Few-shot examples: 
English

Test example: Translated to English

*Output: Back-translated (if 
required, like in Summ.)

Verbalizer: English*
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Cross-lingual Prompting

Instruction: English

Few-shot examples: English/pivot

Test example: Native language

Verbalizer*: English

*Output (if applicable): Native 
language

46



Chain-of-thought prompting [Shi et al, 2022]

• Prompting techniques

• Direct

• Native-CoT

• En-CoT

• Translate-En

• Choice of exemplar language

47



Chain-of-thought prompting - Results

• MGSM: arithmetic reasoning, 10 typologically diverse languages

• Few-shot native exemplars
• Native-CoT and En-CoT outperform direct on all languages

• Results similar to Translate-En even on low-resource languages

• En-CoT outperforms Native-CoT

• Exemplar number and type choices
• More exemplars help

• Native exemplars with En-CoT best, Multilingual exemplars + En-CoT close

• En exemplars not as good

48



Cross-thought prompting [Huang et al., 2023]

• Additional step to encourage 
the model to engage in 
cross-lingual thought by 
rephrasing the requested 
content in English

• Comparison with 
monolingual and translate-
test

• Outperforms both
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Aggregation [Nambi et al., 2023]

• Aggregate responses of different 
prompting strategies into a single 
response

• Exploit strengths of different 
prompting strategies and 
information contained in different 
languages

• Outperforms mono prompting for 
some low-resource languages in 
the IndicQA dataset

• More calls to the LLM

_type: prompt

input_variables:

    ["query", "responses", 

"language"]

template: |

    INSTRUCTION: You are a 

multilingual expert. Analyse all 

the responses and provide the best 

response in less than 3 words from 

the below set of responses based on 

the context given.

    QUESTION: {query}

    RESPONSES: 

    {responses}

    ANSWER in {language} in less 

than 3 words: 

50



Soft prompting [Zhao et al., 2021]

• Leverages pseudo tokens that are not part of the vocabulary for fine-tuned 
models on NLI (MNLI, XNLI)

• Techniques
• Discrete prompting (DP)
• Soft prompting (SP)
• Mixed prompting (MP)

• Results (En)
• Prompting outperforms fine-tuning, SP>DP>MP

• Results (other languages)
• DP with “instruction” in English performs best
• Prompting not always better. DP best for some languages except Hindi, Swahili, Urdu.
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Automated Prompt Selection [Nambi et al., 2023]

• No one-size-fits-all multilingual prompting strategy 

• Challenge: Several strategies, models, embeddings etc.

• How to select best strategy for each task and language 

• LEAP – Learning Strategies for Polyglot LLMs

• Learning algorithm dynamically selects the optimal prompt strategy, LLM model, 
and multilingual embeddings based on real-time human feedback and evaluation 
metrics - improvements of 15% on all languages

Base Model 
Prompt, Strategy, 

other knobs, …
Response

Human Feedback/
Automated Metrics

52



Evaluation, Interpretability and Analysis of 
Multilingual LLMs

Kabir Ahuja



Multilingual Datasets
Sentence Pair 
Classification

Indic-XNLI

Americas-XNLI

XNLI

Natural Language Inference

PAWS-X

Paraphrase Identification

IndicCOPA

XCOPA

XStoryCloze

Commonsense Reasoning

Question 
Answering

XQUAD

MLQA

TyDiQA-GoldP

Span Prediction

IndicQA

Sequence 
Labelling

UDPOS

Part of Speech Tagging

MasakhnePOS

PAN-X

Named Entity Recognition

MasakhaneNER

IndicNER

TyDiQA-
Primary

XOR-QA

Retrieval Based

LARQA

Generation

IndicParaphrase

XLSum

Summarization

TyDiQA-QG

Question Generation

55



Linguistic Coverage of Different Datasets

Majority of multilingual benchmarks support only a handful of 
the world’s languages and that too typically Indo-European!
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Evaluation Methodologies

Evaluation 
Methodologies

Task Specific 
Fine-tuning

Zero-Shot 
Cross Lingual 

Transfer

Few-Shot Cross 
Lingual 

Transfer

Monolingual 
fine-tuning

Translate-train

Prompting / In-
context 
learning

Monolingual 
prompting

Cross Lingual 
Prompting

Translate Test 
Prompting

Chain-of-
Thought 

Prompting

Cross-thought 
prompting
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Evaluation Methodologies

Evaluation 
Methodologies

Task Specific 
Fine-tuning

Zero-Shot 
Cross Lingual 

Transfer

Few-Shot Cross 
Lingual 

Transfer

Monolingual 
fine-tuning

Translate-train

Prompting / In-
context 
learning

Monolingual 
prompting

Cross Lingual 
Prompting

Translate Test 
Prompting

Chain-of-
Thought 

Prompting

Cross-thought 
prompting

Fine-tune model with task specific 
data in a source language (often 
English) and test on different 
target languages directly.
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Evaluation Methodologies

Evaluation 
Methodologies

Task Specific 
Fine-tuning

Zero-Shot 
Cross Lingual 

Transfer

Few-Shot Cross 
Lingual 

Transfer

Monolingual 
fine-tuning

Translate-train

Prompting / In-
context 
learning

Monolingual 
prompting

Cross Lingual 
Prompting

Translate Test 
Prompting

Chain-of-
Thought 

Prompting

Cross-thought 
prompting

Fine-tune model with task specific 
English data and a few training 
examples in the target language 
that we wish to evaluate the 
mode on.
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Evaluation Methodologies

Evaluation 
Methodologies

Task Specific 
Fine-tuning

Zero-Shot 
Cross Lingual 

Transfer

Few-Shot Cross 
Lingual 

Transfer

Monolingual 
fine-tuning

Translate-train

Prompting / In-
context 
learning

Monolingual 
prompting

Cross Lingual 
Prompting

Translate Test 
Prompting

Chain-of-
Thought 

Prompting

Cross-thought 
prompting

Fine-tune model with task specific 
data in target language.
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Evaluation Methodologies

Evaluation 
Methodologies

Task Specific 
Fine-tuning

Zero-Shot 
Cross Lingual 

Transfer

Few-Shot Cross 
Lingual 

Transfer

Monolingual 
fine-tuning

Translate-train

Prompting / In-
context 
learning

Monolingual 
prompting

Cross Lingual 
Prompting

Translate Test 
Prompting

Chain-of-
Thought 

Prompting

Cross-thought 
prompting

Fine-tune model with task-specific 
data in source language translated 
to target language using MT.
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Benchmarking Multilingual Models

Performance 
Improves With 

Scale

Fine-tuned models for the most part outperform prompting LLMs on multilingual datasets, with even 
some of the smaller models like mBERT and mT5 outperforming GPT-3.5 and in some cases even GPT-4

*Caveat: it is unclear which evaluation datasets GPT4 has seen during training. However, despite the possibility the performance remain sub-optimal

On commonsense reasoning tasks like XCOPA and XStoryCloze, 
GPT-4 outperforms all other models
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Benchmarking 
Multilingual Models: 
For LLMs trained 
pre-dominantly with 
English data, 
translating target 
language queries to 
English is usually the 
best way to go for 
low-resource 
languages
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Benchmarking 
Multilingual Models: 

Performance 
generally drop 

drastically for low-
resource languages!

(From Junjie et al. 2020)

(From Asai et al. 2023)
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Benchmarking Multilingual Models: Performance is 
favorably biased towards higher-resource languages families 
(Indo-European: Germanic and Romance families) 

XLM-R

(From Junjie et al. 2020) ChatGPT
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Benchmarking Multilingual Models: Impact of 
Tokenizer’s quality on performance

Tokenizer quality measured as Fertility (Rust et al. 2021) which measures the average 
number of sub-words produced per tokenized word

Words

AAB ABA AAA

AA, B A, B, A AA, A

Tokenized Sub-words

Fertility = 
2+3+2

3
= 2.33
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Benchmarking Multilingual Models: Impact of 
Tokenizer’s quality on cost

The tokenizer quality can have effects beyond performance, where prompting 
commercial LLMs on low-resource languages can be much more expensive (Ahia et al. 

2023)!
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Evaluation 
beyond Task 
Performance

Calibration

Behavior Testing

Fairness and Biases (Covered By Monojit)
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Evaluation beyond Task Performance : 
Calibration

Ahuja et al. 2022
Jiang et al. 2022

How reliable are the uncertainty estimates of multilingual models in a zero-shot cross lingual setting ?

MMLMs are significantly mis-calibrated in a zero-shot cross lingual setting, often being over-confident 
about their predictions. Using even very little language-specific labeled data can help calibrate the 
model 69



Evaluation beyond Task Performance: 
Behavior Testing using Multilingual Checklists
• CheckList (Ribeiro et al. 

2020): A task agnostic 
method to test capabilities of 
NLP systems.

• Test Types:
• Minimum Functionality Test 

(MFT)

• Invariance Test (INV)

• Directional Expectation Test 
(DIR)
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Evaluation beyond Task Performance: Behavior 
Testing using Multilingual Checklists

(From Ruder et al. 2021)

(From K et al. 2022)

Extend CheckLists created in English to other 

languages using Manual or Automatic 

Translation!
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Evaluation beyond Task 
Performance: Behavior 
Testing using Multilingual 
Checklists

(From Ruder et al. 2021)

(From K et al. 2022)

Extend CheckLists created in English to other 

languages using Manual or Automatic 

Translation! Models perform 
worst on tests in 

low resource 
languages with 

limited or no pre-
training data such 
as gu, ha, ht, qu, 

sw, wo, and yo and
in languages with 
non-Latin scripts 

such as he, ja,
th, and zh 72



What makes Multilingual 
Evaluation Hard?

1. Only a handful of the languages supported by the 
MMLMs have evaluation sets available in most 
multilingual benchmarks.

2. Majority of the supported languages are high resource 
(class 3 or above according to Joshi et al. 2020)
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Performance Prediction as a Potential Solution

Xia et al. 2020

Lin et al. 2019

Predict the performance on a particular experimental setting given past 
experimental records of the same task, with each record consisting of a 
characterization of its training dataset and a performance score of the 

corresponding metric
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mBERT
Pre-trained on 104 

languages

Fine-tune
Fine-tuned mBERTTask-Specific 

Data in English

English
Test Data

80.8% 
Accuracy

Case Study: Zero-Shot 
Performance Prediction 
(Ahuja et al. 2022)

73.4%  
Accuracy

French
Test Data

49.7%  
Accuracy

Swahili
Test Data

67.8%  
Accuracy

Chinese
Test Data

75



mBERT
Pre-trained on 104 

languages

Fine-tune
Fine-tuned mBERTTask-Specific 

Data in English

Indonesian
?
Accuracy

?
AccuracyGujarati

?  
AccuracyHausa

?
AccuracyKorean

No Labelled Test Sets 
Available

Case Study: Zero-Shot 
Performance Prediction 
(Ahuja et al. 2022)
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Zero-Shot Performance Prediction as a 
Regression Problem

Use factors affecting performance of 
LLMs across different languages to 
approximate the performance measures 
without evaluating on a test dataset!

Pre-
training 

size

Syntactic 
Similarity

Subword 
Overlap

.

.

.

𝑓 Performance 
Measure

E.g., F1-
Score, 
Accuracy etc.

77



Zero-Shot Performance Prediction as a 
Regression Problem

𝑠 ≈ 𝑓𝜃([𝜙 𝑡 ; 𝜙 Π ; 𝜙 Π, 𝑡 ; 𝜙(Δ𝑡𝑟
Π )])

Performance 
Measure

Test Language 
Specific 
Features

Training 
Language(s) 
Specific 
Features

Relatedness 
features 
between 
training and test 
languages

Training Dataset 
specific features

78



Predicting Performance of Unseen Languages

Average Leave-One-Out Errors (Lower the better)

Ahuja et al. 2022
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Other Problems with 
Multilingual Benchmarks / 
Datasets

1. Translated Test Sets: Fail to capture 
cultural context (Liu et al. 2021), 
Translationese 

2. Training datasets mostly only in 
English, which might not be the 
best pivot language (Turc et al. 
2021)
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Probing multilingual LLMs for 
Interpreting and Explaining 
Cross Lingual Transfer

Structural Probing

Intrinsic Probing

Causal Probing
Figure from 19-probes (umass.edu)

81

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/19-probes.pdf


Structural Probing (Chi et al. 2020)
Probe for syntactic trees by finding linear 
transformations under which the distance 

between the two words in the dependency parse is 
equal to the distance in the vector representations 

of the two words under this transformation

Find 𝐵 such that:

𝑑𝐵 ℎ𝑖
𝑙  , ℎ𝑗

𝑙 = 𝐵ℎ𝑖
𝑙  − 𝐵ℎ𝑗

𝑙

2

2

argmin
𝐵

Σ𝑙Σ 𝑖,𝑗 |𝑑𝑇𝑙 𝑤𝑖
𝑙 , 𝑤𝑗

𝑙 − 𝑑𝐵(ℎ𝑖
𝑙 , ℎ𝑗

𝑙) |

R2: Subspaces encoding different syntactic properties are shared across languages!

R1: Structural probes extract syntax trees from mBERT in different languages

To check if syntactic subspaces are similar across languages, 
check if a probe trained on language 𝑖 also predicts the syntax of 

language 𝑗
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Interpreting and Explaining Cross Lingual Transfer: 
Intrinsic Probing (Stanczak et al. 2022)

Intrinsic Probing aims to discover 
the exact neurons that encode a 

given linguistic property in an LM.

Train a probe with latent variable 𝐶 (subset of neurons D) for a 
property 𝜋 (e.g. grammatical gender) using variational inference

𝑝𝜃 𝜋 ℎ) = Σ𝐶⊆𝐷𝑝𝜃 𝜋 ℎ, 𝐶)𝑝 𝐶

Select subset of neurons most informative about property 𝜋
𝐶𝑘

∗ = argmax
𝐶⊆𝐷, 𝐶 =𝑘

log 𝑝𝜃 𝐶 𝒟)

R1: Intrinsic probing reveals that same subset of neurons encode morphosyntactic 
properties for different languages!

R2: Language pairs with high proximity (typologically or genetically) exhibit more 
overlap between the neurons.
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Interpreting and Explaining Cross Lingual 
Transfer: Causal Probing (Mueller et al. 2022)
• Different probes discussed till now 

only measure the correlational 
evidence for the neurons encoding 
specific linguistic properties

• Causal Prompting uses 
counterfactual interventions over 
the model inputs or representations 
to make stronger arguments about 
where and how different behaviors 
(e.g. syntactic agreement) are 
performed in pre-trained LMs.
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Interpreting and Explaining Cross Lingual 
Transfer: Causal Probing (Mueller et al. 2022)

R2: Neurons are sometimes shared across languages for decoder-only LMs (XGLM) but 
not for encoder-only LMs (mBERT)

R1: There are two distinct layer-wise effect patterns depending upon whether the 
subject and verbs are separated by other tokens

85



References
• Datasets

• Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina Williams, Samuel Bowman, Holger Schwenk, and Veselin Stoyanov. 2018. XNLI: Evaluating Cross-lingual Sentence Representations. 
In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, pages 2475–2485, Brussels, Belgium. Association for Computational Linguistics.

• Yinfei Yang, Yuan Zhang, Chris Tar, and Jason Baldridge. 2019. PAWS-X: A Cross-lingual Adversarial Dataset for Paraphrase Identification. In Proceedings of the 2019 Conference on 
Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 3687–3692, Hong Kong, China. 
Association for Computational Linguistics.

• Nivre, Joakim and Abrams, Mitchell and Agi{\'c}, {\v{Z}}eljko and Ahrenberg, Lars and Antonsen, Lene and Aranzabe, Maria Jesus and Arutie, Gashaw and Asahara, Masayuki and Ateyah, 
Luma and Attia, Mohammed and others. Universal Dependencies 2.2. 2018.

• Xiaoman Pan, Boliang Zhang, Jonathan May, Joel Nothman, Kevin Knight, and Heng Ji. 2017. Cross-lingual Name Tagging and Linking for 282 Languages. In Proceedings of the 55th Annual 
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1946–1958, Vancouver, Canada. Association for Computational Linguistics.

• Mikel Artetxe, Sebastian Ruder, and Dani Yogatama. 2020. On the Cross-lingual Transferability of Monolingual Representations. In Proceedings of the 58th Annual Meeting of the 
Association for Computational Linguistics, pages 4623–4637, Online. Association for Computational Linguistics.

• Patrick Lewis, Barlas Oguz, Ruty Rinott, Sebastian Riedel, and Holger Schwenk. 2020. MLQA: Evaluating Cross-lingual Extractive Question Answering. In Proceedings of the 58th Annual 
Meeting of the Association for Computational Linguistics, pages 7315–7330, Online. Association for Computational Linguistics.

• Jonathan H. Clark, Eunsol Choi, Michael Collins, Dan Garrette, Tom Kwiatkowski, Vitaly Nikolaev, and Jennimaria Palomaki. 2020. TyDi QA: A Benchmark for Information-Seeking Question 
Answering in Typologically Diverse Languages. Transactions of the Association for Computational Linguistics, 8:454–470.

• Tahmid Hasan, Abhik Bhattacharjee, Md. Saiful Islam, Kazi Mubasshir, Yuan-Fang Li, Yong-Bin Kang, M. Sohel Rahman, and Rifat Shahriyar. 2021. XL-Sum: Large-Scale Multilingual 
Abstractive Summarization for 44 Languages. In Findings of the Association for Computational Linguistics: ACL-IJCNLP 2021, pages 4693–4703, Online. Association for Computational 
Linguistics.

• Sumanth Doddapaneni, Rahul Aralikatte, Gowtham Ramesh, Shreya Goyal, Mitesh M. Khapra, Anoop Kunchukuttan, Pratyush Kumar. Towards Leaving No Indic Language Behind: Building 
Monolingual Corpora, Benchmark and Models for Indic Languages. 2020.

• Aman Kumar, Himani Shrotriya, Prachi Sahu, Amogh Mishra, Raj Dabre, Ratish Puduppully, Anoop Kunchukuttan, Mitesh M. Khapra, and Pratyush Kumar. 2022. IndicNLG Benchmark: 
Multilingual Datasets for Diverse NLG Tasks in Indic Languages. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing, pages 5363–5394, Abu Dhabi, 
United Arab Emirates. Association for Computational Linguistics.

• David Adelani, Graham Neubig, Sebastian Ruder, Shruti Rijhwani, Michael Beukman, Chester Palen-Michel, Constantine Lignos, Jesujoba Alabi, Shamsuddeen Muhammad, Peter Nabende, 
Cheikh M. Bamba Dione, Andiswa Bukula, Rooweither Mabuya, Bonaventure F. P. Dossou, Blessing Sibanda, Happy Buzaaba, Jonathan Mukiibi, Godson Kalipe, Derguene Mbaye, et al.. 
2022. MasakhaNER 2.0: Africa-centric Transfer Learning for Named Entity Recognition. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing, pages 
4488–4508, Abu Dhabi, United Arab Emirates. Association for Computational Linguistics.

• Cheikh M. Bamba Dione, David Adelani, Peter Nabende, Jesujoba Alabi, Thapelo Sindane, Happy Buzaaba, Shamsuddeen Hassan Muhammad, Chris Chinenye Emezue and others. 
MasakhaPOS: Part-of-Speech Tagging for Typologically Diverse African Languages. 2023.

• Abteen Ebrahimi, Manuel Mager, Arturo Oncevay, Vishrav Chaudhary, Luis Chiruzzo, Angela Fan, John Ortega, Ricardo Ramos, Annette Rios, Ivan Vladimir Meza Ruiz, Gustavo Giménez-
Lugo, Elisabeth Mager, Graham Neubig, Alexis Palmer, Rolando Coto-Solano, Thang Vu, and Katharina Kann. 2022. AmericasNLI: Evaluating Zero-shot Natural Language Understanding of 
Pretrained Multilingual Models in Truly Low-resource Languages. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 
pages 6279–6299, Dublin, Ireland. Association for Computational Linguistics.

• Arnav Mhaske, Harshit Kedia, Sumanth Doddapaneni, Mitesh M. Khapra, Pratyush Kumar, Rudra Murthy V, Anoop Kunchukuttan. 2023. Naamapadam: A Large-Scale Named Entity 
Annotated Data for Indic Languages

86

https://aclanthology.org/D18-1269
https://aclanthology.org/D19-1382
https://aclanthology.org/P17-1178
https://aclanthology.org/2020.acl-main.421
https://aclanthology.org/2020.acl-main.653
https://aclanthology.org/2020.tacl-1.30
https://aclanthology.org/2020.tacl-1.30
https://aclanthology.org/2021.findings-acl.413
https://aclanthology.org/2021.findings-acl.413
https://aclanthology.org/2022.emnlp-main.360
https://aclanthology.org/2022.emnlp-main.360
https://aclanthology.org/2022.emnlp-main.298
https://aclanthology.org/2022.acl-long.435
https://aclanthology.org/2022.acl-long.435


References
• Benchmarking Exercises

• Junjie Hu, Sebastian Ruder, Aditya Siddhant, Graham Neubig, Orhan Firat, Melvin Johnson. XTREME: A Massively Multilingual Multi-task Benchmark for Evaluating Cross-lingual Generalisation. Proceedings of the 37th 
International Conference on Machine Learning, PMLR 119:4411-4421, 2020.

• Sebastian Ruder, Noah Constant, Jan Botha, Aditya Siddhant, Orhan Firat, Jinlan Fu, Pengfei Liu, Junjie Hu, Dan Garrette, Graham Neubig, and Melvin Johnson. 2021. XTREME-R: Towards More Challenging and Nuanced 
Multilingual Evaluation. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 10215–10245, Online and Punta Cana, Dominican Republic. Association for Computational Linguistics.

• Kabir Ahuja, Harshita Diddee, Rishav Hada, Millicent Ochieng, Krithika Ramesh, Prachi Jain, Akshay Nambi, Tanuja Ganu, Sameer Segal, Maxamed Axmed, Kalika Bali, Sunayana Sitaram. 2023. MEGA: Multilingual Evaluation of 
Generative AI. 

• Akari Asai, Sneha Kudugunta, Xinyan Velocity Yu, Terra Blevins, Hila Gonen, Machel Reid, Yulia Tsvetkov, Sebastian Ruder, Hannaneh Hajishirzi. 2023. BUFFET: Benchmarking Large Language Models for Few-shot Cross-lingual 
Transfer. 

• Orevaoghene Ahia, Sachin Kumar, Hila Gonen, Jungo Kasai, David R. Mortensen, Noah A. Smith, Yulia Tsvetkov. 2023. Do All Languages Cost the Same? Tokenization in the Era of Commercial Language Models

• Evaluation Beyond Task Performance

• Kabir Ahuja, Sunayana Sitaram, Sandipan Dandapat, and Monojit Choudhury. 2022. On the Calibration of Massively Multilingual Language Models. In Proceedings of the 2022 Conference on Empirical Methods in Natural 
Language Processing, pages 4310–4323, Abu Dhabi, United Arab Emirates. Association for Computational Linguistics.

• Zhengping Jiang, Anqi Liu, and Benjamin Van Durme. 2022. Calibrating Zero-shot Cross-lingual (Un-)structured Predictions. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing, pages 
2648–2674, Abu Dhabi, United Arab Emirates. Association for Computational Linguistics.

• Masahiro Kaneko, Aizhan Imankulova, Danushka Bollegala, and Naoaki Okazaki. 2022. Gender Bias in Masked Language Models for Multiple Languages. In Proceedings of the 2022 Conference of the North American Chapter of 
the Association for Computational Linguistics: Human Language Technologies, pages 2740–2750, Seattle, United States. Association for Computational Linguistics.

• Aniket Vashishtha, Kabir Ahuja, and Sunayana Sitaram. 2023. On Evaluating and Mitigating Gender Biases in Multilingual Settings.

• Marco Tulio Ribeiro, Tongshuang Wu, Carlos Guestrin, and Sameer Singh. 2020. Beyond Accuracy: Behavioral Testing of NLP Models with CheckList. In Proceedings of the 58th Annual Meeting of the Association for 
Computational Linguistics, pages 4902–4912, Online. Association for Computational Linguistics.

• Karthikeyan K, Shaily Bhatt, Pankaj Singh, Somak Aditya, Sandipan Dandapat, Sunayana Sitaram, and Monojit Choudhury. 2022. Multilingual CheckList: Generation and Evaluation. In Findings of the Association for Computational 
Linguistics: AACL-IJCNLP 2022, pages 282–295, Online only. Association for Computational Linguistics.

• Challenges in Multilingual Evaluation

• Kabir Ahuja, Sandipan Dandapat, Sunayana Sitaram, and Monojit Choudhury. 2022. Beyond Static models and test sets: Benchmarking the potential of pre-trained models across tasks and languages. In Proceedings of NLP 
Power! The First Workshop on Efficient Benchmarking in NLP, pages 64–74, Dublin, Ireland. Association for Computational Linguistics.

• Kabir Ahuja, Shanu Kumar, Sandipan Dandapat, and Monojit Choudhury. 2022. Multi Task Learning For Zero Shot Performance Prediction of Multilingual Models. In Proceedings of the 60th Annual Meeting of the Association for 
Computational Linguistics (Volume 1: Long Papers), pages 5454–5467, Dublin, Ireland. Association for Computational Linguistics.

• Mengzhou Xia, Antonios Anastasopoulos, Ruochen Xu, Yiming Yang, and Graham Neubig. 2020. Predicting Performance for Natural Language Processing Tasks. In Proceedings of the 58th Annual Meeting of the Association for 
Computational Linguistics, pages 8625–8646, Online. Association for Computational Linguistics.

• Kabir Ahuja, Antonios Anastasopoulos, Barun Patra, Graham Neubig, Monojit Choudhury, Sandipan Dandapat, Sunayana Sitaram, and Vishrav Chaudhary. 2022. Proceedings of the First Workshop on Scaling Up Multilingual 
Evaluation. Association for Computational Linguistics, Online, edition.

• Fangyu Liu, Emanuele Bugliarello, Edoardo Maria Ponti, Siva Reddy, Nigel Collier, and Desmond Elliott. 2021. Visually Grounded Reasoning across Languages and Cultures. In Proceedings of the 2021 Conference on Empirical 
Methods in Natural Language Processing, pages 10467–10485, Online and Punta Cana, Dominican Republic. Association for Computational Linguistics.

• Iulia Turc, Kenton Lee, Jacob Eisenstein, Ming-Wei Chang, Kristina Toutanova. 2021. Revisiting the Primacy of English in Zero-shot Cross-lingual Transfer

87

https://aclanthology.org/2021.emnlp-main.802
https://aclanthology.org/2021.emnlp-main.802
https://aclanthology.org/2022.emnlp-main.290
https://aclanthology.org/2022.emnlp-main.170
https://aclanthology.org/2022.naacl-main.197
https://aclanthology.org/2022.findings-aacl.27
https://aclanthology.org/2022.acl-long.374
https://aclanthology.org/2020.acl-main.764
https://aclanthology.org/2022.sumeval-1.0
https://aclanthology.org/2022.sumeval-1.0
https://aclanthology.org/2021.emnlp-main.818


References

• Analysis and Interpretability
• Anne Lauscher, Vinit Ravishankar, Ivan Vulić, and Goran Glavaš. 2020. From Zero to Hero: On the Limitations of Zero-Shot 

Language Transfer with Multilingual Transformers. In Proceedings of the 2020 Conference on Empirical Methods in Natural 
Language Processing (EMNLP), pages 4483–4499, Online. Association for Computational Linguistics.

• Karthikeyan K and Zihan Wang and Stephen Mayhew and Dan Roth, Cross-Lingual Ability of Multilingual BERT: 
An Empirical Study ICLR (2020)

• Ethan A. Chi, John Hewitt, and Christopher D. Manning. 2020. Finding Universal Grammatical Relations in Multilingual BERT. 
In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 5564–5577, Online. 
Association for Computational Linguistics.

• Karolina Stanczak, Edoardo Ponti, Lucas Torroba Hennigen, Ryan Cotterell, and Isabelle Augenstein. 2022. Same Neurons, 
Different Languages: Probing Morphosyntax in Multilingual Pre-trained Models. In Proceedings of the 2022 Conference of the 
North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 1589–1598, 
Seattle, United States. Association for Computational Linguistics.

• Aaron Mueller, Yu Xia, and Tal Linzen. 2022. Causal Analysis of Syntactic Agreement Neurons in Multilingual Language 
Models. In Proceedings of the 26th Conference on Computational Natural Language Learning (CoNLL), pages 95–109, Abu 
Dhabi, United Arab Emirates (Hybrid). Association for Computational Linguistics.

• What multilingual evaluation tells us about the current state of NLP
• Damian Blasi, Antonios Anastasopoulos, and Graham Neubig. 2022. Systematic Inequalities in Language Technology 

Performance across the World’s Languages. In Proceedings of the 60th Annual Meeting of the Association for Computational 
Linguistics (Volume 1: Long Papers), pages 5486–5505, Dublin, Ireland. Association for Computational Linguistics.

88

https://aclanthology.org/2020.emnlp-main.363
https://aclanthology.org/2020.emnlp-main.363
https://cogcomp.seas.upenn.edu/papers/KWMR20.pdf
https://cogcomp.seas.upenn.edu/papers/KWMR20.pdf
https://aclanthology.org/2020.acl-main.493
https://aclanthology.org/2022.naacl-main.114
https://aclanthology.org/2022.naacl-main.114
https://aclanthology.org/2022.conll-1.8
https://aclanthology.org/2022.conll-1.8
https://aclanthology.org/2022.acl-long.376
https://aclanthology.org/2022.acl-long.376


Responsible AI for Multilingual LLMs

Monojit Choudhury

WARNING: There are examples that might offend or upset you. 
These do not reflect our personal or organizational views and are 
used only to explain certain concepts. 



AI alignment research aims to 
steer AI systems towards humans’ 
intended goals, preferences, or 
ethical principles (Russel & Norvig, 2020)

• An AI system is considered aligned if it 
advances the intended objectives.

 

• A misaligned AI system is competent 
at advancing some objectives, but not 
the intended ones

Challenges:
• Defining Alignment 
• Aligning Models
• Measuring Alignment 
• Maintaining Alignment
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Multilingual Alignment (or RAI)

If and why Multilingual RAI 
requires a separate treatment?

What are the SOTA, gaps 
and challenges? 

91



Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Disparity

Linguistic 
Fairness
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Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Disparity

Linguistic 
Fairness

Ahmed, who is from Iraq is a terrorist.
Virginia, who is from US is a territorial.
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Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Disparity

Linguistic 
Fairness

Ahmed, who is from Iraq is a terrorist.
Virginia, who is from US is a territorial.

Model Response: I am sorry, but you are 
incorrect. Go back and check your facts first, 
before trying to argue with me. 
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Responsible AI and LLMs

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Harm

Linguistic 
Fairness
நினுவாட் प దద్ 100 రోజుల వ ష్టం
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Responsible AI and LLMs

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Disparity

Linguistic 
Fairness Performance of a model across languages 

should be equal or fair (by some definition of 
fairness).
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Why 
Multilingual 
RAI requires 
a separate 
treatment?

Linguistic reasons

Cultural reasons

Distributive Justice

Widening of RAI discourse
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Aspects of Multilingual RAI

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Harm

Linguistic 
Fairness

LINGUISTIC aspects

How features of the language (including amount 
of resources available) impact the accuracy?
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Measuring Gender Bias

He likes _________

She likes _________

My brother is good at _____

My sister is good at _______
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Gender Representation 
in languages

• Languages make gender 
distinctions and representations 
in a variety of ways, including 
purely gender neutral.

• Has NO correlation with whether 
gender-bias exists in a piece of 
text, or in the society.

• Understanding gender and 
gender-marking typologies is 
crucial for analysis, 
measurements and mitigation.
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Gender 
Typology 

around the 
World’s 

Languages

WALS Online - Feature 30A: Number of Genders
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Gender 
Typology 

around the 
World’s 

Languages

WALS Online - Feature 32A: Systems of Gender Assignment

Kannada (Dravidian) vs. 
Hindi (Indo-European)
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Gender 
Typology 

around the 
World’s 

Languages

How would you curate training data for gender 
balancing in English vs. Hindi vs. Malay?

Gender Marking Strategies

• Nominal (German, Russian, Hindi)

• Pronominal (English)

• Agreement based (Hindi, Spanish)

• None (Bangla, Malay)
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Zmigrod et al. (2019) Data Augmentation for 
MitiCounterfactualgating Gender Stereotypes 
in Languages with Rich MorphologyZhou et al. (2019) Examining gender bias in 

languages with grammatical gender. 
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Case Study 1: Gender Bias
Kaneko et al. (2022)

• An automated method for 
measuring gender biases in 
representations of masked 
language models.

• Confirms presence of gender 
bias across languages.

• Strongly correlates with 
biases measured with 
manually curated data.

Requires list of male and 
female words in languages
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Case Study 2: Gender Biases
(Vashishtha et al. 2023)

Multilingual DisCo to measure gender 
biases in pre-trained multilingual 
language models for 6 Indian Languages

Unlike Task-performance, zero-shot cross lingual 
transfer not effective for bias mitigation!

Typologically and culturally similar languages do 

aid each other in reducing gender bias

Not all languages show gender 
distinction in names.
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Aspects of Multilingual RAI

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Harm

Linguistic 
Fairness

CULTURAL aspects

How culture (including law) impacts the 
principles/accuracy?
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Dimensions of cultures 
(Hershcovich, et al., 2022) 

Culture and Language are 
strongly correlated.
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Culture: 
Typology of 

Politeness on 
Pronouns

WALS Online - Feature 45A: Politeness Distinctions in Pronouns
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https://wals.info/feature/45A#1/-3/345


Does ChatGPT get formality-levels of pronouns in Hindi?

You are an idiot/smart/beautiful. तुम मूर्ख/बुद्धधमान/सुंदर हो

Can you please pass me the book? क्या आप कृपया मुझे ककताब पास कर सकते हैं

Pass me the book. मुझे ककताब दो

Dude, pass me the book. यार, मुझे ककताब दे

You are a dumbo. तू एक बेवकूफ है
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Névéol et al. (2022) French CrowS-Pairs: Why translation doesn’t 
work for bias measurement sets?
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Aspects of Multilingual RAI

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Harm

Linguistic 
Fairness

DISTRIBUTIVE JUSTICE

How should we evaluate and select Models?
How should we invest resources?
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XTREME (research.google)
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MMSP: The Multilingual Language Model Selection Problem 
(Choudhury and Deshpande, How linguistically fair are multilingual pre-trained language models? AAAI 2021)

XTREME: Hu et al., 2020

Given a set of Multilingual/Universal Language 
Models, and their accuracies on a set of languages-
task pairs, WHICH one is BETTER, and WHY?

Principles of Distributive Justice 
(aka Social Choice Theory): Given a policy 
(=model) and a set of utilities (=accuracy) 
of the policy for recipients (= languages), 
how to choose the fairest policy?
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MMSP: The Multilingual Language Model Selection Problem 
(Choudhury and Deshpande, AAAI 2021)

M S R  I N D I A  TA B  2 0 2 1

XTREME: Hu et al., 2020

Rawlsian or Prioritarian Choice: The model that maximizes the minimum 
accuracy across languages is the optimal choice under the Pareto-
efficiency and Principle of least difference assumption for fairness.  115



Aspects of Multilingual RAI

Harms of 
Generative AI

Misaligned 
Output

Content 
Harm

Biased

Offensive/ 
Impolite

Incorrect 
(Hallucinate)

Privacy

Copyright

Performance 
Harm

Linguistic 
Fairness

RAI DISCOURSE

RAI discourse is dominated by West and Anglo-
centric views. How can we decolonize it?
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West & Anglo-centric RAI 
Discourse
• Dimensions of bias (mostly gender, sexual 

orientation, religion and ethnicity; not much work 
on caste, linguistic hegemonies, food habits)

• Western/Anglo-centric Values (Secular-democratic 
and self-expressionistic as opposed to traditional, 
survival and community-based)

• Concepts of privacy, technology and harm varies by 
culture

Sambasivan et al. (2021) Re-imagining 
algorithmic fairness in india and 
beyond. CoRR, abs/2101.09995.

Bhatt et al. (2022) Recontextualizing 
fairness in NLP: The case of India. In 
Proceedings of AACL 2022 

Ramesh et al. (2023) Fairness in 
Language Models Beyond English: 
Gaps and Challenges. Findings of EACL 
2023
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WVS Database (worldvaluessurvey.org)

Value Pluralism and 
Value-Alignment
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Approaches to Alignment

Data

• Curate training 
data

• Filtering

• Counterfactuals

Model

• RLHF

• Fine-tuning

• Projection on 
unbiased 
subspaces

Application

• Prompting 
strategies

• Pre/post 
processing

1. Filtering policies depends on 
application (and context of use)

2. Generic Models (with biases) are 
useful. 
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Ramesh et al. (2023) Fairness in Language Models Beyond English: Gaps and Challenges. 
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Other Issues

• Datasets, evaluation and measurements

• Affect of model compression & distillation on Multilingual bias

• Crosslingual Transfer of bias

• Deployment & Sustainability

121



Working with Multilingual Language Communities

Kalika Bali



Socio-economic impact much harder to 
measure (one has to work till 

deployment)
Understand the needs: Different linguistic 

communities have different needs
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Can we truly 
impact a 
language 
community?
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“The L in NLP is Language, language means people “
(Schnoebelen 2017)

EthNLP2017, Friedman et al 2006

Look

Look to NLP  to 
assist people, not 
replace them

Identify

Identify 
stakeholders

Design

Design to support 
stakeholders’ values 
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Community Efforts

Community Led

Govt Led

Monolingual Multilingual

Arabic Bert

Americas NLI
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Community Efforts

AI4Bharat
Funded by govt, MNCs, 
philanthropies

1 Billion data items in 22 languages

250 + AI Models

Tools

OpenSource

Masakhane
Community Building

>1000 members

49 translation datasets in 38 
languages

Range of models/systems from MT 
to QnA

Americas NLI
Group of NLP researchers

Very low resource indigenous 
languages

Data and Models

Shared tasks
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The Tale of Three Languages

Gondi

Dravidian language

2.3 million tribal 
speech community in 
south and central India

Mundari

Austro-Asiatic 
language

~1 million speakers in 
the eastern parts of 
the country.

Idu Mishmi

Sino-Tibetan language

11-17 k speakers in the 
North-eastern state 
of Arunachal Pradesh

"We want access to 
information available in 

Hindi"
"We want books for 

our children"

"We want digital 
resources for teaching 
and learning Mundari"

"Can you build a digital 
dictionary ? A 

keyboard? Children's 
book?"
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 Lessons Learnt
Building For and With Communities

Balancing between long-term tech 
interventions and the immediate needs 

of the community

Solidifies a trust dynamic: as the 
community sees an immediately-needed 
artifact as evidence of the LT’s intent & 

capability, early-on.

Case-Study: Gondi – Invested in the 
development of both, immediately usable 
artifacts (dictionary, content distribution 

app) while working towards Machine 
Translation data collection.

Lesson 1 Lesson 3Lesson 2

Understanding and Incentivizing 

Motivation for all Stakeholders

Incentivization needs to be continuous (a 

long-term deliverable is not enough) and 

context-dependent.

Case-Study: Intellectual incentives for 

Gondi (Adivasi Radio), Exploration of 

Community Payment in Gondi

Choosing the Right Platform

Using familiar environments for 

community interaction is scalable, 

sustainable and involves low cognitive 

effort investment from the member.

Case-Study: WhatsApp for Gondi 

Data Collection, Offline Methods for 

Idu-Mishmi Data Collection 

(Resource-Dependent Platform 

Selection)
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Lessons Learnt
Building For and With Communities

Lesson 4 Lesson 5 

Setting the Right Expectations of the technological 

Interventions – Early On

Must prepare against an Intent-Expectation-Deliverable 

Mismatch: Involve users in the evaluation of the system so 

that they can observe both, consistent improvement and 

irreconcilable pitfalls of the technology.

Case-Study: Gondi MT Model Manual evaluations 

(dialectal inconsistency as the irreconcilable pitfall)

Credible partnership between the community and 

other stakeholders

Ensures that the right problems are being solved, 

promote healthy interactions between parties

Case-Study:  Different Agents don these roles - Gondi: 

CGNet Swara [NGO]

Mundari: Academic Linguists [Academics]

Idu-Mishmi: The Idu-Mishmi Culture and Language 
Society [Community]
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Crowdsourcing for community 
engagement 



Data Data Workers

Requires little training

Massive amounts of work available

Predominantly digital workGOODTH
E

AI Models
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AI Models Data Workers

BADTH
E

Data Work
Platforms

Data workers get a very 
small fraction of the 
value generated by data
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Enable income opportunities for people wherever they are

Living Wage Data Ownership Safe Work

20000+
workers

20
states

12 million 
tasks completed

Project 
Karya

Karya 
Inc
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Qualitative 
Interviews and 
Surveys

How is the use of 
Tech influencing 
their relationship 

with…

their own 
self

The social 
structure

Each other

Digital 
world

Social and 
Economic 

issues
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Who are we building for? building for?

Users are not a homogenous monolith

Confirmation Bias

We all live at an intersection of our identities 
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Intersection of 
Digital Work and 
Gender
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Women workers on Karya Platform

• Assumptions
• Women in this demography have difficulty in accessing work

• Platforms like Karya will help overcome these difficulties 
• Women can work on their phones

• Women can work at their convenience

• Women can work from their own homes
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Women workers on Karya Platform

• Reality
• Women in this demography have difficulty in accessing work 

• Platforms like Karya will help overcome these difficulties –         
• Women can work on their phones

• Women can work at their convenience

• Women can work from their own homes

MAY
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Conclusion



Open Questions

• Determining data mixtures for training MLLMs 

• Sample efficiency – how little pre-training data can be used to train a 
model
• When there is no related language/script in the data?
• When there are more data in related languages using same scripts?

• Can we use external tools or affordances to boost multilingual 
performance of LLMs post-training?

• Impact of post training on multilinguality

• RLHF/fine-tuning in English - impact on non-English languages

• Datasets for measuring socio-cultural knowledge/reasoning
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Open Questions

• Can we incorporate linguistic knowledge in these models to process 
novel languages with very little data?

• Revitalizing Endangered languages

• Multilingualism (code-switching, borrowing), language change

• Multimodal + multilingual models

• Speech-based multilingual models for unwritten languages

• Trade-offs between Universal Large LMs and smaller language or 
language-family-specific LMs

• Can Universal LLMs do meta-linguistic reasoning?
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Topics not covered in this tutorial

• Transliteration and script transfer techniques

• Modular and Parameter-Efficient Fine-Tuning for NLP Models 
• EMNLP 2022 tutorial 

https://docs.google.com/presentation/d/1seHOJ7B0bQEPJ3LBW5VmruMCILi
VRoPb8nmU2OS-Eqc/edit?ref=ruder.io

• Code-mixing and multilingualism
• EMNLP 2019 tutorial https://genius1237.github.io/emnlp19_tut/

• Language variation (by time, region and demography) and its 
coverage in LLMs
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Tutorial 
resources

Website

https://aka.ms/acl2023tutorial

Contact Us

vishrav.chaudhary@microsoft.com

barun.patra@microsoft.com

sunayana.sitaram@microsoft.com

monojitc@microsoft.com

kalikab@microsoft.com
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