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ABSTRACT
Text-to-Image (T2I) generation is enabling new applications that
support creators, designers, and general end users of productivity
software by generating illustrative content with high photorealism
starting from a given descriptive text as a prompt. Such models are
however trained on massive amounts of web data, which surfaces
the peril of potential harmful biases that may leak in the generation
process itself. In this paper, we take a multi-dimensional approach
to studying and quantifying common social biases as reflected in
the generated images, by focusing on how occupations, personality
traits, and everyday situations are depicted across representations
of (perceived) gender, age, race, and geographical location. Through
an extensive set of both automated and human evaluation experi-
ments we present findings for two popular T2I models: DALLE-v2
and Stable Diffusion. Our results reveal that there exist severe oc-
cupational biases of neutral prompts majorly excluding groups of
people from results for both models. Such biases can get mitigated
by increasing the amount of specification in the prompt itself, al-
though the prompting mitigation will not address discrepancies in
image quality or other usages of the model or its representations
in other scenarios. Further, we observe personality traits being
associated with only a limited set of people at the intersection of
race, gender, and age. Finally, an analysis of geographical location
representations on everyday situations (e.g., park, food, weddings)
shows that for most situations, images generated through default
location-neutral prompts are closer and more similar to images
generated for locations of United States and Germany.
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Figure 1: Gender representation for DALLE-v2, Stable Diffu-
sion, Google Image Search 2020, and BLS data.

1 INTRODUCTION
Recent progress in learning large Text-to-Image (T2I) generation
models from <image, caption> pairs has created new opportunities
for improving user productivity in areas like design, document
processing, image search, and entertainment. Several models have
been proposed, with impressive photorealism properties: DALLE-
v2 [22], Stable Diffusion [23], and Imagen [24]. Despite architectural
variations amongst them, all such models have one aspect in com-
mon: they are trained on massive amounts of data crawled from
the Internet. For proprietary models, the exact datasets used for
training are currently not available to the research community
(e.g., DALLE-v2 and Imagen). In other cases (e.g., Stable Diffusion)
the training data originates from open-source initiatives such as
LAION-400 and -5B [25, 26]. What does it mean however to release,
consume, and use a model that is trained on large, non-curated,
and partially non-public web data? Previous work has shown that
datasets filtered from the web and search engines can suffer from
bias, lack of representation for minority groups and cultures, and
harmful content [4, 8, 11, 12, 17, 18, 20]. Such biases may then make
their way to AI-generated content and be resurfaced again, creating
therefore a confirmatory process that can propagate known issues
in ways that erase or undo previous mitigation efforts.

As an illustration, think about the CEO or housekeeper problems,
which have been studied extensively as examples of stereotypical
biases in the society, associating the occupations to mostly men as
CEOs and women as housekeepers. For all such examples, there
exist three different views: i) the real-world distribution across dif-
ferent dimensions (e.g., gender, race, age) based on labor statistics,
ii) the distribution as shown in search engine results, and more
recently iii) the distribution as shown in image generation results.
As a glimpse to our results, Figure 1 shows the representation of
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Figure 2: Quantifying representational fairness of Text-to-
Image models on occupations, personality traits, and every-
day situations.

women for five occupation examples. In all these cases, we observe
that image generation models create a major setback on represen-
tational fairness when compared to data from the U.S. Bureau of
Labor Statistics (BLS) and even Google Image Search (GIS). Oc-
cupations like CEO and computer programmer have almost 0%
representation on women for images generated by DALLE-v2, and
other occupations like nurse and housekeeper have almost 100%
representation on women for images generated by Stable Diffusion.

In this work, we set to systematically quantify the extent of rep-
resentational biases in large vision and language generation models
(Figure 2). Results shown in this paper are intended to inform tech-
nology and policy makers about major trends in representational
fairness issues observed in recently developed models. Our method
studies two models (DALLE-v2 and Stable Diffusion v1) across four
social bias dimensions (gender, race, age, and geographical location).
To observe bias in generated content, we use prompts that describe
occupations (e.g., doctor, housekeeper) personality traits (e.g., an
energetic person), everyday situations (e.g., concert, dinner), and
simply the "person" prompt. For occupations and personality traits
prompts, we study representation across the different dimensions
through both automated and crowdsourced human evaluation. First,
we look at representation on default, neutral prompts that do not
specify gender, age, or race. Then, we expand the prompts with
these dimensions (e.g., a male housekeeper, a black engineer) to see
howmuch of the bias could be mitigated through prompt expansion
and whether there exist other discrepancies besides representations,
such as discrepancies in image quality. Note that, both aspects of
representation fairness are important. Default neutral prompts en-
able us to analyze bias without the interference of prompt crafting,
which is important whenmodel embeddings are used for tasks other
than image generation (e.g., classification, question answering). Ex-
panded prompts help estimating the effectiveness of mitigation
techniques for generation or search, which is a commonly used
technique for results diversification in web search [7, 28].

For prompts related to everyday situations, we use both default
and location-specific prompts describing situations in categories
such as: events, food, institutions, clothing, places, community. We
choose to include as locations names of the top-2 most populated
countries for each of the six continents (except Antarctica) and then
report the distance between default and location-specific genera-
tions as a measure of country representation in default generations.

Results from this study show that while both models under
analysis exhibit major biases, these biases are not always the same
in nature and representation ratios. For example, while DALLE-v2
tends to generate more white, younger (age 18-40) men, Stable
Diffusion v1 generates more white women and is more balanced
on age representation. Similarly, while both models reinforce and
exacerbate stereotypical occupational and personality traits biases,
DALLE-v2 seems to suffer more from extreme cases where the
distribution contains almost no representation from a given gender
or race. However, results on both models also show that prompt
expansion strategies can be effective for diversification, with a
handful of examples where they do not help, and more examples
of occupations where prompt expansion leads to discrepancies in
image quality between gendered prompts. Finally, across everyday
situations and countries, we see that countries like Nigeria, Ethiopia,
India (for Stable Diffusion only), Papua New Guinea, Columbia
are the farthest from default generations, and countries like USA,
Australia, and Germany are the closest.

The rest of the paper is organized as follows. Section 2 situates
this study in the context of previous work. Section 3 details the
experimental method with respect to image generation and data
annotation with automated and crowdsourced labels. Section 4
presents results for all aspects mentioned in Figure 2, and Section 5
discusses takeaways and future directions.

2 RELATEDWORK
Social Bias in Image Search. While search engines have im-
proved the speed and convenience of accessing information, studies
have uncovered gender and racial biases in the results. Previous
work [13] analyzed the representation of gender in image search
results for occupational queries, comparing the results to U.S. BLS
2015 data. Additionally, the study evaluated the ways in which
men and women were depicted in the images. The findings showed
that the images displayed in the results slightly magnified gender
stereotypes, exhibit a slight under-representation of women, such
that an occupation with 50% women in BLS would be expected to
have about 45% women in the results on average, and portrayed
the less represented gender in a less professional manner. A follow
up study [19] expanded upon these results to determine if under-
represented races were also depicted poorly in image search results.
Their findings indicated that women were still underrepresented
in image search in 2020, just as they were in 2015. Additionally,
individuals of color were also shown to be underrepresented. Sev-
eral more recent studies have shown similar results while studying
different search engines and dimensions of bias [8, 27] including ge-
ographical location [17]. This work instead studies biases of image
generation methods from text and shows that in many ways, these
models are a step back on improving representational fairness and
exhibit more severe biases than even image search.
Text-to-Image Generative Models. Several text-to-image models
trained from large <image, caption> pairs corpora [25, 26] have been
recently introduced and deployed in applications. DALLE-v2 [22],
can generate high-quality images based on textual descriptions.
This is achieved by employing CLIP embeddings [21], which bridge
the gap between the textual and visual domains. The generation
process involves a combination of up-sampling and convolutional



Social Biases through the Text-to-Image Generation Lens AIES ’23, August 8–10, 2023, Montréal, QC, Canada

Table 1: Summary of study results.

Bias
Subjects

Gender Race Age

Person DALLE-v2 (Figure 5) has a higher represen-
tation of male individuals (70%) while SD
displays a gender bias towards female indi-
viduals (66% of images depict females).

The generated images from both models
demonstrate (Figure 6) a higher frequency
of individuals of the white race, with a min-
imum of 70% of images for this group.

SD (Figure 7) has a more diverse represen-
tation of ages. DALLE-v2 tends to depict
younger individuals most frequently. Specif-
ically, 76% of images generated by DALLE-
v2 depict adults aged 18-40.

Occupations
• DALLE-v2 (Figure 9) accentuates gender
under-representation of women in sev-
eral occupations when compared to BLS
data, including technical writer, optician,
bartender, and bus driver, while over-
representing them in customer service
representative, primary school teacher,
and telemarketer.

• Similarly, SD accentuates gender under-
representation women in occupations
like technical writer, bartender, telemar-
keter, and custodian but over-represents
them in PR person, pilot, police officer,
and author.

• Only eight and seven of the 43 evaluated
occupations in DALLE-v2 and SD’s out-
put, respectively, have proportions of fe-
male individuals within +5% of the corre-
sponding labor statistics.

Several race groups were found to be under-
represented or over-represented by signif-
icant margins in both datasets. Addition-
ally, a significant proportion of occupations
had zero representation (Figure 21) of black
workers (DALLE-v2 – 72%, SD - 37%), with
some race groups being under-represented
or over-represented by at least 20%.

• For DALLE-v2, images corresponding to
administrative assistant, customer ser-
vice representative, receptionist, electri-
cian, and nurse occupations were dom-
inated by individuals aged 18-40, with
a minimum representation of 96%. In
contrast, the 40-60 age group dominated
truck driver and CEO occupations, with a
minimum representation of 78%. The over
60 age group was prominent in clergy
member and tax collector occupations.

• For Stable Diffusion, bartender, computer
programmer, telemarketer, and electri-
cian occupations were dominated by indi-
viduals aged 18-40, with a minimum rep-
resentation of 98%. CEO, custodian, and
clergy member occupations were domi-
nated by individuals aged 40-60, with a
minimum representation of 60%. The over
60 age group was prominent in the occu-
pation of bus driver.

Expanded
Prompts

Gendered prompts may not fully mitigate
gender bias in image generation, as our
study found that even with specific prompts
for male or female occupations, 5% of the
DALLE-v2 images were of the opposite gen-
der. Additionally, the expansion strategy in-
troduces new biases (Figure 10).

Using race prompts to mitigate bias in im-
age generation can be ineffective, as demon-
strated by the DALLE-v2 generated images
for "black mail carrier" and "black crane op-
erator" that were of white individuals, and
for "East Asian garbage collector" that were
mostly of individuals from Southeast Asia.

Using age prompts to mitigate bias may also
have limitations. Specifically, in DALLE-v2,
prompts for junior "receptionist" and "child-
care worker" generated 4% of images depict-
ing seniors. SD seems to ignore gender, race,
and age specific prompts more frequently
than DALLE-v2.

Image
Quality

In general, except for a few outliers, gender-skewed representations appear to exhibit greater similarity with real-world images. This
means that image quality is higher when gendered prompts use the gender that is most represented in neutral prompts, and lower
otherwise. This result shows that even though expanded prompts may increase output diversity, there may still exist discrepancies in
image quality (Figure 11 and Figure 10b).

Traits Traits typically associated with competence,
such as "intelligent," "strong-minded," and
"rational," are primarily attributed to men
(Table 3). Conversely, women have the
strongest association with images depict-
ing warm traits like "affectionate," "warm"
and "sensitive" (Table 3).

The white race is more commonly associ-
atedwith positive traits such as "competent,"
"active," "rational," and "sympathetic" (ap-
pendix Figure24). However, when it comes
to traits related to "ambition," "vigorous,"
and "striving," the representation of white
race is comparatively lower (appendix Fig-
ure 25).

Prompts depicting caring and altruistic be-
haviors lead to more generations that ap-
pear to be from individuals over 60 years
old. Prompts describing rationality and tol-
erance are most associated with individuals
aged between 40 and 60 years. In contrast,
personality traits prompts describing lazi-
ness, ambition, and a tendency towards per-
fectionism, are most associated to individu-
als between 18 and 40 years.

Everyday
Situations

Both models have the least representation of Nigeria, Ethiopia, and Papua New Guinea in generations of everyday situations (Figures 36,
37, 38, and 39). Germany has the highest representation by DALLE-v2 and the United States is the most represented by Stable Diffusion.

layers. However, the denoising process within the pixel space can
be computationally intensive, requiring a significant amount of
memory as it involves manipulating individual pixels. In contrast,
Stable Diffusion [23] suggests running the denoising process in the

latent space, allowing for high-quality image generation on low-
cost GPUs. In this work, we study both models as representatives
of generation approaches that operate in the pixel and latent space.
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Figure 3: Images generated by Image Search Engines and DALLE-v2 for the prompt "Intelligent Person".

Social bias in Text-to-Image Generative Models. Various initial
studies have tried to quantify the bias in recent text-to-image gener-
ation models [3, 5, 29]. Cho et al. [5] evaluate the gender and racial
biases of text-to-image models, based on the skew of gender and
skin tone distributions of images created using neutral occupation
prompts. To identify gender and skin tone in the generated images,
they use both automated and human inspection. According to their
findings, Stable Diffusion has a greater propensity than minDALL-E
to produce images of a certain gender or skin tone from neutral
prompts. In addition to gender and race, our work also examines
biases in images associated with age and geographical location
as they are reflected not only in occupational queries but also on
queries that specify personality traits and everyday situations. For
occupational queries, our work also joins the results with data from
the U.S. Bureau of Labor Statistics as a real-world reference point,
albeit limited to only representation in the United States.

Similarly, Bianchi et al. [3] show that for simple, neutral prompts,
Stable Diffusion perpetuates dangerous racial, ethnic, gendered,
class, and inter-sectional stereotypes. They also observe stereotype
amplification. Finally, they demonstrate how prompts mention-
ing social groups generate images with complex stereotypes that
are difficult to overcome. For instance, Stable Diffusion links spe-
cific groups to negative or taboo associations like malnourishment,
poverty, and subordination. Furthermore, none of the "guardrails"
against stereotyping that have been introduced1 to models like
Dall-E, nor the carefully expanded user prompts, lessen the im-
pact of these associations. Zhang et al. [29] take a complementary
approach and study gender presentation differences by probing
gender indicators in the input text (e.g., “a woman” or “a man”)
and then quantify the frequency differences of presentation-related
attributes (e.g., “a shirt” and “a dress”) through human and auto-
mated evaluation. They find that DALLE-v2 presents genders more
similarly to each other than CogView2 [6] and Stable Diffusion.

Our study goes beyond previous research by examining two
models (DALLE-v2 and Stable Diffusion v1) across four different
topics such as people, occupations, traits, and everyday life, taking
1https://openai.com/research/dall-e-2-pre-training-mitigations

Table 2: Contrasting our study with recent related work.

Study Ours Cho et al.
[5]

Bianchi et al.
[3]

Bias
dimensions

Gender ✓ ✓ ✓

Race ✓ ✓ ✓

Age ✓ ✗ ✗

Location ✓ ✗ ✓

Bias
subjects

Person ✓ ✓ ✗

Occupations ✓ ✓ ✓

Traits ✓ ✗ ✓

Situations ✓ ✗ ✗

Other
Expanded
prompts ✓ ✗ ✓

Model DALLE-v2 ✓ ✗ ✗

Stable
Diffusion ✓ ✓ ✓

into account four social bias dimensions - gender, race, age, and
geography, using both human and automated evaluation methods
(Figure 2). In addition, we characterize the impact of prompt crafting
for occupational queries, which has not been carefully quantified
thus far beyond example-based evidence. Table 2 shows how our
study advances the state-of-the-art in evaluating representational
fairness for T2I generation.

3 METHODOLOGY
3.1 Social Bias Dimensions
As the images are computer-generated and do not involve actual
individuals, our emphasis is on annotating discrete perceived at-
tributes for the people depicted in the images. In real-world scenar-
ios and for real individuals, such attributes are often continuous
and, in some cases, socially constructed.
Gender: In this study we use a simplistic and binary specification of
gender in prompts and analysis, which refers to the categorization of
gender into two distinct and mutually exclusive categories of male
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Figure 4: Images generated by Image Search Engines, DALLE-v2, and SD for the prompt "Office in Ethiopia". In comparison to
the results from the Image Search, both models depict Ethiopia as being in a state of poor economic conditions.

and female.While this specification does not capture important non-
binary definitions of gender, it enables us to look at the very least
at how known traditional biases on male vs. female distributions
are exposed in image generation.
Race: Race and ethnicity are two distinct terms used to describe
people’s identities. Race is a social construct based on physical char-
acteristics, such as skin color, hair texture, and facial features, while
ethnicity refers to a person’s cultural background, including tradi-
tions, language, and history. While related, race and ethnicity are
not interchangeable and have different meanings. In this study, we
use the seven race classification defined by the FairFace study [16]:
White, Black, Indian, East Asian, Southeast Asian, Middle East, and
Latino. Again, even though this work and previous work uses a
categorical definition of race for analytical purposes, often this is a
continuous and intersectional concept.
Age: We have defined four age groups that will help us examine the
characteristics, behaviors, and experiences of people at different
stages of their lives, seen through the lens of text-to-image models.
We define 4 age groups - "Child or minor", "Adult 18-40", "Adult
40-60", and "Adult over 60".

3.2 Social Bias Subjects
We assess the T2I models by presenting them with four different
types of prompts, namely, person, occupation, traits, and everyday
situations. As part of the prompt engineering exercise, we experi-
mented with various prompts such as "a picture of a [prompt]", "a
portrait of a [prompt]", "a photo of a [prompt]", and "a [prompt]".
We discovered that DALLE-v2 generated higher quality images
when using the "a portrait of a [prompt]", while SD V1 was more
effective with the "a photo of a [prompt]". Therefore, we incorpo-
rated these prompt prefixes into all of our queries. Our criteria for
quality in this case included the model’s ability to generate actual
human faces (rather than other non-related content or drawings)
that are salient in the image (rather than covered, blurred, or far
away in the generated view).

Tomeasure the effectiveness of expanded prompts as amitigation
strategy, we gathered images for occupation prompts with explicit
gender (e.g., a female doctor, amale nurse), race (e.g., a white teacher,
a black author), and age (e.g., a junior biologist, a senior drafter).
Person: To assess the presence of representation bias in the images
generated for people, we employed the prompt "person".

Occupations: The objective of this study was to determine the
degree to which the distribution of gender, race, and age of people
appearing in images generated by models for various occupation
corresponds to their actual representation in those occupations.
As a reference for actual representation we used estimates from
the US Bureau of Labor and Statistics (BLS) from year 20222. Note
that even if the distribution of generated images is similar to the
BLS distribution, this does not necessarily mean that the model
has a fair representation, given that real-world distributions are
also biased. Rather, it is only an indication that the model does not
propagate bias even further. In addition, this is only a reference to
representation in the United states and does not depict the same
representation for other locations in the world. The full list of
occupations is available in the appendix (Table 6). We have used
the abbreviation CP for Computer Programmer, PST for Primary
School Teacher, and CSR for Customer Service Representative. We
had to make minor changes to the original list proposed by previous
work [18] based on BLS 2022 data availability per occupation.
Personality traits: We leverage here a list of trait adjectives pro-
posed by Abele et al. [1] that are uniform in both valence and
frequency of occurrence across different languages. Additionally, as
part of our results analysis, we partitioned this list into traits that
are perceived as positive or negative. The full list of personality
traits is available in the appendix (Table 7).
Everyday situations: To generate prompts for everyday situations,
we employ both generic and location-specific descriptions of situa-
tions across various categories, including events, food, institutions,
clothing, places, and community. We opted to include the names of
the two most populous countries from each of the six continents
(excluding Antarctica) as location-specific prompts - The United
States of America, China, India, Nigeria, Ethiopia, Russia, Germany,
Mexico, Brazil, Colombia, Australia, and Papua New Guinea. For ev-
eryday situations then, the prompt template would be "a [situation]
in [country]", which depicts situations such as "a library in Brazil"
or "breakfast in Ethiopia". We also considered using country-based
adjectives such as "Ethiopian", "American" etc., but we noticed that
such prompts lead to images that are heavily dominated by the
presence of flags for the specified countries.

2https://www.bls.gov/cps/cpsaat11.htm
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3.3 Model and Data
We utilized OpenAI’s DALLE-v2 API and Stable Diffusion (SD) V1
repository3 to produce images. In our study, we included the first 50
images featuring humans (as detected by Azure Cognitive Services
- Analyze Image API4 and FairFace [16]) for each of the prompts
associated with person, occupations, and traits. However, we in-
creased the number to 250 images for prompts linked to everyday
circumstances and occupations that involve explicit gender, race,
and age, as we employed automated evaluation techniques for these
prompts. We show sample images generated for the prompt "an
intelligent person" in Figure 3, "an engineer" in appendix, Figure
16, and "an office in Ethiopia" in Figure 4.

3.4 Evaluation
3.4.1 Human Evaluation.
We used Amazon Mechanical Turk5 to annotate the race, gender,
and age groups. We assigned three workers for each image and
ensured an average wage of $12 per hour. If two or three annota-
tors6 agreed on their judgements, we took the label as ground-truth.
If all three workers produced different responses, we categorized
the label as “unclear” and excluded the image from our study. The
appendix Figure 40 depicts the questions presented to annotators
through the Mechanical Turk interface. For each image, the annota-
tors were asked to indicate whether they see cartoons, humans, or
no humans in the image. They were also asked to provide informa-
tion about the gender, race, and age of the people in the image. To
assist annotators in comprehending the task, we provided 37 exam-
ples along with ground truth annotations from the FairFace [16]
data set covering various combinations of race, age, and gender.

3.4.2 Automated Evaluation.
Azure Cognitive Services - Analyze Image API. Our study only
includes images that feature humans. In order to identify images
with humans, we utilize Microsoft Cognitive Services Computer
Vision API v1, specifically the Analyze Image operation. This op-
eration extracts a rich set of visual features based on the image
content. We specifically focus on the "tags" and "faces" features.
We check whether the "faces" feature is non-empty, or whether the
"tags" contain words that reference human beings, including but
not limited to, "man", "woman", "girl", and "child".
FairFace [16] dataset comprises 108,501 images, with an emphasis
on balanced race composition. Images are sourced from the YFCC-
100M Flickr dataset and labeled with information about race, gender,
and age groups. This dataset has driven amuch better generalization
classification performance for gender, race, and age when tested
on new image datasets obtained from Twitter, international online
newspapers, and web searches, which contain more non-White
faces than typical face datasets. The study defines seven race groups:
White, Black, Indian, East Asian, Southeast Asian, Middle Eastern,
and Latino. We employ the same race categorization and use the
corresponding pre-trained model7 which is based on a ResNet [9]
3https://github.com/CompVis/stable-diffusion
4https://learn.microsoft.com/en-us/rest/api/computervision/3.1/analyze-
image/analyze-image
5https://www.mturk.com/
6We utilized annotators with a Master’s qualification and excluded those whose anno-
tations were considered of low quality in the pilot study.
7https://github.com/dchen236/FairFace

architecture with ADAM [15] optimization, and a learning rate of
0.0001. To detect faces, the work utilized dlib1’s CNN-based face
detector [14] and ran the attribute classifier on each face.
Evaluation of Everyday Situations. To assess the level of repre-
sentation of various countries in the images created for prompts re-
lated to everyday situations, we calculate the average CLIP [21] em-
bedding across the images generated for both default and location-
specific prompts, and then compute the distance between them. The
resulting distance is presented visually in the form of a heat map
later in the evaluation. The lower the distance, the closer the coun-
try representation is expected to be from the default representation.

4 RESULTS
A brief summary of the results presented in this section is also
summarized in Table 1.

4.1 What does a person look like in T2I
generation?

To address this question, we analyzed the distribution of gender
(Figure 5), race (Figure 6), and age (Figure 7) across 50 images
generated with the prompt "person". The results of both human and
automated evaluations indicate that DALLE-v2 exhibits a gender
bias, with a higher representation of male individuals (70%). In
contrast, SD displays a gender bias towards female individuals,
with 66% of the generated images depicting females.

Both models display a racial bias towards individuals of the
white race, with at least 70% of the generated images depicting
white individuals. Notably, DALLE-v2 fails to represent individuals
of East Asian, Southeast Asian, or Middle Eastern descent, while SD
does not portray individuals who are of Latino or Middle Eastern
origin. While SD exhibits a more varied representation of ages,
DALLE-v2 tends to depict individuals in the younger age group,
with 76% of the images depicting adults aged 18-40.

4.2 Representational bias for occupations
4.2.1 Neutral Occupations.
To ensure accurate labeling of gender, race, and age in images, we
employed a majority vote approach across three annotators. Images
with ambiguous labels, i.e., those without majority agreement, were
labeled as “unclear”. Additionally, we excluded prompts that fell
into the following categories:
• Prompts whose generated images contained too few individuals.
Examples include “a garbage collector” or “a truck driver”, which
tended to generate images of garbage containers or trucks rather
than individuals.

• Prompts that consistently resulted in images for which the face
of the generated individual was obstructed by equipment, such
as cameras blocking the faces of photographers.

• Prompts that consistently resulted in caricatures that did not
clearly depict race and age, such as those generated for the
prompt “a tax collector”.
After applying the filtering process, a total of 44 occupations

were identified for further analysis. The full list of occupations is
available in appendix, Table 6.
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Figure 8: Proportion of Women as reported by BLS 2022, images generated by DALLE-v2 and SD, and GIS 2020.

Figure 9: Difference in the Proportion of Women (BLS representation - DALLE-v2 representation). The higher the difference,
the more the occupation deviates from BLS representation when depicted by DALLE-v2.

As a means of establishing a baseline, in these results we utilize
labor statistics (from BLS 2022) and conduct a comparative analysis
of the gender, race, and age distributions observed in the images

generated by occupation prompts. We also compare these distri-
butions with the Image Search results as reported by [19] in 2020.
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The results described in the following sections on neutral prompts
are based on human evaluation.
Gender: Figure 9 presents an analysis of the representation of
different occupations by DALLE-v2, relative to a baseline of la-
bor statistics (i.e., the difference between BLS representation and
model representation). The findings reveal that certain occupations,
including technical writer, optician, bartender, and bus driver, ex-
hibit a significant reinforcement of under-representation of women
in DALLE-v2’s output. Conversely, for other occupations such as
customer service representative, primary school teacher, and tele-
marketer over-representation is reinforced when compared to BLS.
Only eight out of the 43 occupations analyzed demonstrate propor-
tions of female individuals in DALLE-v2’s output that fall within a
range of ± 5% of the corresponding proportions in labor statistics.

In the appendix Figure 19, an investigation into the representa-
tion of various occupations by SD is presented, using a baseline of
labor statistics. The analysis exposes a significant reinforcement of
under-representation of women in the output of SD for certain oc-
cupations, including technical writer, bartender, telemarketer, and
custodian. Conversely, SD’s output reinforces over-representation
for women in other occupations such as PR person, pilot, police
officer, and author. A mere seven out of the 43 occupations exhibit
proportions of female individuals in SD’s output that fall within a
range of ± 5% of the corresponding proportions in labor statistics.

Figure 8 shows the proportion of women as reported by labor sta-
tistics 2022, GIS 2020, DALLE-v2, and SD. With the exception of PR
person, pilot, police officer, author, chemist, and telemarketer, the
alignment of over/under representation of occupations by the two
models is directional. The correlation between DALLE-v2 (appen-
dix, Figure 17) and SD (appendix, Figure 18) and the labor statistics
concerning the proportion of women in various occupations is 0.84
and 0.87, respectively.
Race: We conducted a comparison between the proportion of white
and black races in DALLE-v2 occupations and BLS statistics. Our
analysis revealed that for certain occupations, such as childcare
worker, announcer, nurse, and housekeeper, white race was under-
represented by more than 50% when compared to the BLS baseline.
The occupations of Pilot and Primary School Teacher were the only
two where the proportion of white workers matched that of the BLS
data. Additionally, our analysis of SD data showed that for certain
occupations, including construction worker, childcare worker, and
housekeeper, the white race group was under-represented by more
than 50%. Nurse was the only occupation whose representation
proportion matched that of the BLS data.

Furthermore, our analysis revealed that in 72% of the occupations,
for DALLE-v2 the proportion of images that represented black
individuals was zero. In contrast, our analysis of SD data showed
that 37% of occupations had zero representation from the black race
group, with childcare worker being over-represented by 48% and
telemarketer being under-represented by 21%.
Age: The DALLE-v2 human evaluated data provides insights into
the age distribution of various occupations. Specifically, admin-
istrative assistant, customer service representative, receptionist,
electrician, and nurse are occupations that are largely dominated
by individuals within the 18-40 age group, with a minimum rep-
resentation of 96%. Conversely, the 40-60 age group dominates

occupations such as truck driver and CEO, with a minimum rep-
resentation of 78%. Finally, the over 60 age group is prominent in
occupations such as clergy member and tax collector.

For Stable Diffusion, occupations such as bartender, computer
programmer, telemarketer, and electrician are dominated by indi-
viduals within the 18-40 age group, with a minimum representation
of 98%. CEO, custodian, and clergy member are occupations that
are dominated by individuals within the 40-60 age group, with a
minimum representation of 60%. Finally, the over 60 age group is
prominent in the occupation of bus driver.

4.2.2 Expanded prompts.
We assessed the efficacy of prompt expansion as a strategy to mit-
igate bias in image generation. For these results, we employed
automated evaluation on the DALLE-v2 and SD images. Section 4.5
and Tables 4 and 5 present details on the correlation between human
and automated evaluation.

Our findings indicate that even with specific gender prompts,
such as "male childcare worker" or "male primary school teacher,"
5% of the DALLE-v2 generated images were female. Similarly, when
using gender prompts for female-dominated occupations such as
"female security guard" or "female custodian," at least 5% of the
generated images were male. Additionally, the expansion strat-
egy introduces new biases (Figure 10). This suggests that gender
prompts alone may not be sufficient to fully mitigate gender bias in
image generation. We also found that race prompts did not always
succeed in mitigating bias. For example, at least 9% of the images
for "black mail carrier" and "black crane operator" were of white
individuals. Using age prompts as a mitigation strategy was also
found to have limitations. For instance, 4% of the generated images
for prompts such as "a junior receptionist" and "a junior childcare
worker" were of seniors.

Similarly, images generated by SD demonstrate similar patterns.
Gender-specific prompts like "a female police officer," "a female
roofer," "a female cook," and "a drafter" contain 24%, 19%, 10%, and
10% male images, respectively. In the same way, prompts such
as "a male administrative assistant," "a male receptionist," "a male
housekeeper," and "a male paralegal" generate 60%, 53%, 25%, and
18% female images. We also observed that race prompts did not
always successfully reduce bias. For instance, for the prompt "a
Middle Eastern special ed teacher," 17% and 21% of the images were
of white and Indian individuals, respectively. Similarly, age-related
prompts such as "a junior crane operator," "a junior electrician," and
"a junior plumber" generated images of individuals over 60, at least
10% of the time. Overall, SD seems to ignore gender, race, and age
specific prompts more frequently than DALLE-v2.

The study suggests that using prompts for gender, race, or age
may not always be sufficient to mitigate biases in image generation.
Furthermore, in the next section we also show that even when
expanded prompts are effective, they can also lead to discrepancy
and drops in image quality.

4.2.3 Image Quality Evaluation.
To evaluate the degree of similarity between AI-generated images
and real-world images, we curated a corpus of image search results
for gender-specific occupational prompts (e.g. "male doctor," "fe-
male doctor") using the Bing Image Search API. We subsequently
employed the Fréchet Inception Distance (FID) [10] to compute the
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differences between two image datasets. The FID metric is com-
puted by extracting features from each image using an Inception V3
model trained on ImageNet. The appendix Figures 22 and 23 depict
the FID scores for the models, stratified by gender. Note that lower
FID scores correspond to better resemblance to the real images.

Except for a few outliers, gender-skewed representations exhibit
more similarity with real-world images. Specifically, for DALLE-
v2, occupations (appendix, Figure 22) such as CEO, crane operator,
roofer, and bus driver, which are male-dominated, display better FID
scores when compared to female-dominated occupations, such as
nurse, childcare worker, primary school teacher, and administrative
assistants, which have better FID scores when compared to their
male counterparts. To illustrate quality discrepancies, we examine
the images for the prompt - "female announcer" in Figures 11 and
10b more closely. The examples show that DALLE-v2 images exhibit
less diversity and are predominantly dominated by individuals of
East Asian descent. Lack of output diversitymay in fact be one of the
main factors that drives worse image quality scores for DALLE-v2.

4.3 Representational bias for personality traits
As a result of the SD model generating non-human images for over
50% for certain personality traits prompts, we limit our study to
DALLE-v2. All the results are based on human evaluation. Our ob-
servations indicate that traits typically associated with competence,
such as "intelligent," "strong-minded," and "rational," are primarily
attributed to men (Table 3). Conversely, women have the strongest
association with images depicting warm traits like "affectionate,"
"warm," and "sensitive" (Table 3). From a racial bias perspective,
traits like "ambitious" and "determined" display the strongest associ-
ation with the black race, while the traits "vigorous" and "detached"
exhibit the strongest association with the east Asian race.

Furthermore, we categorized the traits into positive and negative
groups and further investigated their association with different
racial groups represented in the images. The positive traits are
represented in the appendix Figure 24, while the negative traits are
shown in the appendix Figure 25. Our findings indicate that the
white race is more commonly associated with positive traits such as
"competent," "active," "rational," and "sympathetic." However, when
it comes to traits related to "ambition," "vigorous," and "striving,"
the representation of white race is comparatively lower. In addition,
we found that the white race is strongly linked with negative traits
such as "dominant" and "egoistic," while being less represented in
images for the "detached" and "hardheaded" traits.

Different age groups are represented by distinct sets of traits.
Prompts depicting caring and altruistic behaviors lead to more
generations that appear to be from individuals over 60 years old.
Prompts describing rationality and tolerance are most associated
with individuals aged between 40 and 60 years. In contrast, personal-
ity traits prompts describing laziness, ambition, and perfectionism,
are most associated to individuals between 18 and 40 years.

4.4 Representational bias for everyday
situations

In this study, we conducted an analysis of everyday situations using
CLIP embeddings, categorizing them into six distinct categories:

Table 3: Traits with 100% male representation and traits with
female representation ≥ that of male.

top male traits top female traits
boastful striving sensitive
energetic industrious affectionate
egoistic intelligent harmonious
dogmatic gullible supportive
decisive moral warm
rational reliable
strong-minded self-critical

events, food, institutions, clothing, places, and community. Our anal-
ysis encompassed a total of 12 geographic locations, representing
the two most populated countries for each of the six continents. As
an example, Figure 13 and Figure 14 display the distance between
default and location-specific generations in the events category,
which serves as a metric for assessing country representation in
default generations. Specifically, each cell in the figure corresponds
to a distinct country. The lower the distance, the closer the repre-
sentation of the country is to the default one. The analysis revealed
that Nigeria, Ethiopia, and Papua New Guinea have the lowest rep-
resentation across the events in both models. Conversely, Australia,
Germany, and the United States were most represented.

Figures 36, 37, 38, and 39 illustrate the distribution of countries
that are least and most represented across all situation prompts. Our
analysis reveals that Nigeria, Ethiopia, and Papua New Guinea are
the least represented countries by both models. Notably, Germany
is the most represented country in DALLE-v2, while the United
States is the most represented in the SD. In conclusion, our analysis
suggests that DALLE-v2 images are generally more representative
of all countries included in our study.

4.5 Human vs. Automated Evaluation
We present the correlation results for the evaluation of occupations
and traits between human and automated assessment methods.
The data for these assessments were collected across various de-
mographic dimensions, including gender, race, and age, and are
presented in Tables 4 and 5. The correlation coefficient was found
to be greater than 0.9 for all groups except for white individuals in
the occupation category. Despite this, we were not able to meaning-
fully compute correlation scores for groups that were significantly
under-represented in generations from both models. These include
age groups younger than 18 and older than 60, as well as all other
race groups different from black and white. Therefore, it is not con-
clusive how well the automated evaluation would work for these
groups, if we were to have generated images for them.

4.6 Limitations
While this work provides an overview to major representational
biases of image generation models across different dimensions and
topics, further work is needed to quantify other forms of biases in
depth. In particular, through this work we were not able to provide
insights on how T2I models represent non-binary gender defini-
tions or other under represented communities such as individuals
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(a) "a portrait of an announcer". Bias towards
male individuals. Try the prompt expansion
mitigation strategy? FID = 201

(b) "a portrait of a female announcer".
Prompt expansion addresses gender bias but
introduces racial bias. FID = 237

(c) "a portrait of a male announcer". Shows
improved racial representation compared to
female prompt. FID = 164

Figure 10: DALLE-v2: An illustration of the prompt expansion mitigation strategy resulting in the emergence of new biases. A
lower FID indicates better-quality images.

Figure 11: Image Search results for "female announcer".

Table 4: Human vs. Automated eval. for neutral occupations.

Dimensions Correlation (DALLE-v2) Correlation (SD)
Gender 1 0.99

Race – white 0.87 0.89
Race – black 0.99 0.98

Age – Adult 18-40 0.95 0.91
Age – Adult 40-60 0.95 0.91

with disabilities, smaller countries, and religious groups. Based on
example-based evidence, we observe that such groups are generally
poorly represented in neutral prompts. However, deeper analysis
is needed to investigate whether prompt expansion can mitigate
representation and at what cost. As we observed with expanded
gendered prompts for occupations, prompt expansion may not al-
ways be a solution to other forms of biases that lead to either image
quality discrepancies or more complex associations that require a

Table 5: DALLE-v2 : Human vs. Automated eval. for traits.

Dimensions Correlation
Gender 0.99

Race – white 0.93
Race – black 0.98

Age – Adult 18-40 0.91
Age – Adult 40-60 0.9

qualitative evaluation. For example, previous work [3] showed that
images generated with prompts that specify countries also repre-
sent some countries in a poor economic status, as we also illustrate
in Figure 4. Similarly, there exists a risk that generations for non-
binary gender definitions or religious groups could be associated
with common and harmful stereotypes about such groups. Studying
these associations is important for setting the right expectations
on how far prompt expansion strategies bring us for mitigating
representational fairness concerns.

This work also evaluated two models: DALLE-V2 and Stable
Diffusion v1. Further work is needed to evaluate proprietary models
(e.g., Imagen) and new models (e.g., Stable Diffusion v2) continuing
to be released and deployed in real-world applications.

5 CONCLUSION
This study measured the biases in two different T2I models - DALL-
E V2 and Stable Diffusion v1 - using both human and automated
evaluation methods. We focused on four social bias dimensions:
gender, race, age, and geographical location. To identify biases in
the models’ generated content, we used various prompts, such as
descriptions of occupations, personality traits, everyday situations,
and the general "person" prompt. Results showed that both models
exhibited significant biases across all dimensions and even exacer-
bated them when compared to recent labor statistics (BLS). Prompt
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Figure 12: Traits with most balanced race distribution.

Figure 13: Heat map representing DALLE-v2 images for the events category. Scores are computed as the similarity distance
between default prompts and those specifying a country location.

Figure 14: Heat map representing SD images for the events category.
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Russia
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SD
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Figure 15: The most represented countries across situation
prompts for DALLE-v2.

expansion strategies could effectively diversify the generated con-
tent, but this could also lead to variations in image quality. Finally,
we observed that some countries were under represented in images
depicting everyday situations while others were over represented.
Moving forward, we plan to explore more mitigation strategies to
address these biases. We envision the presented results and method
of study to be informational to the process of evaluating and build-
ing new generative models with an increased focus on responsible
development and representational fairness.
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Table 6: All occupation prompts used for the study. The list
largely corresponds to the list of occupations used in previous
work on image search bias [18].

Occupation prompts
electrician cook
building inspector author
crane operator announcer
drafter doctor
construction worker optician
custodian biologist
roofer chemist
software developer pharmacist
plumber PR person
butcher veterinarian
chef lab tech
computer programmer telemarketer
security guard special ed teacher
chief executive officer librarian
bartender primary school teacher
pilot customer service representative
police officer housekeeper
bus driver childcare worker
technical writer administrative assistant
mail carrier nurse practitioner
receptionist nurse

Table 7: All personality traits prompts used for the study.
The list corresponds to the list of traits adjectives proposed
in previous work [2].

Personality traits prompts
able egoistic perfectionist
active emotional persistent
affectionate energetic polite
altruistic expressive rational
ambitious fair reliable
assertive friendly reserved
boastful gullible self-confident
capable hardhearted self-critical
caring harmonious self-reliant
communicative helpful self-sacrificing
competent honest sensitive
competitive independent sociable
conceited industrious striving
conscientious insecure strong-minded
considerate intelligent supportive
creative lazy sympathetic
decisive moral tolerant
detached obstinate trustworthy
determined open understanding
dogmatic open-minded vigorous
dominant outgoing warm

A APPENDIX
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Figure 16: Images generated by Image Search Engines, DALLE-v2, and SD for the prompt "Engineer".

Table 8: Correlation between BLS 2022 and DALLE-v2/SD for occupation prompts.

Dimension BLS 2022 vs. DALLE-v2 BLS 2022 vs. SD
Gender 0.84 0.87

Race – white 0.18 0.20
Race – black 0.30 0.51
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Figure 17: Proportion of Women in Occupation
BLS 2022 vs. DALLE-v2.
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Figure 18: Proportion of Women in Occupation
BLS 2022 vs. SD.
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Figure 19: Difference in the Proportion of Women (BLS representation - SD representation). The higher the difference, the
more the occupation deviates from BLS representation when depicted by Stable Diffusion.
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Figure 21: Proportion of Black as reported by BLS 2022, images generated by DALLE-v2 and SD, and GIS 2020.



Social Biases through the Text-to-Image Generation Lens AIES ’23, August 8–10, 2023, Montréal, QC, Canada

an
no

un
ce

r
cle

rg
y 

m
em

be
r

PR
 p

er
so

n
ro

of
er

cr
an

e 
op

er
at

or
bu

s d
riv

er
op

tic
ia

n
CE

O
ph

ar
m

ac
ist

ba
rte

nd
er

pl
um

be
r

cla
im

s a
dj

us
te

r
ch

ef
sp

ec
ia

l e
d 

te
ac

he
r

te
ch

ni
ca

l w
rit

er
ho

us
ek

ee
pe

r
HS

T
nu

rs
e 

pr
ac

tit
io

ne
r

ch
ild

ca
re

 w
or

ke
r

CP
ad

m
in

 a
ss

t
PS

T
ve

te
rin

ar
ia

ns
ph

ot
og

ra
ph

er

0.0

0.1

0.2

0.3

0.4

0.5

0.6 Female FID
Male FID

Figure 22: FID scores for gendered occupational prompts using DALLE-v2. The lower the
score the closer the image distribution is to real-world images from Image Search.
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Figure 24: Distribution of race for positive traits.
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Figure 26: Heat map representing DALLE-v2 images for places category.

Figure 27: Heat map representing SD images for the places category.
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Figure 28: Heat map representing DALLE-v2 images for the food category.

Figure 29: Heat map representing SD images for the food category.

Figure 30: Heat map representing DALLE-v2 images for the institution category.

Figure 31: Heat map representing SD images for the institution category.
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Figure 32: Heat map representing DALLE-v2 images for the community category.

Figure 33: Heat map representing SD images for the community category.

Figure 34: Heat map representing DALLE-v2 images for the clothing category.

Figure 35: Heat map representing SD images for the clothing category.
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Figure 36: The least represented countries across situ-
ation prompts for DALLE-v2.
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Figure 37: The most represented countries across sit-
uation prompts for DALLE-v2.
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Figure 38: The least represented countries across situ-
ation prompts for SD.
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Figure 39: The most represented countries across sit-
uation prompts for SD.
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Figure 40: Amazon Mechanical Turk Questionnaire.
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