Towards Successful Deployment of Wellbeing Sensing Technologies: Identifying Misalignments across Contextual Boundaries

Abstract—Affective computing technologies have emerged as promising tools for supporting mental health and wellbeing but face deployment challenges in work and nonwork contexts due to misalignments in boundary preferences, data ownership, values and incentives, wellbeing definitions, and power dynamics. This paper presents a case study on the deployment of a just-in-time emotional support agent in the workplace, highlighting the five categories of misalignments that undermine the successful deployment of personal mental health support systems across these contextual boundaries. The identification and analysis of these misalignments contributes to a deeper understanding of the complexities and challenges faced when implementing affective computing systems for holistic mental health support. By emphasizing the importance of considering these misalignments in future research and development, this paper aims to contribute to the ongoing discourse on the effective and ethical deployment of affective computing technologies across work and nonwork contexts.
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I. INTRODUCTION AND BACKGROUND

Mental health disorders affect a significant portion of the global population, with many individuals unable to access adequate professional support due to a variety of factors, such as limited availability of mental health professionals, financial constraints, and social stigma [1]–[3]. Digital mental health solutions, such as mobile applications and online teletherapy platforms, have emerged as promising tools to bridge this gap [4], but they often face limitations in terms of personalization, engagement, and effectiveness in addressing mental health needs [5]–[7]. In this context, affective computing can be harnessed to support individuals in managing their mental wellbeing by providing measures of affective states and behaviors as well as personalized, context-aware, and timely interventions [8]–[11].

In recent years, there has been an increased emphasis on holistic, person-centered strategies for managing mental health [12]–[14] that take a comprehensive approach to considering all aspects and contexts to understand and treat the whole person [15]. However, affective computing systems face several challenges when it comes to weaving these contexts together and providing a holistic mental health care. For example, obtaining a holistic understanding of an individual requires gathering and analyzing data from multiple sources and contexts, such as personal, work, and social environments. Collecting data from various streams raises concerns about privacy and consent, while not having access to all relevant information about the context in which emotions and behaviors occur may lead to inaccurate interpretations and unhelpful assumptions. To provide holistic mental health care, affective computing systems need to be integrated with existing support systems, but such integration requires complex coordination and collaboration across stakeholders and environments. Although it may seem plausible to address these challenges with technical solutions given adequate resources and sophisticated technological advancements, the fundamental issue lies in the social, conceptual, and contextual boundaries and the practical and ethical concerns that arise when crossing these boundaries.

These boundaries have become increasingly blurred and complicated due to the digital exhaust generated by prolific and ubiquitous technologies, as well as the growing interest of companies and organizations in mining this data for their own purposes [16]–[19]. In the workplace setting, the heightened digitization of the workplace [20]–[22], alongside the rise of remote and hybrid work prompted by the pandemic, led to a surge in corporate interest in using affective computing and passive sensing technologies to support workplace wellbeing [23]–[26]. These technologies are often motivated by the ease of unobtrusive data collection and intentions of improving personal wellbeing. However, despite recent efforts to guide the ethical use of these technologies [27], [28], they often fail to address socio-technical and ethical complexities that arise with deployment in the real-world settings where individuals...
cannot be completely decoupled from their environment [29]–
[33]. This crossing the contextual boundaries of work and
nonwork can introduce a range of complexities that challenge
the potential impact and in-practice desirability of wellbeing
sensing technologies.

In this paper, we present a case study on the deployment of
a just-in-time (JIT) emotional support agent in the workplace
to highlight challenges and concerns surrounding contextual
boundaries. Grounded in four user studies that evaluated the
design, effectiveness, and feasibility of the system in the
work and nonwork contexts, we consider the perspectives
of various stakeholders to present five misalignments that
undermine successful deployment of personal mental health
support systems across the contextual boundaries. We propose
that future research efforts in affective computing should strive
for holistic mental wellbeing support and carefully consider
these dimensions of misalignments.

II. REFINEMENT OF JIT EMOTIONAL SUPPORT AGENT

With the goal of helping individuals manage their stress, we
designed an emotional support agent that used passive sensing
technologies to nudge people to engage in stress-reduction
micro-interventions when the system detected higher than
average stress levels. The system consists of (1) a passive-
sensing software installed on their desktops that captures
textual, behavioral, and physiological data about the user,
(2) a user interface (e.g., chatbot, mobile or desktop apps) that
checks in with the user, facilitates the consumption of micro-
intervention activities, and collects subjective stress levels,
and (3) a service that incorporates all data streams and runs an
algorithm that infers the user’s stress level and the opportune
moment to intervene.

The development and refinement of the just-in-time emo-
tional support agent involved multiple studies. We start with
Study 1 that introduces the concept of our system without
a specific context in mind, and the study revealed potential
benefits as well as privacy concerns across different contexts of
use. In Studies 2 and 3, we deploy such a system specifically
targeting the work context to probe how a system situated
at work can interact with personal wellbeing concepts such
as stress. In Study 4, we characterize the challenges of
deploying such a system at work from multiple stakeholders.
In this section, we briefly describe each study and summarize
uncovered challenges of deploying a personal wellbeing sensing
and intervention system in the workplace setting.

A. Study 1: Co-refinement of Emotional Support Agent

The goal of the first study was to understand the feasibility
of an emotional support agent for individuals and to identify
opportunities for refinement of design. The concept of a JIT
emotional support agent was tested in 4 focus group sessions
with 4 participants in each session. The focus group participants
were a mix of technology enthusiasts and information workers.
They were shown high-fidelity mockups of the system to
collaboratively discuss and refine the features of the concept
and how the system might be integrated into their daily lives.

Overall, the participants expressed that the concept was
highly relevant. They saw immediate benefits of de-escalating
a short-term issue through intervention as well as long-term
benefits of training to help with personal growth and emotion
regulation. Getting a full picture of oneself was highly sought
after, as one participant expressed: “For me, my biggest thing
is the interoperability... I think it also gives you an entire
picture, too... mental health is just as important as your physical
health and it all kind of works together.” Participants were
willing to provide feedback to the system so that it adapts to
them individually, but there were general concerns about the
intrusiveness of camera or audio-based sensing invading other
family members’ lives (e.g., children at home) or being used
against them (e.g., in a court of law). Some participants were
willing to provide access to their work and personal calendars
in order to help the system detect stress and intelligently plan
interventions (e.g., taking a break after consecutive meetings).
On the other hand, others highlighted limited access to work
calendar and emails as a barrier.

B. Study 2: Stress Prediction through Passive Sensing

The second study [34] aimed to build and deploy a fully
functional passive sensing software that captures contextual,
behavioral, and physiological signals from webcams, computer
applications and activities, keyboard and mouse, email, and
calendar. We deployed this passive sensing software specifically
in the work context because work is a major source of stress
and to understand how these passively captured signals relate
to stress experienced at work. The passive sensing software was
a custom Windows desktop app that captured and aggregated
data from common workplace tools such as a webcam,
keyboard, or mouse. Webcam video feeds were analyzed for
facial expressions and physiological states using non-contact
techniques [35], while peripheral devices contributed signals
such as keystroke speed and mouse movements. Application
usage and device-independent telemetry were also measured.
The system integrated with Outlook for email and calendar
metrics, with computed data sent to a cloud-based orchestrator
via Azure Service Bus. The software was installed on 50
information workers’ work computers (desktops or laptops) and
collected their subjective daily and momentary stress ratings
for four weeks. Using this data, we built and evaluated a
machine-learning model that can accurately infer moments of
high stress.

We found that passive sensors are highly effective in
detecting triggers and manifestations of workplace stress (F1-
score of up to 78%). Even though facial expressions (e.g., Facial
Action Units) were the most predictive features of stress,
webcams were perceived as the least comfortable in the
context of workplace stress monitoring. Participants reported
varying levels of comfort about sharing sensed data or personal
stress levels with human resources (HR) and their managers,
highlighting intricate power dynamics. Certain subsets were
okay to share given specific circumstances. For example,
sharing “meetings and engagement data” was okay with direct
managers, sharing stress level data was okay with HR “to
promote wellbeing,” and sharing stress level data was okay with “chosen medical provider to better diagnose workplace-related stress factors and solutions.”

C. Study 3: JIT Stress-Reduction Micro-Intervention System

The goal of the third study [36] is to deploy one instantiation of an emotional support agent to evaluate its effectiveness and feasibility in the same work context. In a third study, we designed and developed a chatbot to deliver JIT micro-interventions. The system leveraged data streams from the above passive sensing software to infer the user’s stress level. The stress level, computed every 30 seconds, is an average of five components identified as stress sources in prior work: received emails [37], daily meetings [38], time into the day [39], facial expressions [39], and heart rate [40]. When the inferred stress level is above a threshold, the system sent a chat message to the user asking to engage in an intervention.

The micro-interventions were based on components of Cognitive Behavioral Therapy (CBT) and Dialectical Behavioral Therapy (DBT) and designed to take under five minutes. They were comprised of either a short video, a single-turn text prompt, or a brief therapeutic conversation with the chatbot under three types of interventions – ‘Get my mind off work’, ‘Feel calm and present’, and ‘Think through my stress.’ In a four-week study, we deployed the chatbot to the work computers of 86 information workers; 43 participants received JIT nudges and the other 43 manually scheduled the interventions in the calendar. We then captured the system usage data to evaluate the usage and effectiveness of the interventions as well as to determine tailoring variables that improve the likelihood of engagement and effectiveness.

We found that our micro-interventions, especially ‘Think through my stress’ ($\Delta \bar{x} = -0.41$), were effective in reducing momentary stress ($\Delta \bar{x} = -0.34$) overall out of a 5-point stress scale across all types, $t(1084) = 18.113, p \ll 0.001$. 77% of those that manually scheduled interventions sought out automated nudges, and 70% of JIT participants expressed that JIT interventions were a good reminder to help people take time out of their day, especially when stressed: “It made me think more on my stress and help me with better work-life balance.” JIT participants further suggested improvements to timing and frequency of the nudges to have some level of control because frequent nudges were disruptive of focus, which indicates potentially conflicting goals between productivity and stress management. Intervention preferences greatly varied across participants, highlighting that a one-size-fits-all intervention approach may not work. The fact that sensing was performed on the work desktop and that the study was mostly taking place during work hours added some confusion around work-nonwork boundaries. For example, one participant noted that “I don’t normally open work computer on the weekends,” and another noted that “I didn’t understand if I was supposed to be rating my work stress or my personal stress, my work resources or my personal resources.” As we have seen from both Study 1 and Study 2, participants in Study 3 were also concerned about their privacy, given the video and audio-based data collection. In addition, they desired that the conversational texts generated while interacting with the chatbot should be kept for themselves.

D. Study 4: Multi-stakeholder Perspectives on Wellbeing Sensing at Work

Finally, in a fourth study [33], we aimed to understand the potential harms and benefits of deploying such a system at work. We conducted storyboard-driven interviews with 33 participants across three stakeholder groups (1. organizational governors—decision-makers including managers, leaders, HR, and legal personnel, 2. AI builders—researchers, designers, and developers of wellbeing technologies, and 3. worker data subjects—end-user workers on whom the envisioned wellbeing sensing would be applied). The storyboards allowed the depiction of various stakeholders, contexts, and instantiations of wellbeing sensing and intervention technologies, eliciting feedback on the concerns and desires about wellbeing technologies in the workplace.

We found cascading impacts of deploying such technologies across individual, interpersonal, and organizational layers as well as potential harms arising from ambiguous and misaligned notions of wellbeing. At the individual layer, while such technologies can promote individual wellbeing and self-reflections, recommendations based on over-simplification or over-generalization of wellbeing definitions can be unhelpful or even harmful. At the interpersonal layer, the systems may promote proactive and positive manager-worker relationships to support worker wellbeing, but managers may collect data that propagates productivity-centric wellbeing metrics or unhealthy social comparison or lack sufficient contextual factors to fully interpret the data. At the organizational layer, such technologies could enable organization-wide policies that support worker wellbeing, but there are potentials to misuse the data for incentives that do not support worker wellbeing and to thwart transparency.

III. CHALLENGES DUE TO MISALIGNMENTS ACROSS WORK AND NONWORK CONTEXTS

Across our studies, we envisioned and explored the use of personal wellbeing sensing and intervention technologies and how such technologies could be deployed and used in workplace contexts. Through our studies, we learned that the deployment of such technologies, regardless of who owns and controls the deployment, has inherent challenges in crossing contextual boundaries and supporting mental health holistically. We conducted a thematic analysis to organize these challenges into five categories of misalignments across contexts that must be considered when deploying affective computing and wellbeing sensing technologies for holistic, person-centered mental health support. For this discussion, we focus specifically on contextual boundaries of work and nonwork.

A. Misalignment in Boundary Preferences

Over the years, through decades of research in work and nonwork boundaries, interfaces, separation, and integration, we know that the preferences for these boundaries vary across
individuals [41], [42]. Some seek a complete separation of work and nonwork, while others integrate nonwork activities into work throughout the day. These boundary preferences are also influenced by the flexibilities and policies that vary across organizations [43]–[45]. We also have learned that work bleeds into nonwork (e.g., spillover effects [46]) and nonwork bleeds into work (e.g., childcare challenges during the pandemic [47]). In other words, personal wellbeing is not only influenced by the workplace culture and organizational structure but also the desires and motivations of the individual and their relationships. This phenomenon is best described by the social-ecological model [48].

In the context of affective computing technologies, when wellbeing sensing technologies are deployed in the workplace, it necessarily takes a stance that personal wellbeing is now in the purview of workplace and organizational wellbeing. In fact, this workplace wellness perspective has existed since the advent of Employee Assistance Programs (EAPs) in the 1950s and labor and workers’ rights movements of the 1800s [49]. However, traditional workplace wellbeing programs like EAPs are fundamentally different from affective computing and sensing technologies in terms of their approach to data collection and maintaining boundaries. Participation in the EAPs (i.e., professional psychotherapy) is typically infrequent in comparison to continuous sensing and physically or temporally decoupled from work, and its confidentiality is protected by federal law in the US [50]. On the other hand, the premise of sensing technologies requires that they are ubiquitous, unobtrusive, and always on [13], [51], making it difficult to separate data from work or nonwork.

From a whole-person mental health point of view, wellbeing sensing should seamlessly weave in and out of work and nonwork contexts, as Study 1 participant pointed out about which context our emotional support agent should be optimized for: “There’s no work Henry and home Henry. There’s just Henry (name replaced).” As many of our participants across the study reported, interoperability between personal and work data streams is necessary to paint the full picture of the person, but the separation of the data sources is also necessary to understand the root cause of the symptoms. Others found it uncomfortable and somewhat “creepy” (Study 4) to disclose personal wellbeing situations at work at the granularity that sensing technologies can: “We cross the threshold from being someone’s employer to being more than that (Study 4).” With sensing, boundaries that could traditionally be set according to personal preferences become incredibly difficult to maintain. Addressing these challenges is essential as it raises the question of who has the power to set the boundary where and the strengths of these boundaries in the context of affective computing technologies.

B. Misalignment in Data Ownership

As individuals navigate in and out of work and nonwork contexts and interact with digital tools, they leave digital breadcrumbs that can be mined to obtain a better understanding of that person. How much you can separate digital footprints about work from nonwork may depend on the strength of the work and nonwork boundary separation and integration, but we all know that tending to personal needs, whether it is taking a biobreak or running personal errands, frequently happen at work. According to the United States Bureau of Labor Statistics, the average number of hours worked per week is around 34.31, and the average number of hours of sleep per day is 6.8 hours in the US2. This means that approximately 40% of their waking hours are spent at work, and a significant portion of their personal data is generated within the workplace. However, questions regarding the ownership, access, and rights to this data remain unresolved and contentious, complicating the integration of data streams across work and nonwork contexts.

One key challenge in this regard is determining the extent to which data generated at work can be considered personal data. While certain types of data, such as health records and personal communications, may be more easily classified as personal data, other types may fall into a gray area. For example, our emotional support agent leveraged data from computer activities (e.g., keyboard and mouse usage, desktop windows and browser activity), facial expressions from webcam, and behavioral and workplace demand signals from email and calendar, with no real way to differentiate personal activity from work activity. In addition, employees are increasingly being asked to use their personal devices for work with bring-your-own-device (BYOD) policies, making it even more difficult to separate the data streams [52]. Even if wellbeing sensing technologies are brought in as personal tools, rich information about your work context (e.g., your daily meeting schedule, your general affect in email communications) may be off limits to these technologies. This ambiguity complicates the process of integrating data streams, as the privacy, security, and confidentiality concerns associated with personal data may not apply uniformly across all types of data.

Furthermore, the ownership of data generated at work is often contested, with both employees and organizations claiming rights to this information. Our participants across the studies expressed that they want seamless integration of work and personal data across devices, seeking to get access and control the data generated about them. Participants in Study 2 sought control over the types or granularity of data and with whom to share that data. But, organizations often maintain data generated by their employees as a valuable asset that should be protected and utilized for their benefit. This conflict over data ownership can lead to tensions between employees and organizations, impeding the effective integration of data streams across contexts, which is paramount to holistic mental health support.

In addition to the legal and ethical complexities surrounding data ownership, there are practical challenges that may hinder the integration of data streams. For example, integrating data from different contexts may require sharing sensitive personal information across data security boundaries of various
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1 https://www.bls.gov/news.release/empsit.t18.htm#ces_table2.f.p
2 https://news.gallup.com/poll/166553/less-recommended-amount-sleep.aspx
companies (e.g., Fitbit, Outlook, iOS), potentially exposing individuals to privacy risks. Strict data-sharing agreements and technical safeguards that meet the local and federal regulations must also be put in place, further complicating the process. The misalignment in data ownership between employees and organizations, combined with the complex legal, ethical, and practical challenges associated with integrating data streams across work and nonwork contexts, presents a significant obstacle to the realization of holistic mental health care through affective computing technologies.

C. Misalignment in Values and Incentives

The deployment of affective computing technologies for mental health support in the workplace necessitates an examination of the potential misalignment in values and incentives between individuals, managers, and organizations. While individuals may prioritize their personal wellbeing and mental health, arguments for workplace wellbeing programs are typically associated with increasing productivity and quality, reducing cost due to absenteeism and healthcare spending, and improving profitability [53]. For example, organizations may deploy wellbeing sensing tools with the ultimate goal of optimizing employee performance and efficiency. Measuring wellbeing primarily through the lens of productivity assumes that people “live to work” (Study 4), and that their mental health is in service to their work performance. However, individuals may not share this perspective, instead valuing a balance between work and personal life and seeking to use these tools to improve their overall wellbeing beyond the workplace. This tension between wellbeing and productivity was clearly observed in our studies where many Study 3 participants mentioned difficulties of incorporating self-care activities into their work contexts and expressed skepticism about integrating our tools into their professional lives, fearing it might lead to decreased productivity.

This divergence in values and incentives can lead to unhealthy behaviors and paradoxes due to the increased visibility of employee behaviors [19]. For example, employees may feel pressured to maintain high levels of productivity at the expense of their mental health, as the sensing tools make their performance more transparent to themselves, managers, and colleagues. This increased visibility makes social comparisons easier, leading to heightened fear of missing out and increased stress, burnout, and other negative mental health outcomes.

The potential misuse of data generated by sensing tools can exacerbate these tensions. The deployment of wellbeing sensing technologies in the workplace is often paid for by the organization. As one Study 4 participant pointed out, it may be that “organizations are incentivized to maximize profit to get more out of workers,” and that organizations may want to recoup the cost of deploying such technologies somehow. Organizations may be tempted to use the information collected to rank employees, make promotion and compensation decisions, or even penalize those who do not meet specific productivity or wellbeing benchmarks [53]–[55]. Bringing your own personal wellbeing sensing tools can be challenging due to psychologically unsafe workplace culture [56]. The misalignments in values and incentives embedded in the deployment of these technologies can ultimately erode the trust between employees and their employers, as well as between colleagues, rendering these tools unhelpful in supporting holistic mental health.

D. Misalignment in Wellbeing Definition

The implementation of wellbeing sensing technologies in the workplace not only raises concerns about differing values and incentives but also highlights the challenges associated with defining and measuring wellbeing. Wellbeing is a multifaceted and highly individualistic concept, which makes it difficult to establish a one-size-fits-all definition or set of metrics that can accurately capture and address the unique needs and perspectives of an individual. In addition, emotion recognition technologies, commonly used in wellbeing applications, face challenges such as the evolving theory of human emotions, difficulties in labeling emotions, and lack of representative and generalizable data [27].

Across our studies, we found that stress is idiosyncratic, personalized stress models outperform generic ones and that participants desired to define what stress means for themselves. These findings suggest that understanding and addressing individual stressors and coping mechanisms may be crucial for optimizing wellbeing in the workplace. However, balancing the need for personalization with the desire to scale out solutions can be challenging, as tailoring technologies to individual needs requires additional effort and resources, even beyond development costs. For example, one Study 1 participant explained that they would be willing to provide feedback to the system to improve its stress detection algorithm, but they would stop using the system if they could not learn after 10 failures. Many of the Study 3 participants who used our just-in-time emotional support agent for four weeks found nudging to be disruptive, even though these nudges are necessary to fine-tune the system at the beginning.

Besides technical and user experience challenges of addressing the diversity of wellbeing definitions, the multiplicity of wellbeing definitions is further complicated in the organizational contexts, where a general notion of wellbeing is often necessary to make organization-wide decisions on policy (e.g., meeting-free Fridays). In an organizational context, the definition of wellbeing may be influenced by various stakeholders, including leaders, managers, analysts, human resources personnel, AI developers, system builders, and individual employees. The challenge lies in determining whose definition of wellbeing should be prioritized and how to ensure that the sensing technologies cater to diverse needs and preferences.

For instance, a manager may view working beyond the typical 9-to-5 schedule as unhealthy, while a working parent might consider taking a break to attend to family responsibilities and resuming work later in the day as a healthy way to balance work and life. A worker may temporarily override their wellbeing needs to be immersed in a work project that
they are passionate about, but the organization may reassign that project to another employee to distribute the workload evenly for collective wellbeing sake. These differing perspectives can create tensions in deploying and using wellbeing sensing technologies, as employees may feel that their personal wellbeing strategies are being judged or misunderstood. When the wellbeing definitions of an individual misaligns with the wellbeing definitions encoded in the wellbeing sensing technologies by their organization or developers, one Study 4 participant expressed that they may feel “gaslit by this technology.”

E. Misalignment in Power

Across our studies, we found that personal emotional support tools can empower individuals to be more aware of their emotions and regain control over their lives. Just-in-time capability especially helped with escalated situations to “take steps to actually change it back...before it goes into that whole other cycle (Study 3).” One Study 1 participant envisioned that it could give them a convenient cover: “Interrupt me before I get into a fight in the sense that oh wait a minute I got to take this phone call.”

However, addressing mental health issues often requires more than just surface-level solutions or tools. Intervention strategies for workplace stress are commonly grouped into three categories: primary, secondary, and tertiary [57]–[60]. Primary strategies involve organizational-level changes (i.e., a culture shift) [57]. Secondary strategies, which are the most common, target individuals experiencing stress and aim to detect and reduce their stress. Tertiary prevention typically involves Employee Assistance Programs (EAPs). Although primary strategies may be necessary for long-term benefits, because they are challenging to implement, the focus often shifts towards secondary strategies [60].

Wellbeing sensing technologies fall in this secondary category, with the promise to empower individuals to manage their stress responses. Employees might feel empowered by using wellbeing sensing technologies to gain insights into their mental health and wellbeing. As one Study 4 participant said, this knowledge could enable them to speak up and advocate for change: “I think half the battle is bringing up the issue.” Unfortunately, some of our Study 4 participants also deemed them as “putting band-aids” and “palliative care to make people feel better about the situation.” That is because, while these wellbeing sensing technologies can help alleviate some symptoms, they might not be sufficient to address the deeper, systematic issues that contribute to stress and other mental health challenges. Meaningful change often comes from shifting organizational culture, priorities, and processes, which requires a concerted effort from both employees and management.

One aspect to consider is the power dynamics in the workplace. Despite the benefits of these wellbeing tools, the existing power structures at work might make it difficult for employees to trust the organization with their personal information or to believe that their concerns will be taken seriously. Furthermore, the same data collected by these technologies can potentially be used to maintain the status quo and perpetuate unhealthy work cultures, ultimately harming employee wellbeing. If the system is deployed and the data is collected by the employer, it is crucial to examine whether the consent was obtained meaningfully given the power asymmetry [27], [61].

In cases where wellbeing sensing technologies are mandated by employers, they can be perceived as intrusive and undermining individual autonomy. This can lead to a sense of disempowerment among employees, who may feel that they have no control over their own wellbeing data or the decisions that affect their mental health. On the other hand, employees who bring their own technologies to work may experience difficulties in seamlessly integrating these tools with work data, further contributing to feelings of powerlessness. Therefore, introducing affective computing and sensing technologies into the work context, whether by employers or by employees, may work against mental health goals due to an imbalance in power and autonomy.

IV. DISCUSSION AND CONCLUSION

Our case study on the deployment of a just-in-time emotional support agent in the workplace highlights challenges of respecting the appropriate and individualized boundary preferences, giving the rights to the data generated about them, aligning the system design and organizational goals and wellbeing definitions with their own personal values and wellbeing definitions, and being sensitive to the power dynamics across work and nonwork contexts. We argue that designing and implementing affective computing systems for holistic mental health support and deploying them across work and nonwork contexts must be coupled with careful consideration of contextual boundaries and the various dimensions of misalignments presented in this paper.

To navigate the complex landscape of contextual boundaries and address the challenges associated with misalignments, a multifaceted approach that considers the perspectives and needs of various stakeholders, including employees, managers, and organizations, is necessary. This involves deliberating with multiple stakeholders about the appropriate notions of “wellbeing” that should be targeted through data and sensing technology. It is important to establish a sustainable pipeline and process for incorporating these diverse perspectives through policy and regulation in centralized way to address the social, conceptual, and ethical concerns that arise when crossing contextual boundaries. Such process should also allow tailored and decentralized approach to cater to the needs of individuals and teams.

Moreover, it is crucial to consider how technology can shift the responsibility for wellbeing challenges across individuals and organizations and the allocation of power to make meaningful changes at individual or organizational levels. By reflecting on who is responsible for worker wellbeing, who is doing what work to support worker wellbeing, and the gains and losses that come with quantification, we can better align the deployment of affective computing technologies with the needs and values of stakeholders. Providing individuals with the power to freely
decide whether, when, and with whom they want to share wellbeing data is an important step towards addressing concerns about privacy and autonomy. This necessitates the development of processes that give appropriate ownership of data and that provide meaningful consent for using the wellbeing technology and for collecting data that respects individual choices and preferences.

Finally, to provide holistic mental health support, affective computing technologies should be integrated with existing support systems and complemented by organizational and cultural changes that foster a healthy work environment. This requires a shift in focus from solely addressing individual stress responses to tackling systemic issues that contribute to mental health challenges. By considering these dimensions of misalignments and working towards a more holistic, person-centered approach to mental health support, affective computing technologies have the potential to significantly improve the wellbeing of individuals across work and nonwork contexts.

In conclusion, affective computing technologies are promising avenues for supporting mental health and wellbeing across various contexts, but their successful deployment requires careful consideration of the contextual boundaries and the numerous challenges that arise due to misalignments in boundary preferences, data ownership, values and incentives, wellbeing definitions, and power dynamics. By addressing these misalignments and striving for a holistic approach to mental health support that incorporates the perspectives of multiple stakeholders, future research in affective computing can help bridge the gap between digital mental health solutions and the diverse needs of individuals.

ETHICAL IMPACT STATEMENT

The deployment of affective computing technologies for mental health support raises ethical concerns, such as misalignments in boundary preferences, data ownership, and power dynamics. Addressing these concerns requires a multifaceted approach considering various stakeholders’ perspectives and interdisciplinary research. Ensuring meaningful stakeholder involvement, privacy, autonomy, and informed consent is crucial for mitigating potential harms. Integrating these technologies with existing mental health support systems necessitates addressing systemic issues and fostering organizational and cultural changes that align with stakeholders’ needs and values. By acknowledging study limitations and considering ethical concerns, affective computing research can contribute to the development of ethically responsible digital mental health solutions catering to diverse needs.
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