Multi-talker automatic speech recognition (ASR) has been studied to generate transcriptions of natural conversations including overlapping speech of multiple speakers. Due to the difficulty in acquiring real conversational data with high-quality human transcriptions, a naive simulation of multi-talker speech by randomly mixing multiple utterances was conventionally used for model training. In this work, we propose an improved technique to simulate multi-talker overlapping speech with realistic speech overlaps, where an arbitrary pattern of speech overlaps is represented by a sequence of discrete tokens. With this representation, speech overlapping patterns can be learned from real conversations based on a statistical language model, such as N-gram, which can be then used to generate multi-talker speech for training. In our experiments, multi-talker ASR models trained with the proposed method show consistent improvement on the word error rates across multiple datasets.
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1. INTRODUCTION

Automatic speech recognition (ASR) plays a crucial role in human-machine interactions and human conversation analyses. Even though there has been a significant progress of ASR technology in recent decades [1,2], it is still challenging to transcribe natural conversations because of the complicated acoustic and linguistic properties. Especially, natural conversation contains a considerable amount of speech overlaps [3], which significantly hurt the accuracy of conventional ASR systems designed for single-talker speech [4,5]. To overcome the limitation, multi-talker ASR that generates transcriptions of multiple speakers has been studied [6,16]. To train such multi-talker ASR models in high quality, it is crucial to feed the model a sufficient amount of multi-talker speech samples with accurate transcriptions.

Most prior works used the simulated multi-talker speech generated from single-talker ASR training data [4,15] since it is expensive to collect a large number of real conversations with high-quality transcriptions. For example, Seki et al. [8] mixed two single-talker audio samples where a shorter sample is mixed with a longer one with a random delay such that the shorter sample is fully overlapped with the longer sample. Kanda et al. [12] mixed S single-talker samples with random delays to simulate partially overlapping speech, where S was uniformly sampled from one to five. While there were minor differences in each work, all prior works naively mixed single-talker speech samples with random delays, which incurs unnatural speech overlapping patterns in the training data. On the other hand, it was suggested that a large portion of the degradation of word error rates (WER) was caused by the insufficient training of speech overlapping patterns [17]. Recently, a few trials were made to simulate more realistic multi-talker audio in the context of speaker diarization. Landini et al. [18] used statistical language model (SLM) with statistics about the pauses and overlaps. Yamashita et al. [19] used the transition probabilities between different overlap patterns. Although these works demonstrated superior performance for speaker diarization accuracy, such an approach has not been studied for multi-talker ASR. In addition, these methods are not directly applicable because they are assuming speaker information available for every speech sample while the ASR training data is often anonymized by excluding speaker identifiable information [17].

In this work, we propose a novel multi-talker speech data simulation method for multi-talker ASR training. We first represent an arbitrary pattern of speech overlaps by a sequence of discrete tokens. With this representation, speech overlapping patterns can be learned from real conversations based on a statistical language model, such as N-gram. The learned overlapping pattern can then be used to simulate multi-talker speech with realistic speech overlaps. We demonstrate the accuracy of multi-talker ASR can be consistently improved based on the proposed multi-talker simulation data across multiple real meeting evaluation sets. We also show that the accuracy is further improved by combining different types of simulation data as well as a small amount of real conversations.

2. RELATED WORKS

2.1. Token-level serialized output training for multi-talker ASR

The token-level serialized output training (t-SOT) was proposed to generate transcriptions of multi-talker overlapping speech in a streaming fashion [15]. In the t-SOT framework, the maximum number of active speakers at the same time is assumed to be \( M \). In our work, we used the t-SOT with \( M = 2 \) for its simplicity, thus explaining the t-SOT with this condition. With t-SOT, the transcriptions of multiple speakers are serialized into a single sequence of virtual output channels. A special token \( \langle cc \rangle \), indicating a change of virtual output channels, is inserted between two adjacent words spoken by different speakers. A streaming end-to-end ASR model trained based on pairs of such serialized transcriptions and the corresponding audio samples. During inference, an output sequence including \( \langle cc \rangle \) is generated by the ASR model in a streaming fashion, which is then converted to separate transcriptions based on the recognition of \( \langle cc \rangle \). The t-SOT model showed superior performance compared to prior multi-talker ASR models even with streaming processing. See [15] for more details.

2.2. Multi-talker speech simulation based on random mixtures

Prior multi-talker ASR studies used a simple simulation technique to generate training data by mixing single-talker speech signals with...
random delays \[7\]-\[16\]. In this work, as a baseline technique, we adopt the procedure used in \[15\] where multiple single-talker audio samples are mixed with random delay while limiting the maximum number of active speakers at the same time to up to two. Let \(S_0\) denote a single-talker ASR training set. For each training data simulation, the number of audio signals \(K\) to be mixed is first uniformly sampled from 1 to \(K\), where \(K\) is the maximum number of utterances to be mixed. Then, \(K\) utterances are randomly sampled from \(S_0\). Finally, 2nd to \(K\)-th utterances are iteratively mixed with the 1st utterance after prepending random silence signals. The duration of the silence prepended for \(k\)-th utterance is sampled from \(U(\text{end}2(a_{k-1}), \text{len}(a_{k-1}))\), where \(U(\alpha, \beta)\) is the uniform distribution function in the value range of \([\alpha, \beta]\), \(a_{k-1}\) is the mixed audio after mixing \((k-1)\)-th utterance, \(\text{len}(a)\) is a function to return the duration of audio \(a\), and \(\text{end}2(a)\) is a function to return the end time of the penultimate utterance in \(a\).

3. PROPOSED MULTI-TALKER SPEECH SIMULATION

3.1. Overview

In this work, we propose to simulate multi-talker speech based on the statistics of speech overlaps in real conversation. The overall workflow of our proposed method is as follows. (1) Convert time- and speaker-annotated transcription of real conversation into a sequence of discrete tokens, with each representing the status of speaker overlap within a short time- or word-based unit. (2) Train SLM \(\mathcal{M}\) using the discrete token sequence. (3) Simulate multi-talker speech based on single-talker ASR training data \(S_0\) and the SLM \(\mathcal{M}\). (4) Train multi-talker ASR by using the simulated multi-talker speech.

The core of our proposed method lies in converting the time- and speaker-annotated transcription into a discrete token sequence that represents the speaker overlapping pattern. In this paper, we propose two algorithms for such conversion, named time-based discretization and word-based discretization, which are explained in Section 3.2 and Section 3.3, respectively. Note that our algorithms use the notion of “virtual channel” proposed in t-SOT \[15\]. In the following explanation, we assume two virtual channels (i.e. \(M = 2\)) for simplicity and consistency with the t-SOT. Our algorithm can be easily extended for \(M > 2\) by assuming more virtual channels.

3.2. Time-based discretization

In this method, the speech overlapping pattern is represented by a sequence of discrete tokens, where each token indicates the speech overlapping status of a \(d\)-sec time window. The algorithm is depicted in line 1-17, 26 of Algorithm 1. Suppose we have a time- and speaker-annotated transcription \(T\) of a small amount of real conversation data. We first sort \(T\) based on the end time of each word. We then assign each word a “virtual” channel index \(c \in \{0, 1\}\). Here, \(c = 0\) is always assigned to the first (i.e. 0-th) word (line 4, 5). For words thereafter, the value of \(c\) is changed when the adjacent words are spoken by different speakers, which is the sign of either speech overlap or speaker turn (lines 7-9). Once the list \(C\) of the channel indices is prepared, the transcription is converted to a sequence \(X\) of discrete tokens \(x \in \{0, 1, 2, 3\}\), which indicates the speech activity of each virtual channel for a short \(d\)-sec time window (lines 10-17). More specifically, \(x = 0\) (or \(q = [0]\)) indicates no speech activity is observed during the \(d\)-sec time window. On the other hand, \(x = 1, 2, 3\) (or \(q = [1], [2], [3]\)) indicates that the speech activity is observed in 0-th channel, 1-st channel, or both channels during the \(d\)-sec time window.

SLM \(\mathcal{M}\) can be trained based on the derived sequence of discrete tokens, and then used to yield speech overlapping patterns for simulating more realistic multi-talker speech. The algorithm of generating a multi-talker speech sample is described in lines 1-12, 19, 20 of Algorithm 2 and depicted as follows. We first sample a discretized token sequence \(X\) from SLM \(\mathcal{M}\) (line 3) based on the time-based discretization. We then apply Decode function that converts \(X\) into a sequence \(Q\), consisting of a list of binary pairs \(q \in \{[0], [1], [1], [1]\}\), where 1 in \(c\)-th element of \(q\) indicates the existence of speech in the \(c\)-th channel (line 4). Next, a target mixed audio \(a\) is initialized with empty (line 5). We then call ConvectiveOne to extract the beginning index \(i^0\) and ending index \(i^\ast\) of the consecutive sequence of 1 in either 0-th or 1-st channel of \(Q\), in chronological order of \(i^0\) (line 7). For example, when \(Q = [[0], [0], [1], [1], [1], [1], [1]]\), ConvectiveOne returns \(i^0 = 0, i^\ast = 3\) for the first iteration, and returns \(i^0 = 2, i^\ast = 4\) for the second iteration. Based on \(i^0\) and \(i^\ast\), we sample a speech segment \(u\) from source ASR training data \(S_0\), with the duration within or nearest to the expected interval \([d_{\text{min}}, d_{\text{max}}]\) (lines 9-11). A duration \(\gamma\) of the silence prepended to \(u\) is randomly determined such that \(u\) is mixed to the audio \(a\) with the expected position from \(i^0\) (line 12, 19). These procedures are repeated to form the mixed audio \(a\), which is returned as the training sample for multi-talker ASR (line 20).

\begin{algorithm}[h]
\caption{Discretization of speech overlapping pattern with up to two concurrent utterances}
\begin{algorithmic}[1]
\State \textbf{Input:} A speech sample with a time- and speaker-annotated transcription \(T = (w_1, b_1, e_1, s_1)^{N-1}\) where \(w_1\) is \(i\)-th word, \(b_1, e_1, s_1\) is the begin time, end time, and speaker index of \(w_1\), respectively. Duration of one discretization unit \(d\).
\State \textbf{Output:} discretized speaker overlapping pattern \(X\)
\State Sort \(T\) in ascending order of \(e_i\).
\State Current channel index \(c \leftarrow 0\).
\State Initialize a list of channel indices \(C \leftarrow [0]\).
\For {\(i \leftarrow 1\) to \(N - 1\)}
\State \(t \leftarrow d - t \cdot (t + 1) \mod d\)
\State \(q[C[t]] \leftarrow 0\) \Comment{Encode to discrete token}
\State Append \(x\) to \(C\)
\EndFor
\If {(Time-based discretization)}
\For {\(i \leftarrow 0\) to \(\lfloor N - 1/d \rfloor\)}
\State \(q[0] \leftarrow 0\) \Comment{Encode to discrete token}
\State Append \(x\) to \(X\)
\EndFor
\Else \Comment{(Word-based discretization)}
\For {\(i \leftarrow 0\) to \(N - 1\)}
\State \(q[0] \leftarrow 0\) \Comment{Encode to discrete token}
\State Append \(x\) to \(X\)
\EndFor
\EndIf
\State Return \(X\).
\end{algorithmic}
\end{algorithm}

1To save computation, we created a pool of 10K utterances from \(S_0\) and used it to sample \(u\). When we created the pool, utterances in \(S_0\) were short-segmented at the point of silence longer than 0.5 sec. We randomly sampled \(u\) among samples whose duration is within \([d_{\text{min}}, d_{\text{max}}]\). If there was no such sample, we sample an utterance having closest duration to \((d_{\text{min}}, d_{\text{max}}) / 2\).
Algorithm 2: Multi-talker speech generation.

1. **Input**: Single-talker ASR training data set \( S_{asr} \), SLM learned from the discretized speaker overlapping pattern \( M \). Duration of one discretization unit \( d \).
2. **Output**: Simulated multi-talker speech sample \( a \)
3. Sample a discretized token sequence \( \tilde{X} \) from \( M \)
4. \( \tilde{Q} \leftarrow \text{Decode}(\tilde{X}) \) \quad / / 0 \rightarrow [0], 1 \rightarrow [1], 2 \rightarrow [2], 3 \rightarrow [3]
5. Initialize mixed audio \( a \leftarrow [] \)
6. End times of each word \( D \leftarrow [] \) \quad / / Only for word-based disc.
7. for \((i^b, i^e) \leftarrow \text{ConsecutiveOne}(\tilde{Q})\) do
8. if (Time-based discretization) then
9. \( d_{min} \leftarrow d \cdot (i^e - i^b) \)
10. \( d_{max} \leftarrow d \cdot (i^e - i^b + 1) \)
11. \( u \leftarrow \text{DurationNearestSample}(d_{min}, d_{max}, S_0) \)
12. \( \gamma \leftarrow d \cdot i^b + U(0, d_{max} - \text{len}(u)) \) \quad / / Silence duration
13. else // (Word-based discretization)
14. \( I = [i_0, ..., i_{M-1}] \leftarrow \text{WordIndices}(i^b, i^e, \tilde{Q}) \)
15. \( u \leftarrow \text{WordCountNearestSample}(\text{len}(I), S_0) \)
16. \( \gamma \leftarrow D[i_0] + U(0, D[i_1] - D[i_0]) \)
17. for \( j = 0 \) to \( M - 1 \) do
18. \( D[i_j] \leftarrow \text{end time of } j\text{-th word in } u \)
19. \( a \leftarrow a \left[ \text{sil}(\gamma), u \right] \)
20. Return \( a \)

3.3. Word-based discretization

The word-based discretization algorithm differs from the time-based one in a sense that the discretized unit representing the overlapping status is based on “word” rather than a d-sec time window. The algorithm of converting \( T \) into the discretized speaker overlapping pattern \( \tilde{X} \) is depicted in lines 1–9, 18–26 of Algorithm 1. The word-based discretization shares the same procedure with the time-based discretization for the first 9 steps, and then performs discretization for each word in \( T \), where \( x \) represents the overlapping status of speech overlaps of each token (lines 18–25). Note that \( x \) cannot be 0 (or \( q \) cannot be \([0] \)) in this algorithm. Fundamentally, word-based discretization is assumed to be applied to a short segment that does not include long-silence signals. This can be achieved by segmenting the transcription based on the existence of long silence.

The multi-speaker speech generation algorithm with word-based discretization is introduced in Algorithm 2. The first 7 steps are the same as the time-based discretization algorithm except that we create a buffer \( D \) to keep the end time of each word of utterances being mixed (line 6). The buffer \( D \) is necessary to determine the duration \( \gamma \) of silence when we mix \( u \) to \( a \) with targeted overlaps (lines 16–18).

### 4. EXPERIMENTS

#### 4.1. Evaluation data

Table 1 shows the dataset used in our experiments. As public meeting evaluation sets, we used the AMI meeting corpus [21] and the ICSI meeting corpus [22]. For the AMI corpus, we used the first channel of the microphone array signals, also known as the single distant microphone (SDM) signal. For the ICSI corpus, we used the SDM signal from the D2 microphone. Both corpora were pre-processed and split into training, development, and evaluation sets by using the Kaldi toolkit [23]. In addition to these public corpora, we also used 33 internal meeting recordings based on an SDM, denoted as MS\textsc{asr}. For all datasets, we applied causal logarithmic-loop-based automatic gain control to normalize the significant volume differences among different recordings. Evaluation was conducted based on the utterance-group segmentation [17], and speaker-agnostic WER was calculated by using the multiple dimension Levenshtein edit distance [16,24].

For our proposed multi-talker audio simulation, the AMI training data with official word-level time stamps was used to train the SLM, where we trained N-gram with \( N = 30 \) based on the NLTK toolkit [25]. For the source data (\( S_{asr} \)) of the multi-talker audio simulation, we used 75 thousand (K) hours of 64 million (M) anonymized and transcribed single-talker English utterances, denoted as MS\textsc{asr} [17]. MS\textsc{asr} consists of audio signals from various domains, such as dictation and voice commands, and each audio was supposed to contain single-talker speech. However, we found it occasionally contained untranscribed background human speech, which broke the assumption for the multi-talker audio simulation. Therefore, we filtered out the audio sample that potentially contains more than two speaker audio. To detect such audio samples, we applied serialized output training-based multi-talker ASR pre-trained by MS\textsc{asr} and fine-tuned by AMI [17] for all audio samples in MS\textsc{asr} with a beam size of 1. With this procedure, transcriptions of more than one speaker were generated for 14M utterances out of 64M utterances, which were excluded in the multi-talker audio simulation. The effect of this data filtering is examined in Section 4.3.1.

### Table 1. Datasets used in the experiments.

<table>
<thead>
<tr>
<th></th>
<th>AMI</th>
<th>ICSI</th>
<th>MS\textsc{asr}</th>
<th>MS\textsc{asr}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size (hr)</strong></td>
<td>80.2</td>
<td>9.7</td>
<td>66.6</td>
<td>2.3</td>
</tr>
<tr>
<td><strong># meetings</strong></td>
<td>135</td>
<td>18</td>
<td>70</td>
<td>2</td>
</tr>
<tr>
<td><strong># speakers / meeting</strong></td>
<td>3–5</td>
<td>4</td>
<td>3–10</td>
<td>6–7</td>
</tr>
<tr>
<td><strong>Overlap SLM training</strong></td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td><strong>t-SOT pre-training</strong></td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Evaluation</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Table 2. WERs (%) of t-SOT TT18 (0.16-sec latency) trained with different algorithms for multi-talker audio simulation. 10K steps of fine-tuning was performed from the pre-trained t-SOT model.

<table>
<thead>
<tr>
<th>Fine-tuning data Algorithm</th>
<th>AMI dev (1-spk/m-spk) eval</th>
<th>ICSI dev eval</th>
<th>MS\textsc{asr}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>35.5 (24.4/42.5)</td>
<td>39.2</td>
<td>32.2</td>
</tr>
<tr>
<td>Rand (( K = 2 ))</td>
<td>35.9 (25.6/42.4)</td>
<td>40.4</td>
<td>33.8</td>
</tr>
<tr>
<td>Rand (( K = 2 ))</td>
<td>31.6 (24.5/36.0)</td>
<td>37.3</td>
<td>29.9</td>
</tr>
<tr>
<td>Rand (( K = 2 ))</td>
<td>31.2 (25.2/34.9)</td>
<td>36.6</td>
<td>29.9</td>
</tr>
<tr>
<td>Rand (( K = 2 ))</td>
<td>31.1 (25.0/34.8)</td>
<td>36.8</td>
<td>29.9</td>
</tr>
<tr>
<td>Word</td>
<td>30.6 (25.5/33.7)</td>
<td>36.1</td>
<td>29.6</td>
</tr>
<tr>
<td>Time (( d = 0.10 ))</td>
<td>31.4 (26.5/34.6)</td>
<td>36.0</td>
<td>30.2</td>
</tr>
<tr>
<td>Time (( d = 0.25 ))</td>
<td>30.8 (26.0/33.8)</td>
<td>35.5</td>
<td>29.8</td>
</tr>
<tr>
<td>Time (( d = 0.50 ))</td>
<td>32.6 (26.6/36.4)</td>
<td>37.3</td>
<td>30.8</td>
</tr>
</tbody>
</table>
Table 3. WERs (%) of t-SOT TT18 (0.16-sec latency) with different combinations of multi-talker simulation algorithms. 20K steps of fine-tuning was performed from the pre-trained t-SOT model.

| Fine-tuning data | AMI dev (1-spk / m-spk) | ICSI dev | MS\textsuperscript{\textsc{motg}}
|------------------|------------------------|---------|------------------
| rand | word | time | eval | eval | eval |
| 1.0 | - | - | 31.0 (25.3 / 34.6) | 36.4 | 29.6 | 26.9 | 24.8 |
| - | 1.0 | - | 31.0 (26.3 / 34.0) | 36.2 | 29.6 | 26.4 | 25.0 |
| - | - | 1.0 | 31.1 (26.6 / 33.9) | 35.9 | 29.8 | 26.7 | 24.6 |
| 0.8 | 0.2 | - | 30.5 (24.9 / 33.9) | 35.9 | 29.1 | 26.1 | 24.5 |
| 0.5 | 0.5 | - | 30.3 (24.8 / 33.7) | 35.7 | 29.3 | 25.8 | 24.3 |
| 0.2 | 0.8 | - | 30.7 (25.5 / 33.9) | 35.7 | 29.5 | 26.1 | 24.8 |
| 0.8 | - | 0.2 | 30.5 (25.0 / 34.0) | 35.8 | 29.2 | 26.5 | 24.3 |
| 0.5 | - | 0.5 | 30.5 (25.0 / 33.9) | 36.0 | 29.3 | 26.2 | 24.4 |
| 0.2 | - | 0.8 | 30.2 (25.0 / 33.4) | 35.4 | 28.8 | 25.9 | 24.0 |
| 0.1 | 0.1 | 0.8 | 30.3 (25.4 / 33.3) | \textbf{35.3} | 29.0 | 25.9 | 24.1 |
| 0.2 | 0.2 | 0.6 | \textbf{30.0} (25.2 / 33.1) | \textbf{35.3} | 28.9 | 25.5 | \textbf{24.0} |
| 0.3 | 0.3 | 0.4 | \textbf{30.0} (25.0 / 33.2) | \textbf{35.3} | 28.7 | \textbf{25.4} | \textbf{24.0} |
| 0.4 | 0.4 | 0.2 | \textbf{30.3} (24.8 / 33.8) | 35.7 | 28.8 | 25.8 | 24.2 |

4.2. Multi-talker ASR configuration

As an instance of multi-talker ASR, we trained t-SOT based transformer transducer (TT)\cite{25}, with chunk-wise look-ahead\cite{27} where the algorithmic latency of the model can be controlled based on the chunk size of the attention mask. We trained TT models with 18 and 36 layers of transformer encoders, which were denoted by TT18 and TT36, respectively. Each transformer block consisted of a 512-dim multi-head attention with 8 heads and a 2048-dim point-wise feed-forward layer. The prediction network consisted of two layers of 1024-dim long short-term memory. 4,000 word pieces plus blank and \(\odot\) tokens were used as the recognition units. We used 80-dim log mel-filterbank extracted for every 10 msec.

All models were first pre-trained by using the multi-talker simulation data based on MS\textsuperscript{\textsc{motg}} with the random simulation algorithm with \(K=2\). We performed 425K training steps with 32 GPUs, with each GPU processing a mini-batch of 24K frames. A linear decay learning rate schedule with a peak learning rate of 1.5e-3 after 25K warm-up iterations were used. After the pre-training, the model was further fine-tuned by using the simulation data based on MS\textsuperscript{\textsc{motg}} and/or AMI & ICSI training data. We performed various fine-tuning configurations, which will be presented in the next section.

4.3. Experimental results and analysis

4.3.1. Comparison of simulation algorithms

The WERs with different simulation algorithms are summarized in Table 3. In this experiment, we conducted 10K steps of fine-tuning with 8 GPUs where each GPU node consumed 24K frames of training samples for each training step. A linear decay learning rate schedule starting from a learning rate of \(1.5e-4\) was used. The 1st and 2nd rows are the results of random simulation with \(K=2\) for both pre-training and fine-tuning. Because the data and algorithm used for the pre-training and fine-tuning are the same, we didn’t observe any improvement by additional fine-tuning. Then, we applied the data filtering explained in Section 4.1 (3rd row). We observed significant WER improvements for all evaluation sets, confirming the effectiveness of the data filtering. We also evaluated the effect of different \(K\) as shown in the 3rd to 5th rows, where we observed \(K=5\) and \(K=8\) provides better results than \(K=2\).

Then, we evaluated the proposed simulation algorithms, whose results are shown in the bottom four rows. We observed that the best results for AMI-dev, ICSI-dev and ICSI-eval were obtained by the proposed method with word-based discretization while the best results for AMI-eval and MS\textsuperscript{\textsc{motg}} were obtained by the proposed method with time-based discretization with \(d=0.25\). We also noticed that both of the proposed methods improved the WER of multi-speaker (m-spk) regions, while had a degradation of the performance for the single-speaker (1-spk) regions. We speculate this was caused because we short-segmented the sample in \(S_0\) when we created the pool in the simulation process (see footnote 1), which introduced an unnatural onset / offset of the audio.

4.3.2. Combination of multiple simulation algorithms

Given the observation about the trade-off between 1-spk and m-spk performance, we investigated the combination of the data from different simulation algorithms. The results are shown in Table 3. In this experiment, we increased the fine-tuning steps from 10K to 20K to make sure sufficient data were generated from each multi-talker audio simulation algorithm. We used \(K=5\) for the random simulation, and \(d=0.25\) for the time-based discretization. From the table, we can observe that the trade-off between 1-spk and m-spk regions were effectively resolved by mixing different types of multi-talker simulation data sets. The best results for all evaluation sets were obtained when we combined all three multi-talker audio simulation algorithms with the mixture ratio of 0.3, 0.3, 0.4 for the random simulation, the proposed simulation with word-based discretization, and the proposed simulation with time-based discretization, respectively. Finally, the paired t-test between the random simulation and the proposed method with the best mixture ratio was performed, and the difference of WERs was judged to be significant in 99% confidence.

4.3.3. Combination of real and simulated multi-talker audio

Finally, we also evaluated the combination of real meeting data (AMI and ICSI training data) and the proposed simulation data. For the simulation data, we used the best combination of three simulation algorithms as in the previous section, and we performed 20K steps of fine-tuning. Note that we performed only 2.5K steps of fine-tuning with 8 GPUs (12K frames of mini-batch per GPU) when the fine-tuning data does not include the simulation data to avoid over-fitting phenomena. As shown in the table, we observed the best results for all evaluation sets when we mixed the real and simulation data with a 0.2 / 0.8 ratio. We also performed the paired t-test between the model fine-tuned by AMI+ICSI and that trained by the proposed mixed data, and the WER differences were judged to be significant in 99% confidence.

Table 4. WERs (%) of t-SOT TT18 (0.16-sec latency) and t-SOT TT36 (2.56-sec latency) with different combinations of real training data (AMI and ICSI) and proposed simulation training data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fine-tuning data</th>
<th>AMI dev</th>
<th>ICSI dev</th>
<th>MS\textsuperscript{\textsc{motg}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-SOT TT18</td>
<td>AMI+ICSI MS\textsuperscript{\textsc{motg}}-sim</td>
<td>1.0</td>
<td>-</td>
<td>21.9</td>
</tr>
<tr>
<td>-</td>
<td>AMI MS</td>
<td>0.5</td>
<td>-</td>
<td>21.6</td>
</tr>
<tr>
<td>-</td>
<td>ICSI MS</td>
<td>0.2</td>
<td>0.8</td>
<td>21.8</td>
</tr>
<tr>
<td>-</td>
<td>t-SOT TT36</td>
<td>0.1</td>
<td>0.9</td>
<td>22.4</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>30.0</td>
<td>35.3</td>
</tr>
</tbody>
</table>

Table 4. WERs (%) of t-SOT TT18 (0.16-sec latency) and t-SOT TT36 (2.56-sec latency) with different combinations of real training data (AMI and ICSI) and proposed simulation training data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fine-tuning data</th>
<th>AMI dev</th>
<th>ICSI dev</th>
<th>MS\textsuperscript{\textsc{motg}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-SOT TT36</td>
<td>AMI+ICSI MS\textsuperscript{\textsc{motg}}-sim</td>
<td>1.0</td>
<td>-</td>
<td>16.9</td>
</tr>
<tr>
<td>-</td>
<td>AMI MS</td>
<td>0.2</td>
<td>0.8</td>
<td>16.8</td>
</tr>
</tbody>
</table>

5. CONCLUSION

This paper presented improved multi-talker audio simulation techniques for multi-talker ASR modeling. We proposed two algorithms to represent the speech overlap patterns based on an SLM, which was then used to simulate multi-talker audio with realistic speech overlaps. In our experiments using multiple meeting evaluation sets, we demonstrated that multi-talker ASR models trained with the proposed method consistently showed improved WERs across datasets.
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