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Abstract—Long-content automatic speech recognition (ASR) has obtained increasing interest in recent years, as it captures the relationship among consecutive historical utterances while decoding the current utterance. In this paper, we propose two novel approaches, which integrate long-content information into the factorized neural transducer (FNT) based architecture in both non-streaming (referred to as LongFNT) and streaming (referred to as SLongFNT) scenarios. We first investigate whether long-content transcriptions can improve the vanilla conformer transducer (C-T) models. Our experiments indicate that the vanilla C-T models do not exhibit improved performance when utilizing long-content transcriptions, possibly due to the predictor network of C-T models not functioning as a pure language model. Instead, FNT shows its potential in utilizing long-content information, where we propose the LongFNT model and explore the impact of long-content information in both text (LongFNT-Text) and speech (LongFNT-Speech). The proposed LongFNT-Text and LongFNT-Speech models further complement each other to achieve better performance, with transcription history proving more valuable to the model. The effectiveness of our LongFNT approach is evaluated on LibriSpeech and GigaSpeech corpora, and obtains relative 19% and 12% word error rate reduction, respectively. Furthermore, we extend the LongFNT model to the streaming scenario, which is named SLongFNT, consisting of SLongFNT-Text and SLongFNT-Speech approaches to utilize long-content text and speech information. Experiments show that the proposed SLongFNT model achieves relative 26% and 17% WER reduction on LibriSpeech and GigaSpeech respectively while keeping a good latency, compared to the FNT baseline. Overall, our proposed LongFNT and SLongFNT highlight the significance of considering long-content speech and transcription knowledge for improving both non-streaming and streaming speech recognition systems.

Index Terms—long-content-long-content speech recognition, streaming and non-streaming, factorized neural transducer, RNN-T

I. INTRODUCTION

END-to-end (E2E) automatic speech recognition (ASR) models [1, 2], including connectionist temporal classification (CTC) [3], attention-based encoder-decoder (AED) [4–13], and recurrent neural network transducer (RNN-T) [14–18] have become the dominated models, surpassing traditional hybrid models [16, 19]. A common practice for ASR is to train the model with individual utterances without considering the correlation between utterances. In real-world scenarios like conversations and meetings, speech often appears in long-content formats. This context-rich nature provides an opportunity to enhance recognition accuracy compared to isolated short utterances. For example, certain keywords mentioned earlier may reappear later in a dialogue, or the same acoustic environment can be used to guide the recognition in the future.

Long-content ASR (also conversational ASR, dialog-aware ASR or large-context ASR), is a special version of the ASR task that aims to improve ASR accuracy by capturing the relationships between the current decoded utterance and consecutive historical utterances pre-segmented by voice-activity-detection (VAD).

In AED architecture, previous approaches to model long-context scenarios mainly includes concatenating consecutive speech or transcriptions of utterances [20, 21] and using auxiliary encoders to model context information in an AED manner [22, 23]. Hori et al. [24] extended their context-expanded transducer to accelerate the decoding process in streaming AED architecture. Recurrent neural language models [25–34] can also be used with consecutive long-context transcriptions. Recently, Wei et al. [35–37] proposed using a latent variational module, context-aware residual attention, and pre-trained encoders to leverage acoustic and text content. These methods offer more comprehensive approaches to improve ASR performance by capturing long-content information.

Transducer-based systems, such as recurrent neural transducer (RNN-T), transformer transducer (T-T) are becoming more popular in industry due to their natural streaming capabilities and low latency, as well as their perceived robustness compared to attention-based systems [1, 38–40]. Narayanan et al. [41] had conducted primitive explorations by simulating long-content training and adaptation to improve performance using short utterances. Schwarz et al. [42] showed that combining input and context audio helps the network learn both speaker and environment adaptations. Kojima [43] explored the utilization of large context. However, incorporating consecutive transcription history into the neural transducer model is still an open area that has not been well explored. In modern ASR systems, however, streaming ASR shows its importance on reducing runtime complexity and real-time efficiency [44–46]. But there is usually a performance degradation compared with the offline systems which is due to the lack usage
of history information. Few works besides Hori et al. [24] have explored long-content ASR to resolve these problem in streaming AED situation. Hence there is still much needed to be done to fully realize the potential of long-content neural transducer models in streaming ASR applications.

In this paper, we propose the novel non-streaming and streaming transducer models, LongFNT and SLongFNT, respectively, which integrate long-content information into the factorized neural transducer (FNT) [47–49] architecture to solve the above challenge.

We firstly attempted to embed long-content transcriptions into the predictor of the vanilla neural transducer in non-streaming situation, but our experiments showed that it had limited impact on the performance. One possible explanation for the limited impact of long-content transcriptions in the vanilla neural transducer is that the prediction network does not function as a pure language model (LM), which constrains its ability to model long-content transcriptions. It also indicates that effective methods for AED models, such as those proposed in Hori et al. [24], cannot be extended to transducer-based models, as they rely heavily on the LM characteristic of the decoder. Then, we utilized the FNT (or named as modular hybrid autoregressive transducer) architecture [47, 48, 50–52], which factorizes the blank and vocabulary prediction modules, allowing for the use of a standalone LM for vocabulary prediction.

Based on FNT, we propose the LongFNT architecture, by fusing two sub-architecture, LongFNT-Text and LongFNT-Speech to utilize long-content text and speech individually. This architecture is proposed in our recent publication [49]. For LongFNT-Text, utterance-level integration and token-level integration are proposed to integrate high-level long-content features from historical transcriptions based on the vocabulary predictor. Concretely, a context encoder is employed to yield the embedding of each token in historical transcriptions. To further improve performance, we employed a pre-trained text encoder, RoBERTa [53]. Besides, we embed long-content speech into the encoder to propose the LongFNT-Speech model.

Furthermore, we propose SLongFNT model, which extends our non-streaming LongFNT model into the streaming scenario. Similarly two approaches SLongFNT-Text and SLongFNT-Speech are proposed. The SLongFNT-Text uses LSTM [54] as the vocabulary predictor backbone and traditional attention to integrate long-content information at the token level. Additionally, we explored the use the vocabulary predictor’s hidden state as context to reduce computational cost. For real-time speech processing, we developed SLongFNT-Speech, which uses long-content chunk-based attention and integrates historical utterances with the hidden layer representation of the current chunk for key and value. We explored several ways to downsample the historical features, including statistical and dilated downsampling.

The main contributions of this paper can be summarized as follows:

- For non-streaming long-content scenario, we proposed two architectures to explore the long-content information from historical content text and speech respectively, i.e. LongFNT-Text and LongFNT-Speech, and further combined these two methods into one integrated architecture to obtain the final LongFNT model, which is built upon our preliminary work [49] with deeper analysis.
- For streaming long-content scenario, we further improved the structure of LongFNT to meet the real-time requirements under streaming conditions. Similarly, we propose SLongFNT-Text and SLongFNT-Speech, and finally combine them to obtain the SLongFNT model. Huge accuracy improvement and low latency increase also can be observed in this streaming scenario.

The rest of the paper is organized as follows. Neural transducer architectures are first reviewed in Section II. Section III presents the newly proposed LongFNT which utilizing the long-content information in ASR, and Section IV further explored the streaming version named SLongFNT. The detailed experimental setup, results and analysis are described in Section V, VI, and finally the conclusions are given in Section VII.

II. REVISIT ON NEURAL TRANSDUCER

A. Transformer-based Neural Transducers

Take the acoustic features $X = \{x_1, \ldots, x_T\}$ as input and label sequence $y = \{y_1, \ldots, y_L\}$ as output, modern transducer architecture for speech recognition consists of 3 components, a speech encoder, a label predictor and a joint network to predict the tokens. Conformer [55] is a convolutional augmented transformer speech encoder that is widely used in attention-based encoder-decoder and neural transducer architectures to improve the ASR performance. The predictor works like a language model which produces label representation $z_l$ given non-blank outputs $y_{<t}$, where $t$ is the time index and $l$ is the output label index. The encoder and predictor outputs are combined in the joint network and are subsequently passed through the output layer to compute the probability distribution $z_{l,t}$ over the output layer:

$$h_{[1:T]} = \text{Encoder}(X), \quad \text{(1)}$$
$$z_l = \text{Predictor}(y_{<t}), \quad \text{(2)}$$
$$z_{l,t} = \text{JointNet}(h_{l,t}, z_l), \quad \text{(3)}$$

where $t \in [1, T], l \in [1, L]$ are the frame and label index, respectively. The predicted probability of the neural transducer model and loss can be computed as:

$$P_{\text{ASR}}(y_{t+1}|x_{<t}, y_t) = \text{softmax}(z_{l,t}), \quad \text{(4)}$$
$$\mathcal{L}_{\text{transducer}} = -\log \sum_{\alpha \in \eta^{-1}(y)} P(\alpha|X), \quad \text{(5)}$$

where $\eta$ is a many-to-one function from all possible transducer paths to the target $y$ and a special blank symbol, $\phi$, is added to the output vocabulary. Therefore the output set is $\{\phi \cup \mathcal{V}\}$, where $\mathcal{V}$ is the vocabulary set.
III. LongFNT: Long-content Factorized Neural Transducer ASR

In this section we describe LongFNT, the non-streaming long-content ASR architecture based on factorized neural transducer, which contains LongFNT-Text and LongFNT-Speech parts.

Here, we use $p$ as the index of the current utterance, and then the first/second utterance before utterance $p$ are $p-1$ and $p-2$ and etc. Then the historical utterances have acoustic sequences like $\{\cdots, X^{p-2}, X^{p-1}\}$, and label sequences like $\{\cdots, y^{p-2}, y^{p-1}\}$, where the current utterance has acoustic sequence $X^p$ and label sequence $y^p$ and $X^p = [x^p_1, \cdots, x^p_T], y^p = [y^p_1, \cdots, y^p_T]$. And then the acoustic representation sequence from speech encoder is $h^p_{[1:T^p]}$ for current utterance $p$.

A. LongFNT-Text: Long-content Text Integration of FNT

As shown in Figure 2, we first propose LongFNT-Text, which contains a text-side context encoder and two different textual integration methods. We modify the Pred$^V$ in Equation 7 to expand long-content textual information in FNT.

**Context Encoder:** The text-side context encoder converts historical label sequences $y^\text{his} = \{\cdots, y^{p-2}, y^{p-1}\}$ into token-level historical embedding sequence $C$:

$$ C = \text{Context-Encoder}(y^\text{his}), \quad (12) $$

where $C$ has length equal to $\cdots + L^{p-2} + L^{p-1}$. During inference, the current utterance information will not be used in the context encoder. The basic context encoder is jointly trained with long-content FNT in a transformer manner. To extract stronger features, we directly use a pre-trained RoBERTa$^1$ [53] model as the context encoder. We utilize the pre-trained RoBERTa$^1$ model and freeze it during LongFNT training.

Two textual integration methods are designed for LongFNT-Text. As shown before, FNT factorizes out the vocabulary predictor part by jointly training the speech-text pair data, therefore the historical transcriptions can be injected inside the vocabulary predictor Pred$^B$ or after it.

---

$^1$https://huggingface.co/sentence-transformers/all-roberta-large-v1
Utterance-level integration: To get the utterance-level embedding $\tilde{c}$, we first do mean and standard variance (std) such that $\tilde{c} = \text{concat}(\text{mean}(C), \text{std}(C))$, and then enhance $z_v^V$ with utterance-level information $\tilde{c}$ in the yellow box of Figure 2:

$$o_{sl}^V = \text{Pred}^V_{-\text{Encoder}}(y_{\leq l}),$$

$$o_{sl'}^V = o_{sl}^V + \text{Projection}(\tilde{c}),$$

$$z_v^V = \log_{\mathrm{softmax}}(\text{Linear}^V \cdot \text{ReLU}(o_{sl'}^V)),$$

where $o_{sl}^V$ is the $l$-th textual embedding in the last layer of $\text{Pred}^V_{-\text{Encoder}}$, and $o_{sl'}^V$ is the historical-enhanced version of $o_{sl}^V$, and $z_v^V$ is the historical-enhanced logits.

Token-level integration: Different from the utterance-level integration method, we put more granular historical information ($C$) into $\text{Pred}^V$ by adding an auxiliary cross-attention layer inside transformer blocks:

$$\tilde{o}_{sl}^V = \text{MHA}(o_{sl-1}^V, o_{sl-1}^V, o_{sl}^V),$$

$$o_{sl}^V = \text{MHA}(o_{sl}^V, C, C),$$

$$o_{sl}^V = \text{FFN}(o_{sl}^V),$$

where $\text{Pred}^V$ is a transformer encoder, $i$ is the block index, $o_{sl}$ is the representation of current tokens, FFN is the feed-forward layer and MHA is the multi-head attention layer, respectively. Residual connection is ignored for simplification. In Equation 17, we integrate the long-content context embedding $C$ into the representation $o_{sl}$, where $C$ is key and value and $o_{sl}$ is the query in this attention. Meanwhile, there is also a projection layer for $C$ when we use mismatched dimensions for the context encoder and $\text{Pred}^V$.

Finally, the utterance-level integration and the token-level integration can be combined to achieve better utilization of $C$. Since the $\text{Pred}^V$ in FNT is designed to be an LM, we explore the possibility of training it independently on a much larger text corpus (i.e. the external text) than the transcriptions in the FNT training data. The vocabulary of the external LM is the same as that of the FNT system, and is pre-trained using the conventional cross-entropy loss. With the help of large external text data, the model achieves better results, which is then named as LongFNT-Text.

B. LongFNT-Speech: Long-content Enhanced Speech Encoder

As shown in Figure 3, we describe our proposed LongFNT-Speech to train the speech encoder on long-content speech, which is pre-segmented into utterances $\{\ldots, X^{p-2}, X^{p-1}\}$.

$$\ldots, h_t^{p-1}, h_t^{[1:T_{FNT}-1]}, h_t^{[1:T_{FNT}]} = \text{Encoder}(\ldots, X^{p-1}, X^{p}),$$

where $h_t^{[p]}$ is the historical-enhanced $t$-th acoustic representation of the $p$-th utterance (i.e. the current one) matches $h_t$ in Equation 1. The label representations $z_t^V$ is calculated by $h_t^{[p]}$ as in Equation 9. For normal FNT, the whole $\ldots, h_t^{p-1}, h_t^{[1:T_{FNT}]}$ is used to compute the transducer loss and for gradient back-propagation. However, LongFNT-Speech only utilizes the current acoustic hidden representations $h_t^{[1:T]}$ for computing the transducer loss and CTC loss, and backward across historical utterances is ignored during training. Using such extension, the speech encoder receives a longer history and thus benefits both training and evaluation.

C. Training strategies for LongFNT

Combining LongFNT-Text and LongFNT-Speech, the final proposed method is called LongFNT. During training, the large-context encoder obtains not hypotheses but reference (oracle) transcripts. The long-content information utilization is controlled by the number of historical utterances ($N_{\text{his}}$), and will effect the improvement of the LongFNT model. $N_{\text{his}}$ is a hyper-parameter, and $N_{\text{his}}$ (the number of historical utterances during training) is randomly sampled from the pre-defined distribution $[0, N_{\text{his}}]$ for each utterance, while $N_{\text{dec}}$ (the number of historical utterances during decoding) is controlled by $N_{\text{his}}$ and available historical utterances. Take $N_{\text{his}} = 3$ as an example, the first decoded utterance has no history ($N_{\text{dec}}[1] = 0$), second has $N_{\text{dec}}[2] = 1$, and the 10th utterance has $N_{\text{dec}}[10] = 3$. Although we can achieve much longer history, it is a huge burden for training as the history length grows and meanwhile causes serialization data training rather than the random shuffling one.

IV. SLongFNT: Speed Up LongFNT ASR in Streaming Scenario

In streaming ASR, besides the recognition error rate, the recognition latency stands as a pivotal metric. However, the LongFNT approach yields high latency, which inspire us to explore a streaming model that makes efficient use of historical information and keep the benefits of streaming models.

Firstly, we introduce a modified version of the FNT architecture for streaming scenarios named as streaming FNT (SFNT). For speech encoder, we adopt the streaming conformer [55] derived from its offline version. Different from enformer [46], our attention mechanism omits the memory bank and right-context (named as chunk-based attention [56]). During training, the left-context and center-context are concatenated together as a large chunk. During decoding, the left-context and its related states are consistently cached so that the chunked attention is like:

$$H_t = \text{MHA}(H_t, H_{(u:v)}, H_{(u:v)}),$$

where $t \in [u : v]$ denotes the frames used in computation which starts from timestamp $u$ and ends at $v$, and $v - u$ is the summed length of left-context frames and center-context frames. Additionally, we substitute the traditional convolution block with a causal one.
As for Pred \(^V\), as the use of transformer as Pred \(^V\) can cause unacceptable delays, so we use LSTM structure \([15, 54]\) to improve the latency.

### A. SLongFNT-Text

As mentioned in Section III-A, the context encoder however is not efficient enough in terms of real time latency when we apply transformer-style architecture such as RoBERTa. Thus, we propose an alternative approach: taking Pred \(^V\) as the context encoder, rather than the transformer-style context encoder referenced in LongFNT (transformer or RoBERTa). This allows us to mitigate the computational delays associated with using an extra context encoder to process historical utterances.

![Fig. 4: Architecture of SLongFNT-Text: the long-content self-attention module and two different kinds of historical textual information.](image)

Shown in Figure 4(a), we improve the token-level integration mentioned in Section III-A from concatenating operation to the long-content attention:

\[
o^l_i = \text{Long-content Attention}(o_i, C, C),
\]

where \(o_i\) is the output state of Pred \(^V\) before the projection layer, i.e. \(z^V = \text{log}_\text{softmax}(\text{Linear}^V(o_i))\), and \(C\) is the context embedding sequence, which is referred as RoBERTa or Pred \(^V\) in experiments. When using Pred \(^V\) as the context encoder, and the hidden states of Pred \(^V\) in SFNT is regraded as token-level embeddings \(C\). Moreover, the historical-enhanced representation \(o^l_i\) is concatenated with \(o_i\), \(o^l_i = [o_i, o^l_i]\) to achieve better integration performance.

![Fig. 5: Architecture of the attention layer in SLongFNT-Speech: the long-content chunk-based self-attention module in the speech encoder. Downsampling is applied to reduce the history length.](image)

Even though caching technique is applied in long-content chunk-based attention, we notice that the computation complexity \(O(d \times (v - u + \cdots + t^{p-2} + t^{p-1}))\) is still huge, where the historical feature lengths \(t^{p-2}, t^{p-1}\) is much longer than the chunk size. This will result in a corresponding increase in computation when performing the attention calculation. Accordingly two downsampling methods are proposed to reduce the increment length for historical acoustic information by rate \(K\) into an acceptable magnitude shown in Figure 5.

**Statistical Downsampling:** The first method is called statistical downsampling. The uncompressed features \(h^{\text{up}}\) are firstly broken into discontinuous blocks, and then all frame features in each block are added and normalized to obtain a global representation, i.e. block-wise mean or standard variance. If the whole history is regraded as one block, then the downsampling can be seen as a global mean or standard variance. For each block:

\[
\hat{H}_i = 1/K \sum_{K \cdot i \leq t < K \cdot (i + 1)} H_t,
\]

where we compute the \(i\)-th block historical embedding, and \(K\) represents the number of blocks from historical content. Then \(H^{\text{his}} = [\hat{H}_1; \cdots; \hat{H}_K]\) mentioned in Equation 22.

**Dilated Downsampling:** Another method is called dilated local downsampling, where it is implemented by random selection:

\[
\hat{H}_i = H_i, \text{ where } t \xleftarrow{\text{uniform}} [K \cdot i, K \cdot (i + 1)].
\]

By utilizing these two downsampling methods in training, and the statistical downsampling method in inference (which is referred to as ‘mix’ in the experiments section), the proposed SLongFNT-Speech model can achieve better results.
C. Training strategies for SLongFNT

Combining SLongFNT-Text and SLongFNT-Speech, the final proposed streaming version of LongFNT is named **SLongFNT** (Streaming LongFNT). Firstly, we extend the previous FNT model in Section II-B into the streaming version. We mainly follow the setup from [15], using truncated history with no future information. Meanwhile, we follow MoCHA [57] to segment speech into chunks with a specified chunk size and attention caching used to optimize inference speed. In addition, for the convolutional layer in the conformer, we also use causal convolution to ensure that future information will not be utilized in the training process. The training is performed on concatenated utterances, and it enforces time restriction on the self-attention layers by masking attention weights, which can simulate a situation where future content is not available while still considering several look-ahead frames.

V. EXPERIMENTAL SETUP

We conduct experiments with two datasets, LibriSpeech [58] and GigaSpeech Middle (abbr. as GigaSpeech) [59]. LibriSpeech has around 960 hours of audiobook speech, while GigaSpeech has around 1,000 hours of audiobook, podcasting, and YouTube audio. The sampling rate of these two datasets is 16 kHz. The word error rate (WER) averaged over each test set is reported. For acoustic feature extraction, 80-dimensional mel filterbank (FBank) features are extracted with global level cepstral mean and variance normalization. Frame length and frame shift are 25ms and 10ms respectively. Standard SpecAugment [60] is applied for both datasets. Each utterance has two frequency masks with parameter \( F = 27 \) and ten time masks with maximum time-mask ratio \( pS = 0.05 \). 5,000 word pieces with Byte Pair Encoding (BPE) [61] are trained using LibriSpeech and GigaSpeech datasets separately. As for the Pred\(^V\) part, the text scale is 10.27 million words for LibriSpeech and 9.68 million for GigaSpeech. And the extra text data (‘+ external text’ mentioned in Section III-A), for LibriSpeech, we use the official extra text corpus which has 812.69 million words (https://www.openslr.org/11/), and for GigaSpeech, we use Gigaspeech-XL training text data which has 113.80 million words. The external text is used to pre-train Pred\(^V\) to get a better initialization.

As shown in Figure 6, we evaluate the average length of audio and bpe-level tokens in different long-content setups, i.e. the different numbers of historical utterances. In our experiments utilizing Librispeech and Gigaspeech, we maintained the temporal sequence of sentences using successive utterance ids, such as XXX_01, XXX_02 and etc. Gigaspeech occasionally exhibits sequence discontinuities, but given their typical session lengths over one hour, such breaks have a marginal impact on continuity. While not every Librispeech book’s content is fully represented, each session’s content is intact and sequential. During testing, for any utterance with non-consecutive historical utterances, we adaptively treat the immediately preceding utterance as historical content to balance both relevance and efficiency. Take ‘03,05,06’ utterance sequence as an example, during the inference of ‘06’ with \( N_{his} = 2 \) and ‘04’ is missing, we would consider ‘03’ and ‘05’ as the preceding historical content for ‘06’. For the first utterance, there is no historical information, whereas the second utterance has only ‘01’ as its historical content.

The non-streaming FNT baseline follows the single-utterance settings of factorized neural transducer (FNT) [48]. And the non-streaming C-T baseline has the same architecture of speech encoder and predictor and training setup where as FNT, the predictor has the same shape as Pred\(^B\). The subsampling layer is a VGG2L-like network, which contains four convolution layers with the down-sampling rate of 4. The encoder has 18 conformer layers, in which the inner size of the feed-forward layer is 1,024, and the attention dimension is 512 with 8 heads. The Pred\(^B\) has two unidirectional LSTM layers with 1,024 hidden size and the joint dimension is set to 512. The Pred\(^V\) use vanilla 8 transformer layers, which has 256 attention dimension with 8 heads. The textual input for Pred\(^B\) and Pred\(^V\) is prefixed with a start-of-sequence (SOS) token. The hyper-parameter weights are fixed as \( \lambda_{CTC} = 0.1 \). The context encoder has the same shape as Pred\(^V\) if training from scratch, and utilizes the frozen RoBERTa model otherwise. The input of the context encoder is also always started with a start-of-sequence (SOS) symbol for distinction. During inference, we keep beam size equal to 8. As for the FNT’s external larger text-trained LM (external text), we use 16 transformer layers with 512 attention dimension with 8 heads. In the following experiments, the default number of long-content sentences \( N_{his} \) is two. We also conducted ablation studies to explore the effects of varying this number. Throughout both training and decoding, we consistently incorporate \( \leq N_{his} \) sentences as the historical textual content. Two possible long-content text forms, i.e. oracle and hypotheses, are fed into LongFNT model series to obtain the results. Both FNT and LongFNT follow consistent training stages. When no external text is utilized, both models are trained from scratch. However, when ‘+external text’ is incorporated, the Pred\(^V\) is pre-trained using the external text data.
As for the streaming experiments, the basic training/inference setup remains the same, but the conformer encoder is with chunk-wise casual convolution layer. We train the streaming encoder with 8 left chunks and 1 center chunk (per chunk is 40ms, i.e. totally 320ms delay in the basic streaming FNT system). Furthermore, in streaming human-computer interaction scenarios, we have to take the speech time into consideration when evaluating the real decoding time. Under this scenario, the non-streaming ASR system will be suspended until all the audio frames have been received, which will cause high latency, while the streaming one can process the speech as far as it receives the audio chunk. And the training stages for SFNT/SLongFNT remains the same as FNT/LongFNT for ‘+ long text’, ‘+ external text’ and etc.

We measure the end-latency under single core of Intel(R) Xeon(R) Gold 6132 CPU @ 2.60GHz:

\[
\text{End-Latency}^p = T^p_{\text{end}} - T^p,
\]

where \( T^p \) is the length of utterance \( p \), and \( T^p_{\text{end}} \) denotes the total computation time elapsed from the moment the first frame is fed to the encoder until the final bpe token is decoded for utterance \( p \). Meanwhile, we evaluate the average end-latency for the whole dev set. To be notified, the context embedding sequence \( C \) is simulated to compute in another CPU core to avoid any latency issues during the inference process.

### VI. Experimental Results and Analysis

#### A. Evaluation on the non-streaming LongFNT model

In our initial experiments, we investigated whether the performance of the vanilla C-T model could be improved by incorporating long-content transcription history (‘+ long text’), in the first block of Table I. We observed that the vanilla C-T model demonstrated only minimal improvements when using extended long-content text or utterance-level integration, even with the use of oracle transcripts. Moreover, when incorporating hypotheses, the system performance actually degraded. This outcome can be attributed to the fact that the predictor network in traditional neural transducer models is not a pure language model and cannot easily leverage longer history to achieve performance improvements.

In terms of FNT, shown in the second block of Table I, including the decoded/oracle long-content transcription history in the text input (‘+ long text’) does very limited help on both LibriSpeech and GigaSpeech. When the factorized predictor \( V \) is trained with extra text data (‘+ external text’), the system can obtain small but consistent improvements on all test sets. It demonstrates that the FNT architecture can factorize and model the language knowledge more accurately and can be benefited from a powerful language model. However, the long-content text history also does not further improve system upon the external text, which indicates that it is non-trivial to explore how to better leverage long-content information in the neural transducer. Additionally, while the normal speech encoder is indeed capable of handling long-form speech, our experiment ‘FNT + long speech’ reveals that directly integrating long-content speech with the FNT results in a performance drop across all sets. This underscore the need to find a more optimal approach for leveraging long-content speech.

In the last, the newly proposed LongFNT model is evaluated and the results are shown in the last block of Table I. Compared to the previous C-T and FNT systems, all the proposed models using long information can get significant improvements, which demonstrates the better utilization of long-content history information with the new model. In contrast to ‘FNT + long speech’, LongFNT-Speech exhibits superior performance. This enhancement can be attributed to our strategy of confining the gradient back-propagation. To further validate the efficacy of LongFNT-Text, we replicated the cross-utterance transformer LM as detailed in [51, 62] in the third block of Table I. Nonetheless, it is worth noting that these methods aren’t entirely analogous to LongFNT-Text. The primary distinction arises from their reliance on shallow fusion, whereas LongFNT-Text operates independently of such a fusion mechanism. Shown in Table I, it is evident that cross-utterance LM fusion (hyp) garners an improvement over conventional fusion and baseline. Meanwhile, LongFNT-Text outperforms cross-utterance LM fusion on GigaSpeech, possibly due to its enhanced robustness. Furthermore, when LongFNT-Text is applied with shallow fusion, its performance notably surpasses that of ‘+cross-utterance LM fusion (hyp)’. Such a synergy effectively captures the long-content textual information. Furthermore, it is observed that both two types of historical information, i.e. text and speech, are both helpful for long-content speech recognition, and LongFNT-Text is slightly better than the LongFNT-Speech. The final LongFNT model integrating historical knowledge from both text and speech achieves the best system performance, and compared to the
limited gain from the naive long text usage in C-T and FNT, the proposed LongFNT obtains around 20% and 10% relative WER reductions on LibriSpeech and GigaSpeech respectively.

B. Ablation Studies on the non-streaming LongFNT model

1) The Number of Historical Utterances: Performance comparison of successive historical utterance counts are evaluated with the proposed LongFNT model, and the results are shown in Table II. The correlation between the number of historical utterances and the recognition error rate can be observed, and $N_{his} = 0$ means no historical utterance is used, i.e. the FNT baseline. As $N_{his}$ grows, the WER of the current utterance is reduced gradually with the increased historical length $N_{his}$. After $N_{his} > 2$, the improvement is limited but training resources are very consumed. So the previous two utterances history are the most appropriate trade-off point between accuracy and cost in LongFNT, and we set $N_{his} = 2$ to learn appropriate long-content information for all the following experiments.

TABLE II: Performance (WER) (%) comparison of successive historical utterance counts on GigaSpeech dev/test sets for LongFNT series. Specially, $N_{his}$ for the proposed LongFNT model series is decoded under $N_{train}^{his} = 2$ while $N_{decode}^{his} = 0$ as in Section III-C. All results are evaluated using decoded hypotheses as the historical text.

<table>
<thead>
<tr>
<th>$N_{his}$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNT</td>
<td>16.8/16.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LongFNT-Text</td>
<td>17.0/16.4</td>
<td>16.0/15.6</td>
<td>15.2/14.9</td>
<td>15.3/14.8</td>
</tr>
<tr>
<td>LongFNT-Speech</td>
<td>16.7/16.3</td>
<td>16.2/15.8</td>
<td>15.9/15.7</td>
<td>15.8/15.5</td>
</tr>
<tr>
<td>LongFNT</td>
<td>16.9/16.4</td>
<td>15.8/15.4</td>
<td>14.8/14.3</td>
<td>14.7/14.3</td>
</tr>
</tbody>
</table>

2) Effectiveness of different components in LongFNT-Text: In this subsection, we evaluate the effectiveness of the proposed LongFNT model and explore the impact of each module on the final performance. Table III presents the results of our analysis on the efficiency of different integration methods for LongFNT-Text.

TABLE III: Performance (WER) (%) comparison of different components in LongFNT-Text (The final LongFNT-Text system is the line denoted with *).

<table>
<thead>
<tr>
<th>Model</th>
<th>Text</th>
<th>Libri-test clean</th>
<th>other</th>
<th>Giga-test clean</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNT</td>
<td>-</td>
<td>3.2</td>
<td>6.4</td>
<td>16.8</td>
<td>16.3</td>
</tr>
<tr>
<td>+ utterance-level integ.</td>
<td>oracle</td>
<td>2.9</td>
<td>6.1</td>
<td>16.0</td>
<td>15.8</td>
</tr>
<tr>
<td>+ utterance-level integ.</td>
<td>hyp</td>
<td>3.0</td>
<td>6.3</td>
<td>16.5</td>
<td>16.2</td>
</tr>
<tr>
<td>+ token-level integ.</td>
<td>oracle</td>
<td>2.9</td>
<td>6.0</td>
<td>15.7</td>
<td>15.4</td>
</tr>
<tr>
<td>+ token-level integ.</td>
<td>hyp</td>
<td>3.0</td>
<td>6.1</td>
<td>16.0</td>
<td>15.7</td>
</tr>
<tr>
<td>+ external text</td>
<td>hyp</td>
<td>2.9</td>
<td>5.9</td>
<td>16.0</td>
<td>15.5</td>
</tr>
<tr>
<td>+ utterance-level integ.</td>
<td>hyp</td>
<td>2.8</td>
<td>5.8</td>
<td>15.9</td>
<td>15.3</td>
</tr>
<tr>
<td>+ utterance-level + token-level integ.</td>
<td>hyp</td>
<td>2.6</td>
<td>5.7</td>
<td>15.8</td>
<td>15.4</td>
</tr>
<tr>
<td>+ utterance- + token- integ.</td>
<td>hyp</td>
<td>2.6</td>
<td>5.6</td>
<td>15.8</td>
<td>15.4</td>
</tr>
</tbody>
</table>

In the first block of Table III, experiments indicate that token-level integration is more significant than utterance-level integration. When considering only utterance-level integration, the system achieves a WER reduction of 0.2/0.1 on the LibriSpeech and 0.3/0.1 on the GigaSpeech datasets. However, when token-level integration is utilized, the WER reduction improves to 0.2/0.3 absolute on the LibriSpeech corpus and 0.8/0.6 absolute on the GigaSpeech corpus. A similar trend can be observed in the second block, token-level integration outperforms utterance-level integration by ~0.4 absolute WER reduction on LibriSpeech and 0.2~0.5 on GigaSpeech, after adding external text (i.e. with large LM, ‘+ external text’) and after using RoBERTa model (‘+++ RoBERTa’).

As mentioned previously in Section V, in the real scenario, ground truth (oracle) text can not be accessed, and we evaluate the above methods using decoded transcriptions (hypothese) to get real performance and explore the importance of those two types in different LongFNT-Text modes. Shown as the 1st block of Table III, experiments indicate that models decoded using hypotheses experienced a relative 1%~5% performance drop compared to those decoded using oracle text, and the degradation on the GigaSpeech is larger compared to the that on the LibriSpeech. This may be attributed to the fact that the basic error rate influences the performance of hypotheses, and a system with low WER is necessary to achieve performance improvements in long-content speech recognition. Additionally, we observe that the utterance-level integration is more sensitive to the long-content transcriptions quality compared to the token-level one, as it drops more 0.1%~0.2% absolute WER.

This indicates the shortcoming of statistical averaging pooling for utterance-level integration.

Then we discovered that long-content transcriptions can be effectively utilized in conjunction with external text, thereby leveraging the advantages of FNT. Results in the 2nd and 3rd blocks of Table III demonstrate a relative performance increase of at least 2% across all datasets for different textual integration methods (‘+token-level’, ‘+ utterance-level’, ‘+ utterance-level + token-level’). These results highlight the effectiveness of employing an external-text-boosted vocabulary predictor to further enhance the performance of our models.

Furthermore, We also investigated the importance of replacing the train-from-scratch context encoder with a pre-trained RoBERTa model, and found that the importance varied across the LibriSpeech and GigaSpeech datasets. For LibriSpeech, the performance only improves by 0.1% absolute WER reduction, and in some cases, no improvement was observed in the test-clean set for the LongFNT-Text model. In contrast, for GigaSpeech, we observed a consistent improvement in performance of at least 0.3%~0.5% absolute WER reduction. This phenomenon is interesting because the impact of the RoBERTa model was minimal in the LibriSpeech dataset. This may be attributed to the fact that the influence of transcriptions is relatively smaller in this dataset, and the context encoder has a similar ability to model the long-content textual information.
C. Evaluation on streaming SLongFNT model

Table IV presents the performance comparison in streaming scenario, and here we no longer explore the performance of C-T with the long-term history (the specific reasons can be seen in Section VI-A). We first set a benchmark based on the impact of long-content text on the original FNT model, which the basic streaming FNT (SFNT) has obvious performance drop compared with the non-streaming FNT model in Table I. The results presented in lines 1-3 of the first block of the Table IV align with the conclusions drawn in Section VI-A for non-streaming system with oracle/hypotheses historical condition. With the help of external text, whether there is long-content text or not, the streaming FNT model has been improved consistently, although the improvement is relatively small.

In the second block of Table IV, it shows the performance of our proposed SLongFNT models individually. For the utilization of long-content transcriptions, i.e. SLongFNT-Text, it achieves 11/8% relative WER reduction on LibriSpeech/GigaSpeech, which is a comparable improvement with non-streaming LongFNT-Text. As for the utilization of long-content speech, i.e. SLongFNT-Speech, the downsampling rate is set to \( K = 4 \) to consider the balance between the inference speed and accuracy, and 15/14% relative WER reduction on LibriSpeech/GigaSpeech are observed. It is found that the improvement of SLongFNT-Speech is larger than that of LongFNT-Speech, which may be due to the greater importance of speech encoder in the streaming condition. Finally, the SLongFNT system combining historical knowledge from both text and speech achieves \( \sim 25\% \) relative WERR on LibriSpeech and \( \sim 17\% \) relative WERR on GigaSpeech, compared to the baseline streaming FNT system.

D. Ablation Studies on the streaming SLongFNT model

At first, we follow the \( N_{\text{mix}} = 2 \) setup for the exploration of SLongFNT-Text/Speech architecture to find optimal architecture setup for SLongFNT.

1) Exploring different text integration methods for SLongFNT-Text: In the second block of Table V, we investigate different components of SLongFNT-Text. First of all, we explore the external context encoder method (directly use the same RoBERTa model mentioned in Section III-A), and the method of extracting context embedding is the same as LongFNT. RoBERTa (hypotheses) is consistently worse than RoBERTa (oracle), and the drop is larger for datasets with worse WER (i.e. 7% relative WER degradation on LibriSpeech while 14% for GigaSpeech) due to the incorrect textual content. Similar to LongFNT-Text, with the help of external text, the RoBERTa-based SLongFNT-Text model achieves \( >8\% \) relative WER improvement on both datasets.

However, in real streaming scenario, the CPU is overloaded for current chunk’s inference, thus computing context embeddings by RoBERTa causes higher latency. We then try to utilize the hidden state from Pred\( ^V \), which does not require external computing resources. With Pred\( ^V \) as the internal context encoder, the final SLongFNT-Text also achieves significant improvement, and it is smaller than the RoBERTa context encoder but still obvious.

2) Exploring different downsampling methods for SLongFNT-Speech: In the third block of Table V, we investigate different downsampling methods for SLongFNT-Speech mentioned in Section IV-B, and downsampling rate \( K = 1 \) indicates the system without downsampling. We first considered the corner cases, those are, to calculate the mean vector of all long-content acoustic representations (mean), and to calculate the mean and standard variance of all long-content acoustic representations (mean+std). Although these modes are simple, experimental results show that both methods can be still better than the SFNT baseline (line 1), and the ‘mean’ performs slightly better than the model with ‘mean+std’. Thus we choose ‘mean’ as the implementation of statistical downsampling.

The statistical and dilated downsampling with different rates are then applied. It is observed that the statistical downsam-

### Table V: The ablation study of different components proposed in SLongFNT. For SLongFNT-Text, the second block shows different integration methods. For SLongFNT-Speech, the third block shows different down-sampling strategies.

<table>
<thead>
<tr>
<th>Model</th>
<th>Libri-test clean</th>
<th>other</th>
<th>Giga dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFNT</td>
<td>-</td>
<td>4.1</td>
<td>10.0</td>
<td>22.9</td>
</tr>
<tr>
<td>+ long text</td>
<td>oracle</td>
<td>3.8</td>
<td>9.3</td>
<td>21.4</td>
</tr>
<tr>
<td>+ long text</td>
<td>hyp</td>
<td>4.0</td>
<td>9.8</td>
<td>22.8</td>
</tr>
<tr>
<td>+ external text</td>
<td>hyp</td>
<td>3.9</td>
<td>9.7</td>
<td>22.3</td>
</tr>
<tr>
<td>+ external + long text</td>
<td>hyp</td>
<td>3.8</td>
<td>9.4</td>
<td>21.9</td>
</tr>
<tr>
<td>SLongFNT-Text</td>
<td>hyp</td>
<td>3.7</td>
<td>8.8</td>
<td>21.2</td>
</tr>
<tr>
<td>SLongFNT-Speech</td>
<td>hyp</td>
<td>3.3</td>
<td>7.8</td>
<td>19.7</td>
</tr>
<tr>
<td>SLongFNT</td>
<td>hyp</td>
<td>3.1</td>
<td>7.5</td>
<td>19.1</td>
</tr>
</tbody>
</table>
sampling with $K = 2$ gets almost no WER degradation, and the performance drop will become obvious when $K > 4$. Compared to the dilated downsampling mode, the statistical mode is consistently better. Moreover, we tried to combine statistical and dilated downsampling modes with $K = 4$, i.e. using the statistical with dilated downsampling methods during training and using statistical downsampling only for decoding, SLongFNT-Speech (shown as the last line in Table V) can achieve better results and perform the appropriate trade-off point between the accuracy and computation cost.

3) The Number of Historical Utterances: We study the influence of different historical information lengths on the recognition accuracy and delay of the SLongFNT model, and then select the most suitable number for the following experiments. From Table VI, it is found that as the number of historical utterances $N_{his}$ increases, the performance of SLongFNT-Text/-Speech and the final model SLongFNT are gradually improved. The impact from historical speech is larger than that from historical text. Similar as the observation for non-streaming LongFNT, $N_{his} = 2$ also seems be the appropriate trade-off point between accuracy and computational cost for this streaming SLongFNT, and it is applied on SLongFNT in the further experiments.

**TABLE VI: Performance (WER) (%) comparison of successive utterance counts $N_{his}$ on GigaSpeech dev/test sets for SLongFNT series.**

<table>
<thead>
<tr>
<th>$N_{his}$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFNT</td>
<td>22.9/22.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SLongFNT-Text</td>
<td>23.2/22.4</td>
<td>21.8/20.8</td>
<td>21.2/20.0</td>
<td>21.4/20.2</td>
</tr>
<tr>
<td>SLongFNT-Speech</td>
<td>22.7/21.7</td>
<td>20.3/19.9</td>
<td>19.7/18.8</td>
<td>19.5/18.5</td>
</tr>
<tr>
<td>SLongFNT</td>
<td>23.1/22.3</td>
<td>19.9/19.4</td>
<td>19.1/18.2</td>
<td>18.7/18.0</td>
</tr>
</tbody>
</table>

Fig. 7: Latency (ms) and word error rate (%) trade-off on dev set of GigaSpeech. $\infty$ denotes ‘mean’ in Table V. Different downsampling rates $K$ and $N_{his}$ are presented. The numbers on the line are the related downsampling rates $K$.

4) Decoding Latency: Decoding speed is another concern when people deploy the streaming ASR systems. Illustrated in Figure 7, we evaluated the end-latency for the proposed SLongFNT systems with different number of historical utterances ($N_{his} = 0, 1, 2, 3$) and different downsampling rates ($K = 1, 2, 4, 8, 16, \infty$), where $\infty$ denotes mean pooling. The results demonstrate that as the word error rate decreases, the latency increases. We can balance the trade-off between latency and model accuracy (error rate) by choosing $N_{his} = 2, K = 4$, which results in the latency of 545ms. In this setup, the latency for SLongFNT-Text is recorded at 473ms, while SLongFNT-Speech exhibits a latency of approximately 497ms.

Meanwhile, the figure also demonstrates that the downsampling ratio has a significant impact on latency, and the increase of historical statements gradually increases overall recognition delay. When the downsampling ratio is greater than 4, the rate of latency attenuation gradually slows down. At this point, the infinity downsampling latency is similar to $N_{his} = 0$, where we consider ‘mean’ as an approximation that approaches infinity ($\infty$). Moreover, another basic streaming FNT model with larger chunk-size=640ms is also constructed and shown in the figure, denoted as SFNT(640ms). It is observed that the newly proposed SLongFNT with $N_{his} = 2$ & $K = 2$, has the similar latency as SFNT (640ms) but with much better accuracy. It is worth noting that when taking the RoBERTa context encoder into consideration, an additional average latency of 200ms is added to the current model. This issue can be addressed by using Pred$^V$ as the context encoder, as mentioned in Section IV-A.

E. Illustration on the Long-Content Speech Recognition Results

The Table VII presents several examples that demonstrate how LongFNT corrects the results of normal FNT by utilizing long-content textual information. For the first block, when using ground truth as the history, LongFNT successfully used the historical word ‘WADIAK’, and makes the appropriate modification. However, when using hypotheses as history (i.e. ‘WADIAC’) that is incorrectly decoded, the LongFNT utilizes the wrong historical information and cannot correct the error ‘WADIAC’. For the second and third blocks, when the hypotheses history are correct, LongFNT is also able to utilize the historical words and then make successful modifications.

In order to analyze the effectiveness of the LongFNT model under long-term history, we draw upon the long-content attention for token-level integration in Pred$^V$. An example of the proposed long-content attention during inference is depicted in Figure 8, and the left is the attention in the bottom layer and the right is the attention in the top layer. As shown in Figure 8a, the attention in the bottom layer exhibits a column-based pattern, indicating that specific inputs in the long-content text play a crucial role regardless of their position in the input. Additionally, historical utterance $p - 2$ has smaller attention scores compared to utterance $p - 1$. In Figure 8b, the attention in the top layer focuses more on connecting keywords occurred in history and correcting the current word ‘WADIAC’, corresponding to Table VII. These results demonstrate that the proposed long-content attention mechanism can effectively capture long-range context, thereby improving the system performance.
TABLE VII: Examples of decoded results (Hyp.) comparison between the normal FNT and proposed LongFNT model. For LongFNT, two types of text histories (Hist.), i.e. ground truth and hypotheses, are shown, and G.T. means the real ground truth transcription. SOS token is ignored for simplification.

<table>
<thead>
<tr>
<th>Hist.gt</th>
<th>Hist.hyp</th>
<th>G.T.</th>
<th>Hyp.FNT</th>
<th>Hyp.LongFNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>matt WADIAC a chef with a degree from the prestigious culinary institute</td>
<td>... matt WADIAC a chef with a degree from the prestigious culinary institute</td>
<td>WADIAC would basically go and source the ingredients ...</td>
<td>WADIAC would basically go and source the ingredients ...</td>
<td>WADIAC would basically go and source the ingredients ...</td>
</tr>
<tr>
<td>well bessy how are YOU ...</td>
<td>better and not better if YOU know what that means</td>
<td>Hyp.FNT</td>
<td>better and not better if YOU know what that means</td>
<td>better and not better if YOU know what that means</td>
</tr>
<tr>
<td>Hyp.LongFNT</td>
<td>... getting a meal KIT every week</td>
<td>Hyp.FNT</td>
<td>... plus the meal KITS helped green hone her cooking skills</td>
<td>Hyp.FNT</td>
</tr>
<tr>
<td>... getting a meal KIT every week</td>
<td>... plus the meal KITS helped green hone her cooking skills</td>
<td>... plus the meal KITS helped green hone her cooking skills</td>
<td>... plus the meal KITS helped green hone her cooking skills</td>
<td></td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, we introduce two novel approaches, **LongFNT** and **SLongFNT**, to incorporate long-content information into the factorized neural transducer (FNT) architecture, and achieve significant improvements in both non-streaming and streaming speech recognition scenarios. At first, we investigated the effectiveness of incorporating long-content history into conformer transducer models and found little improvement. Subsequently, experiments are conducted based on FNT to explore an efficient network for long-content history utilization. We propose LongFNT, using two integration methods for utilizing long-content text (LongFNT-Text) and long-content speech (LongFNT-Speech), and it achieves 19/12% relative word error rate reduction (relative WERR) on LibriSpeech/GigaSpeech, outperforming FNT and CT baselines. We then extended LongFNT to the streaming scenario with SLongFNT, and it achieves 26/17% relative WERR on LibriSpeech/GigaSpeech, outperforming streaming FNT baselines. The experiments demonstrate that incorporating long-content information can significantly improve ASR performance, and our proposed models offer a promising solution for improving long-content speech recognition in real-world scenario with both non-streaming and streaming situations.
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