An Equal Seat at the Table: Exploring Videoconferencing with Shared Spatial Context combined with 3D Video Representations
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ABSTRACT
Work video meetings in the traditional grid interface have inclusion, effectiveness, and fatigue problems, due in part to the difficulty of directing or communicating attention. Virtual 3D meeting spaces have value, but representing people in them is a challenge. Avatars face resistance, and 2D video is limited to near-frontal views, constraining the spatial layout. We present a novel experimental system for virtual meeting rooms that predicts 3D video of users in real-time from a standard webcam, positions them in a shared 3D space, and renders a controllable first-person view. We report study results comparing this system to a traditional grid, and to 2D video of people in the same 3D space. While spatial layouts fared better in terms of attention and co-presence, the traditional grid was more comfortable and professional. This is likely due to unsettled 3D design, the need for manual control, and a preference for the familiar.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI.
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1 INTRODUCTION
Space is not just where we talk, it’s also a part of talk. However, most video meetings are held in traditional 2D grid interfaces. The lack of spatiality in these interfaces challenges users’ ability to direct and communicate their attention to others, leading to problems with inclusion, effectiveness, and fatigue. Virtual 3D meeting spaces offer potential solutions, but the representation of participants within these spaces presents its own set of challenges. The use of avatars is sometimes met with resistance in professional settings [19], and 2D video is sub-optimal as users’ views can approach or exceed perpendicular orientation to others if the 3D space is to offer tangible benefits (see Figure 3b).

In response to these challenges, this paper explores the potential for 3D virtual meeting spaces to facilitate meetings of people represented with live 3D video, using only commodity hardware. The contributions of this paper are:

• A description of a video meeting system that allows for streaming 3D video using a single standard webcam on a desktop computer. The 3D video is incorporated into a 3D virtual space and users have control of their orientation. Views can be rendered in real-time from a wide range of viewpoints for many-to-many communication.

• An empirical comparison of group meetings using this system with a 3D view in a 3D space, against a 2D view in the same 3D space, and against a traditional 2D interface.
We find that while spatial layouts performed better in terms of attention and co-presence, the traditional interface was perceived as more comfortable and professional. The preference for the traditional interface may be attributed to the unsettled nature of 3D design, the need for manual orientation control, and comfort with the familiar. Nevertheless, we conclude that live 3D video in virtual meeting spaces holds great potential for reducing fatigue and improving inclusion and effectiveness in remote meetings.

2 RELATED WORK

We can talk without seeing one another (e.g. on the telephone [16]), but space is a resource for talk when we are in person [27]. Conversational flow involves coordinating talk with mutual bodily orientation [9, 21] and nuanced views of gaze, head, and shoulder poses, arm gestures and facial expressions [5, 6, 10, 20, 26, 28, 29]. We also configure spaces in which we meet as resources. Discussions occur in many-to-many configurations, e.g. around a table [6, 34], while presentations occur in one-to-many configurations, e.g. a presenter facing an audience [28].

Video meetings fracture the common interactional space [15, 25]. The standard videoconferencing interface for fully remote meetings is a grid of individuals in their respective spaces, and a small self-view in one corner. This creates three problems that are factors in both ineffective meetings and videoconferencing fatigue [32]. Hypergaze and flattening [2] are the subjective configuration of all meetings as presentations, leaving users feeling stared at and where people look as not representing true focus of attention. Further, there is cognitive load associated with knowing that each attendee is in their unique space, shown against their differentiated backgrounds, but having to treat the conversation as happening in one space [17]. The constant mirror effect [22] is the cognitive load effect of always seeing oneself.

Video-mediated communication research has long explored spatiality for fully remote meetings [8, 12]. One early system, Hydra [35], provided each user with a small integrated AV unit to be arranged on a desk with others. It demonstrated the value of natural spatial cues, but used specialized hardware. Ensor [18] was an early proponent of software-based spatial room metaphors displayed on standard computer displays for improving the experience of video meetings. More recently, in Perspectives [37], each user occupies a seat at a virtual table in a spatially-consistent virtual room. Every user has a first-person view, and sees all others as 2D live video cut-outs. When compared to three Microsoft Teams interfaces (gallery, Together Mode, and Front Row), participants rated Perspectives higher than all other conditions for co-presence, a mental model of where people are, and flow of talk. So spatiality is crucial.

However, the flat and static side-by-side display of video in Perspectives means that conveying attention is very subtle and does not allow for mutual bodily orientation because people are not in 3D. The challenge of spatiality is that while 3D rooms are relatively easy to render, authentic 3D representations of people are difficult. In Virtual Reality (VR), illustrated 3D avatars afford spatial value [7], but if avatars are cartoonish [19] or so hyper-realistic that they create uncanny valley effects [31], they may not be accepted in professional contexts. Hyper-realistic avatars are computationally expensive, have high enrollment complexity, and tend to only be available in dedicated complex hardware setups (e.g. [23, 40]).

Some attempts at enabling 3D representations of people on commodity systems do exist, but are limited. Harrison and Hudson’s [11] pseudo-3D view used a webcam and head-tracking to provide motion parallax depth cues, but not 3D views of people. Gaze-2 [39] tracked eye gaze and enabled 2D videos of people on ‘billboards’ that turned in space towards one another, but the users’ faces began to occlude as the angle increased. GazeChat [13] used gaze tracking and neural rendering of users’ photographs to show users looking at one another, but did not provide live representations of people, and, because it uses the traditional grid, did not show naturalistic mutual body orientations. Live 3D Portrait [38] showed real-time radiance fields predicted from monocular input, but the view synthesis has limited support for yaw rotation, and the system is currently too expensive for many-to-many settings.

In summary, prior work shows that reducing fatigue and improving inclusion and effectiveness in remote meetings involves a complex combination of issues around spatiality and representation,
manifested in and brought to the meeting experience. These issues involve spatial presence and co-presence; attentional awareness and control; conversational flow; comfort, distraction, and representational quality; and personal, social, and professional preferences and norms.

On the basis of this review, we developed the following research questions to explore the potential acceptance and value of 3D video representations in virtual meeting spaces:

RQ1: Can we capture 3D views of people using commodity webcams and render them in a 3D virtual environment?

RQ2: What advantages does user-controlled view direction confer for focusing user attention, and conveying direction of attention to other users?

RQ3: Are there advantages to a 3D video representation of users in the 3D virtual environment?

3 TECHNOLOGY

Our experimental system runs a pipeline (Figure 2) that includes real-time 2D video capture and 3D prediction, 3D video streaming, incoming stream processing, and audio and video rendering.

2D video capture and 3D prediction. We used OpenCV [4] to connect to a webcam, and then process each captured frame to predict plausible 3D geometry for the subject in the frame. The main frame processing steps are to:

- run an off-the-shelf face detector¹ to locate the user in the frame (Figure 2b);
- crop and rescale an area around the detected face, to form a region of interest (ROI) (Figure 2c);
- pass the ROI to a feedforward convolutional neural network (CNN) that predicts depth for each image pixel, as well as a segmentation of the ROI into foreground and background regions (Figure 2d);
- extend the lower edge of the image, to bridge the gap between the field of view for a typical webcam, and the hexagonal ‘table’ that we placed in the virtual 3D scene (see Figure 3c for an example);
- composite the colour and depth signal, with the extension on the lower edge, into a single stacked image that is suitable for streaming (Figure 2e).

These processing steps are implemented using a combination of the ONNX runtime² for CNN evaluation, and CUDA kernels [30] for optimized image processing. We chose a simple solution to extend the prediction below the camera’s field of view, copying the last row of colour and depth pixels downwards. We also added stippling that increases with distance from the captured image to visually indicate that this region is not observed by the camera. This processing pipeline for capture and 3D prediction runs in 35ms per frame on a workstation with an NVIDIA RTX 2080Ti GPU, which allows for real-time prediction and streaming at almost 30 frames per second.

The CNN that performs depth prediction and segmentation is the most technically complex part of this pipeline. We provide details of our training loss in the appendix (see Section C). Once the CNN is trained, it is evaluated in the pipeline on the ROI (Figure 2c), to

¹https://github.com/Linzaer/Ultra-Light-Fast-Generic-Face-Detector-1MB
²https://onnxruntime.ai/
give depth and segmentation predictions (Figure 2d). The end result of the 3D prediction stage is an image that combines the color and depth signals into a single stacked frame in the YUV color space (Figure 2e). The depth signal does not use the UV channels, instead encoding depth purely in the 8-bit Y channel.

Real-time streaming. We transmit these combined frames using WebRTC [3] and the open source Janus server [1] with the video-room plugin. This gives a media transport solution with a latency typically below 500ms, which is tolerable, although higher than we would expect from a typical videoconferencing system. Each user sends one combined color-and-depth stream alongside the audio signal, and receives n streams from the Janus server for a meeting of n participants. Our prototype uses the GPU for native decoding of the incoming compressed video streams, alongside the depth prediction processing described above. The end result of this stage is n incoming color-and-depth streams.

Incoming stream processing. Each incoming stream is processed to turn the video signal into a 3D mesh, where the texture is derived from the color signal (corresponding to the original captured webcam image) and the vertex positions are determined from the depth signal. We also apply a stylized ‘projector’ effect, by connecting a subset of vertices in the 3D mesh to a point slightly behind the user’s representation (see Figure 2f), to communicate that some portions of the user are not visible to the camera.

Audio and video rendering. The final step for each frame is for the 3D meshes to be rendered in the virtual scene, alongside the geometry for the simple room environment we created for this prototype. The spatialized audio signals are rendered into a single stereo stream that can be consumed using stereo headphones, where audio sources to the left of the participant are more prominent in the left channel of the mixed stream (and correspondingly for the right of the participant). Both audio and video rendering are implemented in Unity.

Participants could control the virtual camera used for the final render using arrow keys on the keyboard; pressing the left or right arrow key rotated their view to the left or right accordingly. This rotation was also reflected for remote participants, where each user was rendered with an orientation which matched their own first-person perspective view (see the accompanying video for details).

4 METHODS

48 participants were recruited by email from a global technology company to take part in one-hour experimental sessions. They comprised 37 males and 11 females, and formed 8 groups of 6 members each (see Table 1 in the appendix for details). All participants completed an informed consent procedure prior to participation.

We conducted a within-subjects experiment comparing (A) a traditional 2D videoconferencing system, (B) our system with 3D representations in a 3D space, and (C) a system with 2D representations in the same 3D space. The Supplementary Materials contain the full details of tasks and surveys.

Drawing on [37], each condition began with participants counting up one at a time from 1 to 20. This was to test the hypothesis that counting in order is easier in a spatial environment than in traditional grid, because the spatial environment provides more cues for speaker ordering.

Participants then engaged in a five minute decision-making discussion that encouraged naturalistic conversation with a seed idea and trajectory (e.g. decide on a team-building event). The specific decision made was not relevant to this study, only the stimulus for purposeful talk.

Following their discussion, participants filled out short surveys about their experience. The survey questions were developed to cover the themes we noted above found in prior work, with one or two questions per theme, drawing inspiration from questions reported in [37] and [24], and additional questions to cover the specific capabilities of our prototype conditions. The themes covered were: spatial presence; co-presence; attentional awareness and control; conversational flow; comfort, distraction, and representational quality; and preferences, professionalism, and norms.

Lastly, given the known quality limitations of the 3D representations in our live prototype, we showed participants a recorded video demonstrating a meeting using high-quality 3D representations (see Figure 5 in the appendix).

Limitations. Due to technical constraints and time, condition order was not counterbalanced across participants. All groups except one completed conditions A to C in that order (one group completed condition B last). We also did not have access to identifiers linking participants’ survey data across conditions, and therefore report statistical tests assuming independent samples, acknowledging that caution is strongly warranted in interpreting quantitative findings.

5 RESULTS

Our results report responses to the end-of-session surveys. The quantitative results of each question are reported along with representative examples of participants’ observations and reasoning.
drawn from the their input into open text fields at the end of each survey.

Participants’ responses for each survey item were compared between conditions using a non-parametric Kruskal-Wallis test, with significant effects followed up with pairwise comparisons using the Wilcoxon rank-sum test (conducted in R). Figure 4 summarises the quantitative survey findings, depicting 95% confidence intervals around the mean for each survey item and experimental condition. To support the interpretation of these findings, we also include select verbatim quotes from participants’ responses (identified by the corresponding group number, e.g., G6).

Spatial presence. There was a significant condition effect for items including “I felt like people were next to each other” (H = 50.87, p < 0.001), “I felt like people shared the same space” (H = 49.26, p < 0.001), “I felt like people had a shared understanding of who was next to whom” (H = 89.41, p < 0.001), and “I felt like people took up physical space” (H = 40.42, p < 0.001). For all items, both spatial conditions scored higher than the standard 2D layout (p < 0.001 for all). Between the spatial conditions, the 3D video representation scored higher only on the last item concerning physical space (p = 0.018). Indeed, participants noted the enhanced “room-feel” (G5) afforded by the 3D video.

Accordingly, participants in both spatial conditions commented that the meeting “felt like a more natural interaction around a table” (G6), and “much closer to a personal meeting experience than a normal [remote] meeting” (G6). People reported a sense of immersion during the meeting, with a G6 participant commenting, “I forgot I was in a [remote] meeting to some extent, I was no longer looking at my own video but focusing on others instead”.

Co-presence. For ‘I felt present with the other people’, there was no significant effect of condition (p = 0.759). However, participants’ comments did suggest an enhanced sense of co-presence in the spatial conditions. For example, a G8 participant commented that “we were sitting in the same place and we could turn around the table”. Others felt that it was like “we really sat together” (G2) and “were in the same room” (G5). The sense of co-presence was further enhanced by the spatial audio, which most participants appreciated, e.g., “the spatial audio made it feel more like I was with people” (G8).

Attentional awareness. There was a significant effect of condition for the items ‘I knew when other people were looking at me’ (H = 37.6, p < 0.001) and ‘I knew when other people were looking at each other’ (H = 34.8, p < 0.001), suggesting that, relative to the standard 2D condition, the spatial layouts provided valuable information about people’s attention or “looking directions” (G8). Although there was no difference between the 2D and 3D representations (p > 0.1 for both), participants’ comments did suggest of the additional value of 3D video: “it was hard to tell the direction people were facing in [2D video] compared with [3D video]” (G6).

Attentional control. There was no condition effect for the attentional control items ‘I enjoyed looking around at other people’ and ‘I had control of who I looked at’. Some participants did note the additional control that a 3D spatial layout afforded them, including being able to “control […] where to look” (G2) and “choose who to look at” (G3).

Conversational flow. There was a significant effect of condition only for the items ‘I knew when other people wanted to take a turn at speaking’ (H = 6.95, p = 0.031) and ‘There were awkward pauses’ (H = 14.14, p = 0.001). For the former, the standard 2D condition performed worse than the spatial condition with 2D representation (p = 0.01); for the latter, it performed worse than both spatial conditions (p = 0.001 for 2D representation; p = 0.002 for 3D representation). This aligns with comments about the standard 2D condition about not knowing “if [they’re] about to interrupt someone, who’s where or if someone wants to talk or not” (G3). All other items were not significant (p > 0.1 for all).

Comfort, distraction, and representational quality. There was a significant effect of condition for the item ‘It was a comfortable meeting experience’ (H = 30.38, p < 0.001), with the standard 2D condition scoring better than both spatial conditions (p < 0.001 for both). There was a similar pattern for distraction (‘It was a distracting meeting experience’, H = 24.99, p < 0.001), with the standard 2D condition scoring better than both spatial conditions (p < 0.001 for both).

Participants reported that the limited field of view prevented them from seeing all other participants simultaneously. Both spatial conditions required participants to rotate their view to see others, which a participant from G8 noted “felt a little non-inclusive as most of the time I could not see them”. This issue was exacerbated by the keyboard control of the viewing angle, which participants found “hard” (G1) and “a bit strange” (G1), noting that “in real life you just turn your head or even just eyes and you can cover all persons sitting in same room” (G1). This was a key reason for preferring standard 2D videoconferencing, as it enabled people to “see everyone at once and keep track of everyone’s opinions more easily” (G5). Moreover, several participants felt that the 3D layouts made them “dizzy” (G4), though this may have been less strong for the 2D condition.

A key issue with the 3D representations in the live setting was their limited quality. Participants disliked the “flicker” (G2) and “lots of artifacts” (G3), and commented that the 3D video looked “so weird and creepy” (G2). Accordingly, one G5 participant concluded that “it would take a lot of improvement” to use these 3D videos in a professional context. These issues were particularly noticeable in 3D videos positioned close to participants, who saw them from the side, and in turn found them “disturbing” (G1). These quality issues were a key reason why some participants ultimately preferred the 2D representations, as exemplified by a comment in G6: “I wished the 2D was 3D but without the distracting shaders/effects”.

For both 2D and 3D representations, people also noted the absence of hand movement and other body language. In G8, a participant commented that “Some people usually use their hands when talking and seeing those kind of body movements is good which is not happening in these […] experiences”. Similarly, in G8 a participant said that the 2D representations “[don’t] really provide a presence of a human. Body language is still mostly hidden”.

Preferences, professionalism, and norms. Ultimately, standard 2D videoconferencing was still overall preferred by a majority of participants (26 people [54%], compared to 13 people [27%] who preferred 2D video in a 3D space, and 9 people [18%] who preferred the 3D video in a 3D space). A key reason was the standard interface’s appropriateness “especially for business” (G2), and “for bigger and
It was a comfortable meeting experience
I felt present with the other people
I felt like people were next to each other
I felt like people shared the same space
I felt like people had a shared understanding of who was next to whom
I felt like people took up physical space
I knew when other people were looking at me
I enjoyed looking around at other people
I had control of who I looked at
I knew when other people were looking at each other
I knew when other people wanted to take a turn at speaking
I knew when I could take a turn at speaking
I could keep track of who said what in the conversation
The video of other people was engaging
The video of other people was appropriate to a business context
It was a distracting meeting experience
There were awkward pauses
There were awkward interruptions

Figure 4: 95% confidence intervals for the mean score of participant agreement with the statements listed. Each of the 48 participants completed a survey immediately after completing a task in each of the three conditions, and reported their agreement with the statements using a 5-point Likert scale. The three last statements are shown separately to aid interpretation, as agreement to these statements is associated with a negative meeting experience.

(a) A frame of the recording that participants viewed at the end of each study group session.

(b) 95% confidence intervals for mean participant agreement with statements that compare our high-quality video with the three live conditions.

Figure 5: We concluded each group session by showing participants a recording which demonstrated offline 3D reconstruction with higher-quality 3D video than the live 3D condition. This allowed us to explore the extent to which the current 3D reconstruction quality is a limiting factor for acceptance of 3D video representations.
more serious meetings" (G5). This was due to its "familiarity" (G6), "simplicity" (G1), and absence of "disturbing and/or distracting" (G2) aspects. This is supported by a significant effect of condition for the item 'The video of other people was appropriate to a business context' (H = 38.12, p < 0.001), with the standard 2D condition scoring higher than both spatial conditions (p < 0.001). Thus, alongside the representational quality issues, there are potential social norms that might slow broader adoption in professional contexts.

On the above item, the spatial condition with 2D representations scored higher than the 3D representations (p = 0.035), and was overall preferred by more people (13 people or 27%). Some participants found the 2D representations were 'good enough' to support a spatial layout, despite their limited representational quality. People noted that they seemed like the "best of both compromise with current capabilities" (G6), or that they are "less realistic but very easy to see" (G2). In contrast, others still found them to be "odd" (G1), "weird" (G5), or "confusing and distracting" (G3). See Figure 4 for quantitative results on the effect of 2D and 3D representations on meeting dynamics and user perception.

6 IMPLICATIONS AND CONCLUSIONS

We presented a novel system that captures 3D video of people from a webcam, and renders them in a 3D virtual environment for many-to-many communication. In answering our first research question, RQ1, in the affirmative, we found that the CNN that performs depth prediction and segmentation was the most technically complex aspect. We did not directly compare to avatar representations in this study, but the 3D spatial conditions scored no lower than the 2D video grid for agreement with the statement 'I knew when other people wanted to take a turn at speaking', indicating that the 3D videoconferencing conditions were able to preserve conversational cues that are typically absent with avatar-based systems.

Our results support earlier findings [37] on the value of shared spatial context, with participants reporting a greater understanding of others’ attention and better flow of talk. However, with reference to RQ2, the ability to control view direction was received with mixed results, with participants finding it helpful to understand when other people were looking at each other, but also reporting friction from the fact that it wasn’t possible to see the whole scene at once. This is a key difference to most videoconferencing studies which use an interface in which one can see all participants (e.g. [13, 37]). We hypothesize that this friction is the reason why we don’t see a majority preference for our first-person views over a 2D video grid. The tension is not necessarily easy to resolve, as widening the field of view for participants would remove the reason for participants to change their first-person perspective view to attend to different parts of the scene, potentially depriving other attendees of the valuable attention signal.

Turning to RQ3, we did not see a strong preference for 3D video over 2D video representations, with both judged similarly by participants for the conversational factors we measured, and more participants preferring 2D over 3D video representations when presented in a shared 3D space. This suggests that 3D video needs to improve to be accepted and to be effective. We chose to fill in areas not captured by the webcam with rays that produced a ‘projector’ effect akin to depictions of holograms in science fiction media. However, this choice was not treated as an acceptable workaround when participants compared it to our pre-recorded video with higher-quality reconstructions (see Figure 5 in the appendix), further suggesting that the quality of 3D video is key for acceptability and utility in shared 3D spaces.

ACKNOWLEDGMENTS

We are grateful for the valuable advice and assistance from colleagues that contributed to this work. We extend our thanks to Dorde Nijemčević, Marko Bežulj, Vladimir Čarapić, and the Belgrade team that made our hardware prototypes possible. We thank the authors of the Perspectives study: John Tang, Kori Inkpen and colleagues, for inspiring this research. We are grateful for the work of many colleagues in Microsoft Mesh, without whom our prototypes would not have been possible: Anton Lipov, Dalibor Kukolica, Ed Hanway, Josh Wittner, Michelle Felizardo, Shafiq Rahman, Tadas Baltrusaitis and the Human Synthetics team. We are grateful for help from Nathan Jones in running our user study, and to colleagues who gave permission for us to use their images for this paper. Finally, we acknowledge the contribution from our 48 study participants in giving their time and sharing their observations.

REFERENCES

A PARTICIPANT DEMOGRAPHICS

Participant demographics are reported in Table 1.

<table>
<thead>
<tr>
<th>Group</th>
<th>Female</th>
<th>Male</th>
<th>18-29</th>
<th>30-44</th>
<th>45-59</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>37</td>
<td>20</td>
<td>26</td>
<td>2</td>
<td>48</td>
</tr>
</tbody>
</table>

B HIGH-QUALITY RECORDING AND PREFERENCES

After all study conditions, we showed participants a recorded video demonstrating a meeting using high-quality 3D representations which benefited from a multi-camera capture setup and more processing time than is available in a live meeting. We asked participants about their preference of this high-quality system relative to the three conditions that they experienced in the study session. The importance of representational quality is supported by participants’ preferences for the higher-quality 3D video they were shown over all conditions that they experienced in the user study. An image of the video and results are shown in Figure 5; see the Supplementary Material video for further detail.

C TRAINING OUR DEPTH AND SEGMENTATION PREDICTION NETWORK

For the \( N_f \) training image with \( N_f \) pixels we define ground-truth segmentation variables \( s_i := \{ s_{ij} \}_{j=1}^{N_f} \subset \mathbb{R} \), with \( s_{ij} := 1 \) for foreground pixels \( j \) and \( s_{ij} := 0 \) for background pixels. For each pixel, we also define ground-truth depth values \( d_i := \{ d_{ij} \}_{j=1}^{N_f} \subset \mathbb{R} \) and corresponding normals \( n_i := \{ n_{ij} \}_{j=1}^{N_f} \subset \mathbb{R}^3 \). (Where \( d_{ij} \) and \( n_{ij} \)
are not used in the loss for background pixels \( j \). We denote as \( F_i \) the number of pixels in the ground-truth foreground.

We then train a standard U-net [33] to minimize a multitask loss \( \mathcal{L}(\theta) = \sum_i \mathcal{L}(\theta; I_i) + \mathcal{L}_{\text{consistency}}(\theta) \) over CNN weights \( \theta \), where \( \mathcal{L}(\theta; I_i) \) measures the error for the predicted segmentation, depth and normals in image \( I_i \) := \( (s_i, d_i, n_i) \):

\[
\mathcal{L}(\theta; I_i) = \frac{\alpha_s}{F_i} \sum_{j=1}^{N_i} \beta(s_{ij}(\theta), s_{ij}) + \frac{\alpha_d}{F_i} \sum_{j=1}^{N_i} s_{ij}(\hat{d}_{ij}(\theta) - d_{ij})^2 + \frac{\alpha_n}{F_i} \sum_{j=1}^{N_i} s_{ij}(\hat{n}_{ij}(\theta) - n_{ij})^2.
\]

(1)

Here \( \beta(x; y) \) is the binary cross-entropy loss \( -[x \log(y) + (1 - x) \log(1 - y)] \), and \( \hat{d}_{ij}(\theta) \in \mathbb{R}, \hat{s}_{ij}(\theta) \in \mathbb{R} \) are the predictions of the neural network for depth and segmentation, respectively, for training image \( i \) given the weights \( \theta \). Our computation for the predicted normals \( \hat{n}_{ij}(\hat{d}_i(\theta)) \in \mathbb{R}^3 \) uses a Sobel filter [36] convolved with the depth predictions \( \hat{d}_i(\theta) \) to derive estimated normals from the predicted depth. We found that including normal accuracy in the loss improved convergence for the depth and segmentation tasks, and improved smoothness of the depth predictions.

The loss \( \mathcal{L}_{\text{consistency}} \) is defined over pairs of training images which are configured to have identical ground-truth depth \( d_i = d_{i+1} \) and segmentations \( s_i = s_{i+1} \) (for \( i \) even), but which use differing augmentations to produce two different simulated variations on the color input frame. We can then minimize the difference between the predicted depths:

\[
\mathcal{L}_{\text{consistency}}(\theta) = \frac{\alpha_c}{F_i} \sum_{i \text{ even}} \sum_{j=1}^{N_i} s_{ij}(\hat{d}_{ij}(\theta) - \hat{d}_{i+1,j}(\theta))^2.
\]

(2)

This consistency loss encourages the network to be less sensitive to noise and contrast, and thus more stable in its predictions, which helps to reduce jitter in depth estimates when the network is applied to a video sequence.

Our CNN is trained with the combined loss \( \mathcal{L}(\theta) \) on a set of synthetic images of humans [14] which provide the ground-truth data for each image \( I_i \).
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