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Abstract
DRAM-based processing-in-memory (DRAM-PIM) has gain-
ed commercial prominence in recent years. However, their
integration for deep learning acceleration poses inherent
challenges. Existing DRAM-PIMs are limited in computa-
tional capabilities, primarily applicable for element-wise and
GEMV operators. Unfortunately, these operators contribute
only a small portion of the execution time in most DNN
workloads. Current systems still necessitate powerful hosts
to handle a significant portion of compute-heavy operators.

To expand the applicability of commodity DRAM-PIMs
in accelerating deep learning, we introduce a novel PIM-DL
framework. The philosophy behind PIM-DL is to replace
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the compute-heavy GEMM operations in linear layers with
Lookup-Tables (LUTs). Such LUT-based neural networks
(LUT-NNs) substantially reduce multiplications in DNN in-
ference, rendering them suitable for efficient execution on
DRAM-PIMs. To accurately convert DNNs into LUT-NNs
and achieve optimal inference serving performance, we first
introduce an enhanced LUT-NN (eLUT-NN) algorithm for
model calibration, then we propose an Auto-Tuner capable of
optimizing the mapping parameters on diverse DRAM-PIM
platforms. We evaluate PIM-DL on off-the-shelf UPMEM
PIM-DIMM products and simulated HBM-PIM/AiM plat-
forms across multiple contemporary DNN workloads. Com-
pared with GEMM-based inference on DRAM-PIMs, PIM-DL
achieves 22.6×~37.1× speedup. Compared with CPU/GPU-
based inference, PIM-DL achieves up to 3.54×/1.20× speedup.

CCS Concepts: • Computing methodologies→Machine
learning.
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Figure 1. Systems Comparison. CBO: Compute-Bound Oper-
ators, MBO: Memory-Bound Operators, CE: Cost-Efficiency.

1 Introduction
In recent years, commodityDRAM-based processing-in-mem-
ory products, exemplified by UPMEM’s PIM-DIMM [18],
Samsung’s HBM-PIM [55], and SK-Hynix’s AiM [54], have
emerged to enhance DRAM bandwidth while minimizing the
data-movement energy consumption. By incorporating pro-
cessing units near memory banks, these DRAM-PIMs can of-
fer up to 8× higher memory bandwidth and facilitate the pro-
cessing of various real-world applications such as in-memory
databases [6–8, 48, 62], sparse tensor algebra [31], classic
machine learning [34], and genome analysis [21, 58], etc.
While DRAM-PIMs have found utility in deep learning appli-
cations, their focus primarily lies in memory-intensive layers
such as element-wise and GEMV operators [13, 59]. Never-
theless, for typical DNN workloads, element-wise operators
only contribute less than 15% of the end-to-end latency [23],
while GEMV operators are predominantly utilized in single-
batch GPT/LSTM inference [13, 59]. For contemporary DNN
serving scenarios in cloud, it is the GEMM operators within
linear layers that pose the main bottlenecks [23]. However,
none of these DRAM-PIM products have demonstrated the
ability to efficiently handle GEMM operators in DNNs.

A primary limitation of DRAM-PIMs in deep-learning ac-
celeration is their restricted computational ability. As DRAM-
PIMs implement compute units using the DRAM process,
the transistors are 3× slower, and the logic density is sev-
eral times lower compared to CMOS in the same technology
node [19]. Evenworse, DRAM chips usually have fewermetal
layers, leading to a lower routing density at the same time.
Due to these technical constraints, DRAM-PIMs can hardly
incorporate powerful compute units. Consequently, the peak
computational capacity of UPMEMPIM-DIMM ismerely 43.8
GOP/s per DIMM [33]. Samsung’s HBM-PIM [55] and SK
hynix’s GDDR-PIM (AiM) [54] equip dedicated vector units
to enhance their tensor-processing ability. HBM-PIM has
about 2 TB/s of bandwidth but only 1.2 TFLOP/s of comput-
ing capability per cube [55]. Similarly, using high-frequency
MAC units, SK-Hynix’s AiM reaches about 1 TFLOP/s per
chip. However, the GEMM operators widely used in DNNs

usually require more than 10 TOP/s of computational capac-
ity to ensure sufficient throughput[47]. Therefore, DRAM-
PIMs are extremely compute-bound and only applicable for
memory-bound operators, such as ReLU [68], Residual [36],
Layer-norm [5] and Matrix-Vector Multiplication, etc [59].
To compensate for the limited computational ability, ex-

isting PIM-enabled systems (Figure 1-(b)) heavily rely on
powerful hosts to handle compute-heavy GEMM operators.
Although this improves overall performance, it also leads to
higher manufacturing costs. Moreover, due to the majority
of computation still happening on the host processors, the
utilization of DRAM-PIMs becomes too low to motivate the
adoption of DRAM-PIMs in modern data-center systems.

To extend the applicability of DRAM-PIMs for deep-learni-
ng, we urgently require a PIM-friendly deep-learning para-
digm. In this context, the emerging LUT-NN (Lookup Table-
based Neural Network) algorithm [84] becomes a promising
solution. It substitutes GEMM in linear layers with table
lookups, avoiding extensive multiplications. However, there
are three fundamental challenges hindering the application
of LUT-NNs on DRAM-PIMs. First, existing LUT-NN algo-
rithms fail to provide satisfactory model accuracy when re-
placing all linear layers in a DNNwith LUTs. Second, current
deep learning frameworks do not support DRAM-PIMs as the
hardware backend. Third, due to the architectural limitations
present in existing DRAM-PIMs, translating the advantages
of LUT-NNs into actual speedup is also challenging.
In this paper, we introduce the PIM-DL framework to

tackle these challenges. PIM-DL mainly focuses on the opti-
mization of Transformer-based DNNs [87], the de-facto ap-
proach in computer vision (CV) and neural language process-
ing (NLP) areas. PIM-DL incorporates a LUT-NN conversion
front-end that transforms pre-trained DNNs to LUT-NNs
through calibration. The converted models can be efficiently
deployed on commodity DRAM-PIMs using a LUT-NN infer-
ence backend. To ensure model accuracy, we introduce the
enhanced LUT-NN (eLUT-NN) algorithm for efficient model
calibration. Unlike baseline LUT-NN algorithms, eLUT-NN
can replace all layers with LUTs using only less than 1% of the
calibration dataset. To translate the computation reduction
achieved by LUT-NNs into actual speedup on DRAM-PIMs,
we elaborate the hardware mapping of LUT-NN inference
and quantitatively model the dataflow. Then, we develop
an auto-tuner to find the best mapping automatically. As
shown in Figure 1-(c), PIM-DL enables offloading most op-
erators to DRAM-PIMs and only requires a wimpy host for
the small portion of the remaining operators. Compared to
the PIM-enabled solution in Figure 1-(b), such a memory-
centric system can potentially achieve higher cost-efficiency.
To summarize, we have made the following contributions:

• We propose PIM-DL, the first deep-learning frame-
work designed for commodity DRAM-PIMs using the
novel LUT-based deep-learning paradigm. (Section 4.1)
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• We propose an enhanced LUT-NN (eLUT-NN) algo-
rithm for model calibration, which achieves much
higher model accuracy with 100× fewer calibration
data. (Section 4.2)

• We design the mapping of LUT-NN on DRAM-PIMs
and quantitatively model the dataflow. An auto-tuning
framework is proposed to optimize the mapping on
different DRAM-PIM platforms. (Section 5)

We evaluate PIM-DL on the off-the-shelf UPMEM PIM-
DIMM platform and simulated HBM-PIM/AiM platforms.
ComparedwithGEMM-based inference on PIM-DIMM/HBM-
PIM/AiM, PIM-DL achieves up to 22.57×/37.06×/27.25× spee-
dup. Compared with CPU/GPU baselines, PIM-DL achieves
up to 3.54×/1.20× speedup. PIM-DL is open-sourced at https:
//github.com/leesou/PIM-DL-ASPLOS.

2 Background & Motivation
2.1 Memory-Centric Computing with DRAM-PIMs
To deal with the well-known "Memory-Wall" problem, re-
searches have proposed DRAM-based in-memory process-
ing architectures (DRAM-PIMs) over the past decades [2–
4, 25, 27, 28, 35, 37, 38, 50, 52, 56, 60, 63, 75, 77, 80, 90, 91, 94,
96, 101]. In recent few years, DRAM-PIMs have entered the
commercialization phase, as demonstrated by various prod-
ucts listed in Table 1. Notably, UPMEM has introduced the
first DDR4-PIM product named PIM-DIMM [18]. They place
programmable RISC cores near every DRAM memory bank,
resulting in a remarkable 8× increase in total bandwidth. Ad-
ditionally, Samsung has proposed HBM-PIM products [55],
designed to efficiently process memory-bound basic linear al-
gebra subprograms (BLAS) that do not benefit from on-chip
cache, such as scalar-vector, vector-vector, and matrix-vector
operations. SK-Hynix has also developed their PIM product
named AiM, based on GDDR6 memory, which exhibits sig-
nificant potential in accelerating LSTM models [54].

2.2 Limited Computation Ability of DRAM-PIMs
Commodity DRAM-PIMs have exhibited outstanding per-
formance in accelerating a wide range of workloads [6–
8, 21, 31, 48, 58, 62]. Despite these achievements, their ap-
plication in deep learning remains an open challenge. Prior
efforts have employed HBM-PIM [59] and AiM [13] to offload
specific types of operators, such as ReLU, Residual, Batch
Normalization, and GEMV. However, these element-wise
operators typically contribute only < 15% of the overall exe-
cution time [23]. Furthermore, while HBM-PIM and AiM can
accelerate single-batch GPT/LSTM inference, which primar-
ily involves GEMV operators for linear layers, cloud-based
scenarios often require batched inference [24, 29, 47, 81, 103]
and heavily rely on compute-heavy GEMM operators. Con-
sequently, existing DRAM-PIM systems still depend on a
powerful host to handle these computation-heavy parts in
DNNs. We refer to these systems as PIM-enabled Systems,

Table 1. Comparison of Commodity DRAM-PIMs

Product PIM-DIMM [18] HBM-PIM [55] AiM [54]
Technique DDR4 HBM2 GDDR6
PIM Units RISC Cores FP16 MAC BF16 MAC

Peak Bandwidth 80.4 GB/s per DIMM 2 TB/s per cube 1 TB/s per chip
Peak Throughput 43.8 GOP/s per DIMM 1.2 TFLOPS 1 TFLOPS

as illustrated in Figure 1-(b). When the workloads are not
PIM-friendly, a PIM-enabled system falls back to a tradi-
tional compute-centric system shown in Figure 1-(a), but
with higher manufacturing costs.

To extend the applicability of commodity DRAM-PIMs for
deep learning, a possible direction is to make DNNs more
PIM-friendly by reducing their computational requirements.
For instance, Prangon et al. [16] proposes to convert CNNs to
binary neural networks [66] to enable their deployment on
UPMEM’s PIM-DIMM. However, BNNs reduce computation
at the cost of greatly sacrificed model accuracy, which can
hardly be applied to large models such as BERT [20] and
ViT [22] models. Therefore, how to design a practical and
PIM-friendly DNN algorithm is yet to be explored.

3 LUT-based Deep Learning Paradigm
Compute-heavy GEMM operations have been identified as
the primary bottleneck for DNN inference on commodity
DRAM-PIMs. Apparently, such a challenge is eliminated if
we can substitute GEMM operators with lighter alternatives.
In this context, the recently proposed LUT-NN algorithms
emerge as a promising solution [9, 84]. The key insight of
LUT-NN is that for a given layer, the features of different
input activation matrices have block-wise semantic similar-
ity, allowing a few typical features, also named centroids, to
approximate the original values. Accordingly, the GEMM
between any inputs and the weight matrix can be converted
to the multiplication between centroids and the weight ma-
trix. By getting the centroids in advance, the partial-sums
between the centroids and the weight matrix can be pre-
computed and stored in look-up tables (LUTs). During infer-
ence, we just need to fetch and accumulate the pre-computed
data in the LUTs according to the indices of the centroids
closest to the inputs, as illustrated in Figure 2-(a). Such a
partial-sum reduction procedure can greatly reduce the com-
putation overheads compared with GEMM operators. In the
following sub-sections, we will first elaborate on LUT-NN’s
conversion and inference procedure. Then, we will analyze
the the affinity between LUT-NN and DRAM-PIMs.

3.1 LUT-NN Conversion
As shown in Figure 2-(b), LUT-NN conversion aims to trans-
form the original weight matrix (depicted as the green ma-
trix) into look-up tables (LUTs) and centroids, The centroids
are organized into several codebooks. To achieve this, the

https://github.com/leesou/PIM-DL-ASPLOS
https://github.com/leesou/PIM-DL-ASPLOS
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process starts by deriving codebooks through centroid clus-
tering on activation matrices (step ❶). Each𝑀×𝐻 activation
matrix, obtained by feeding calibration datasets into a DNN,
is divided into 1 ×𝑉 sub-vectors along the 𝐻 dim, resulting
in 𝐻

𝑉
columns in total. A codebook is then generated for each

column, containing 𝐶𝑇 centroids (e.g., 𝐶𝑇 = 4 in the figure).
Each centroid is a 1 ×𝑉 vector, and its values are obtained
through K-means clustering of activation sub-vectors within
the same column and across activation matrices.
Once the 𝐻

𝑉
codebooks are obtained through clustering

on the calibration datasets, we proceed to generate the LUTs
using the codebooks and weight matrix. The weight matrix
with a shape of 𝐹 × 𝐻 is also split into 1 × 𝑉 sub-vectors
along the 𝐻 dim, and inner-products are performed with the
codebooks (step ❷). For example, in the figure, the first sub-
vectors of the two rightmost codebooks are multiplied with
the two rightmost columns in the weight matrix, respectively,
which generates the 𝐹×2 results in the look-up table (step❸).
Once all results are generated, it derives 𝐶𝑇 look-up tables,
eachwith a shape of 𝐹×𝐻

𝑉
. At this stage, we have successfully

converted the 𝐹 ×𝐻 weight matrix into several LUTs, which
can be used in inference together with the codebooks.

3.2 LUT-NN Inference
The LUT-NN inference procedure is depicted in Figure 2-
(c). When given an input activation matrix with a shape of
𝑁 ×𝐻 , the conventional GEMM procedure performs matrix
multiplicationwith the𝐻×𝐹 weightmatrix, resulting in a𝑁×
𝐹 output matrix. Here, we demonstrate how an approximated
result matrix is obtained using the codebooks and look-up
tables derived from the LUT-NN conversion procedure.

Similar to the LUT-NN conversion process, the input acti-
vation matrix is divided into several 1 ×𝑉 tiles. Each tile is

1
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Figure 4. Roofline Analysis of LUT Kernels.

then compared with the codebook of the corresponding col-
umn to determine the centroid with the closest L2-distance.
This distance estimation is achieved by performing inner-
products between the tile and the codebook (Step ❹). The
index of the best-match centroid is obtained as the argmin
value of the inner-product results (Step ❺). Based on this
index, we retrieve a column of data from the indexed look-up
table (Step ❻). For instance, in the figure, if 𝑎𝑟𝑔𝑚𝑖𝑛 = 3 and
the tile corresponds to the right-most column, then the right-
most 𝐹 × 1 vector is read from 𝐿𝑇3. These closest-centroid
searching and table look-up operations are repeated for each
tile (Step ❹-❻). For each row of the activation matrix, the
searched 𝐹 × 1 vectors are accumulated to generate a col-
umn of final results (Step ❼). After processing all 𝑁 rows by
repeating ❹-❼, the 𝐹 × 𝑁 results matrix is formed (Step ❽).

3.3 Affinity Analysis of LUT-NNs on DRAM-PIMs
LUT-NN based inference is suitable for DRAM-PIMs because
of two reasons: First, it greatly reduces the computation
overhead. For GEMM with the input shape of 𝑁 × 𝐻 and
𝐻 × 𝐹 , we need to conduct 2 × 𝑁 ×𝐻 × 𝐹 operations, half of
which are multiply operations. For LUT-NN inference with
𝐶𝑇 centroids in each codebook and the sub-vector length of
𝑉 , we need to conduct 3 × 𝑁 × 𝐻 ×𝐶𝑇 operations for index
calculation and 𝑁 × 𝐹 × 𝐻

𝑉
for result accumulation. Specifi-

cally, LUT-NN inference only incurs 𝑁 ×𝐻 ×𝐶𝑇 multiplica-
tions for index calculation. Considering 𝐶𝑇 is much smaller
than 𝐹 , LUT-NN can greatly reduce the multiplications. In
Figure 3, we plot LUT-NN’s FLOP count as the bar graphs
and use line graphs to illustrate LUT-NN’s FLOP reduction
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( 𝐹𝐿𝑂𝑃𝐺𝐸𝑀𝑀

𝐹𝐿𝑂𝑃𝐿𝑈𝑇−𝑁𝑁
). We can find that LUT-NN greatly reduces com-

putation (3.66×-18.29×) compared with GEMM operations.
What’s more, multiplications (the green bar) only take up a
tiny fraction of LUT-NN’s total operations (2.9%-14.3%).

Second, the memory-intensive nature inherent in the LUT-
NN inference makes it suitable for DRAM-PIMs. We conduct
roofline analysis on LUT-NN based inference to reveal this
characteristic. Specifically, we convert the fully-connected
(FC) layers in Bert-Base/Large [20] and ViT-Huge [22] to
LUT-NN and evaluate their arithmetic intensity on dual-
socket Intel Xeon 4210 CPUs by using Intel Advisor tool [40].
We fuse the Q/K/V projection FC layers into one FC operator
and quantize all LUTs to INT8 datatype. The inference batch
size and sepuence length are set to 64 and 512, respectively.
As illustrated in Figure 4, we can find that the arithmetic
intensity of all operators range from 0.204 to 0.288, all of
which fall in the memory-bound region of the CPU.

3.4 Challenges of Adopting LUT-NNs
Although LUT-NNs enable the deployment of DNN serv-
ing on DRAM-PIMs, we point out that three fundamental
challenges hinder their application in practice:
C1.Unsatisfactory accuracy of the existing LUT-NN con-
version algorithm. The existing LUT-NN conversion algo-
rithm falls short of guaranteeing satisfactory model accuracy.
Therefore, [9] only replaces the GEMM in the final classifier
layer of DNNs with a lookup table. Although [84] improves
upon earlier works, it could still not replace every linear
operator. Specifically, [84] could only substitute GEMM in
6 out of the 12 layers of the BERT-base model. If we aim
to replace all layers with LUTs, the model’s accuracy will
become unacceptably low for production environments.
C2.ExistingDL frameworks do not supportDRAM-PIMs
as the backend. To deploy converted LUT-NN models on
DRAM-PIMs, a deep-learning serving framework that sup-
ports both CPU/GPUs and DRAM-PIMs as the backend is
necessary. The framework is expected to offload PIM-friendly

operations, especially table lookups to PIMs and the others
to the host processors. However, existing inference frame-
works [1, 30, 44, 73, 76] do not support commodity DRAM-
PIMs, e.g., UPMEM’s PIM-DIMM, as the backend.
C3.Tuning the performance of LUT-NNs onDRAM-PIMs
is challenging. While LUT-NNs offer promising benefits of
reduced computation, how to translate such an advantage
into real speedup on DRAM-PIMs is still challenging. This
difficulty arises due to the architectural limitations present
in existing DRAM-PIMs, such as constrained host-PIM com-
munication and inter-PE communication [33]. As a result,
processing LUT-NNs on commodity DRAM-PIMs may yield
unsatisfactory performance without taking both algorithm
and hardware characters into consideration and properly
optimizing the hardware mapping.
To overcome these challenges, we propose the PIM-DL

framework, which is introduced in the following sections.

4 PIM-DL Framework
4.1 Framework Overview
Figure 5 outlines the software stack of PIM-DL. To overcome
C1, we propose a novel LUT-NN Converter featured with an
enhanced LUT-NN calibration algorithm named eLUT-NN.
Compared to original LUT-NNs, eLUT-NN is able to replace
all linear layers in DNNs with LUTs and maintains high
accuracy. To overcome C2, we develop an Inference Engine
which implements LUT-NN operators based on host and PIM
libraries. To overcomeC3, we propose an Auto-Tuner, which
analyses the shapes of LUT-NN model and generates the
optimized LUT-NN mapping parameters on target hardware
platforms. The tuned mapping parameters are fed into the
inference engine for efficient LUT-NN serving.

4.2 LUT-NN Converter
The LUT-NN Converter is used to convert a trained DNN
model into LUT-NN by jointly calibrating the centroids and
DNNweights with calibration datasets. As introduced in Sec-
tion 3, LUT-NN’s clustering-based codebook generation may
result in approximation errors. Consequently, the previous
method [84] can only replace half of the feed-forward layers
to maintain accuracy. To deal with this dilemma, we propose
a calibration algorithm named eLUT-NN (enhanced LUT-
NN) that can correct the error with minor parameter updates.
eLUT-NN introduces two new techniques for model calibra-
tion: Reconstruction Loss for computation approximation
and Straight Through Estimator for gradient propagation.
Reconstruction Loss for computation approximation:
As illustrated in Figure 5, the reconstruction loss accumulates
the errors in all replaced layers and constructs LUT-NN’s
calibration loss 𝐿 together with the original model loss:

𝐿 = Model Loss + 𝛽
∑
𝑙 ∈𝐿

| |𝐴𝑙𝑊 −𝐴𝑙𝑊 | |2 (1)
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In Equation (1), 𝐴 represents the original activation matrix,
and 𝐴 denotes the approximated matrix by replacing sub-
vectors with the nearest centroids, i.e., 𝐴𝑙 = 𝐻 (𝐴𝑙 ). Here
we use the function 𝐻 (·) to denote the closest-centroid-
replacing operation. We define the computation error as L2
distance to ensure the reconstruction loss’s differentiability,
and add a penalty term 𝛽 to balance the two loss terms.
The reconstruction loss improves model accuracy and

facilitates convergence in two main folds. First, it enables
direct gradient propagation. Unlike previous work [84] that
updates centroids through layer-by-layer back-propagation,
the reconstruction loss directly derives the centroid gradients.
This approach can overcome the gradient vanishing problem,
allowing for direct gradient updates to the centroids. Second,
introducing computation errors to the loss function enables
the centroids to learn accurate representations of activations,
thus accelerating model’s convergence.
Straight Through Estimator for gradient propagation:
Since the centroid clustering and table-lookup operators in
LUT-NN conversion are not continuously differentiable, we
use the Straight Through Estimator (STE) [93] to estimate
the gradients and enable back-propagation. Specifically, to
differentiate through the closest-centroid-replacing function
𝐻 (·) and pass the error to a function 𝐹 that generates the
inputs of a layer, we have the following chain rule:

𝜕𝐿

𝜕𝐹
=

𝜕𝐿

𝜕𝑦
· 𝜕𝑦
𝐴

· AAA
𝜕𝐴

𝜕𝐴
· 𝜕𝐴
𝐹

STE≈ 𝜕𝐿

𝜕𝑦
· 𝜕𝑦
𝐴

· 𝜕𝐴
𝐹

(2)

Where 𝑦 = 𝐴 ·𝑊 represents the approximated output of
the layer. The STE algorithm assigns 𝜕�̂�

𝜕𝐴
to identity to pass

through the gradients and enable back-propagation. Com-
pared to theGumbel-Softmax based gradient-estimation used
in previous work [84], our STE-based method ensures faster
model convergence according to our experiments.

Comprehensive evaluation results in Section 6 will demon-
strate eLUT-NN’s two advantages over the baseline method:
A1. High data efficiency. Unlike the baseline method [84],
which demands 100% training set formodel calibration, eLUT-
NN only requires less than 1% of the pre-training dataset for
calibration, and the model converges more quickly.
A2. High model accuracy.With the proposed eLUT-NN al-
gorithm, the LUT-NN converter can replace all feed-forward
layers of DNNswith LUTswith substantially higher accuracy
than the baseline LUT-NN method.

4.3 PIM-DL Engine
As depicted in Figure 6-(a), PIM-DL engine comprises a fron-
tend framework and a backend library. The frontend frame-
work encompasses both host and PIM operators, which cover
various operators required by LUT-NNs. The host operators
are implemented with high-performance tensor libraries on
CPUs/GPUs [30, 41, 42, 69, 70]. The PIM operators contain
two components: (1) The PIM kernel on the host triggers

Target Workload

Frontend Framework

Host Operators PIM Operators

Backend Library

Host Backend PIM
Kernel

Host Library PIM Runtime

PIM 
Binary

Host
Processor

PIM
Driver

DRAM-
PIMs

QKV Projection

O Projection

Attention

FFN1

FFN2

GELU

Multi-Head
Attention

Add & Norm

FFNs

Add & Norm

Compound Operators

PIM Dependent Operators

PIM Operators

Host Operators

(a) Software Stack of PIM-DL Engine (b) Case Study of Transformer

Figure 6. PIM-DL Engine and a Case Study on Transformer.

PIM modules to execute workloads. (2) The PIM binary on
the PIMmodules describes the offloaded workload. Both host
and PIM operators collaborate to implement the LUT-NN’s
functions. The host processor also controls the PIM binaries’
execution via the PIM driver.

Considering transformer has become the de-facto approach
in both the neural language processing (NLP) area [11, 20,
64, 78, 79, 92] and the computer vision (CV) area [12, 22,
45, 65, 89, 95], PIM-DL currently mainly focuses on the op-
timization of transformer-based models. As illustrated in
Figure 6-(b), among the basic operators in Transformer [87]
models, the QKV projection, Output (O) projection, FFN1,
and FFN2 are linear layers. They can be converted to LUTs
and offloaded to PIM modules. The attention operator is exe-
cuted on the host operator, since it cannot be converted to
LUTs but requires GEMM operations. The other operators
like Add, Norm, GeLU are PIM-friendly element-wise oper-
ators. Their offloading choices depend on the functionality
supported by target PIM modules.

5 Hardware Mapping and Optimization
As analyzed in Section 3.4, considering several architectural
limitations of DRAM-PIMs, it is still challenging to efficiently
deploy LUT-NNs on DRAM-PIMs. To optimize LUT-NN ker-
nels on different hardware platforms, we design the LUT-
NN’s mapping strategy and propose the PIM-DL Auto-Tuner,
which can generate the best mapping parameters according
to the input LUT-NN and the target hardware platform.

In this section, we first present an architecture abstraction
of commodity DRAM-PIM products. Subsequently, we delve
into a detailed analysis of LUT-NN’s mapping on the PIM ar-
chitecture. Based on this analysis, we model the two essential
steps involved in PIM-based LUT-NN operations. We then
integrate these steps to establish the PIM-DL Auto-Tuner.

5.1 Abstraction of Commodity DRAM-PIMs
As depicted in Figure 7, a DRAM-PIM system is usually com-
posed of a host processor (e.g., CPU, GPU, FPGA) and multi-
ple PIM modules, which are connected to the host’s memory
channels. In each PIM module, there are distributed compu-
tation nodes, which share the same external data bus. Each
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Figure 7. Architecture Abstraction of DRAM-PIM Products.

node contains a Processing Engine (PE) and local memory
banks. The PE can be either a general CPU core [18] or a spe-
cialized computation engine [54, 55], and may also contain
on-chip buffers or registers. Since PEs can conduct memory
access concurrently, DRAM-PIMs can provide much higher
bandwidth than compute-centric architectures.
Existing commodity DRAM-PIMs adopt the offloading-

based execution model, i.e., operators in workloads are im-
plemented as PIM kernels, which are offloaded to PIMs for
execution. As notated in Figure 7, there are three steps to
drive the PIMmodules to execute the target workload: ❶ The
host processor prepares the input data and sends them to the
PIM modules. ❷ After input preparation, the host launches
the PIM kernel, which can be either a chunk of codes imple-
mented in PIM’s ISA [18] or a sequence of specified memory
commands [55]. ❸ After all PEs finish kernel execution, the
host fetches the results from PIM modules. It is worth not-
ing that when deploying applications on DRAM-PIMs, we
should consider the following architectural limitations:
L1: Constrained Host-PIM communication. As shown in
Figure 7, in each PIM module, the PEs collectively share a
commonmemory bus. For example, in UPMEM’s PIM-DIMM
architecture, each PE can access only an 8-bit data path,
and a group of eight PEs in a rank forms a 64-bit data path.
Consequently, the host must transfer data to all PEs in a rank
simultaneously to fully utilize the bandwidth. Additionally,
it has been demonstrated that broadcasting data from the
host to PIMs yields the highest bandwidth, primarily due to
the avoidance of cache miss at the host side [33].
L2:No direct inter-PE datapath.Due to the scarce on-chip
routing resources of DRAM-PIMs [19], no datapath is imple-
mented on UPMEM’s PIM-DIMM and HBM-PIM for inter-PE
communication. Therefore, PEs rely on host forwarding to
exchange data, which involves loading data from one PE to
the host’s cache, then storing it to the destination PE. Con-
sidering the poor host-PIM communication ability, inter-PE
communication can easily become the performance bottle-
neck [102]. Therefore, we should avoid costly inter-PE com-
munication when implementing kernels on DRAM-PIMs.
L3: Load-balancing problem. Considering that the PIM
kernels will be distributed and executed in thousands of PEs,
the slowest PE determines the finish time. Therefore, efficient

Table 2. Notations Used in PIM-DL Auto-Tuner

Notation Description

𝑁 Input index’s row count
𝐶𝐵 Codebook number (𝐶𝐵 = 𝐻

𝑉
)

𝐶𝑇 Centroid number
𝐹 Output feature length

𝑋𝑠−𝑡𝑖𝑙𝑒 Tiling factor of 𝑋 in sub-LUT partition
𝑋𝑚−𝑡𝑖𝑙𝑒 Tiling factor of 𝑋 in micro kernel
𝑋𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 Load factor of 𝑋 in non-static load schemes

𝐵𝑊 ℎ𝑜𝑠𝑡
𝑥 Host-PIM bandwidth when transferring tensor 𝑥

𝐵𝑊
𝑝𝑖𝑚
𝑥 Local memory bandwidth when transferring tensor 𝑥

#𝑃𝐸 PE number used during execution

𝑆𝑇𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑥 Sub-LUT tile size of tensor 𝑥 transferred to each PE
𝑀𝑇𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑥 On-chip tile size of tensor 𝑥 during kernel execution
𝐿𝐶𝑜𝑢𝑛𝑡𝑥 Load count of tensor 𝑥 during kernel execution
𝑆𝐶𝑜𝑢𝑛𝑡𝑥 Store count of tensor 𝑥 during kernel execution
𝑅𝐶𝑜𝑢𝑛𝑡 Reduce count during kernel execution

load balancing is crucial to minimize the overall execution
latency and improve resource utilization.

5.2 LUT-NN’s Inference Dataflow on DRAM-PIMs
As introduced in Section 3.2, LUT-NN’s inference involves
two operators: (1) The closest centroid search (CCS) operator
(❹-❺ in Figure 2). It computes the distance between the acti-
vation matrix and the centroids, then searches the centroids
with the shortest distance to generate the index matrix. (2)
The table lookup (LUT) operator (❻-❼ in Figure 2). It re-
trieves the lookup table and accumulates the fetched data
to derive output results. As illustrated in Figure 8-(a), when
executing LUT-NN on DRAM-PIMs, we offload the LUT oper-
ator to PIM modules and assign the CCS operator to the host.
We avoid processing CCS on PIM since CCS operators are
implemented via GEMM and not suitable for DRAM-PIMs.
Another key problem is how to distribute the LUT tasks

to thousands of DRAM-PIM PEs to fully utilize the system’s
PIM bandwidth. There are two steps to execute LUT on PIM
architectures: Step-1: split the workload into sub-LUT work-
loads, and send each sub-LUTworkload to the corresponding
PE. Step-2: launch the microkernel on each PE to compute
the sub-LUT workloads concurrently. In the following sub-
sections, we will analyze the two steps first. For each step,
we will elaborate on the detailed execution dataflow and pro-
pose the performance model used for PIM-DL Auto-Tuner.
Then, we will put them together to construct the complete
design space of LUT-NN inference. The auto-tuner’s work-
flow is finally introduced to search the optimal parameters.
To facilitate understanding, we list the notations used in
the following sub-sections in Table 2. In these notations,
𝑁,𝐶𝐵,𝐶𝑇, 𝐹 specifies the LUT operator’s workload shape.
𝑋𝑠−𝑡𝑖𝑙𝑒 , 𝑋𝑚−𝑡𝑖𝑙𝑒 , 𝑋𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 are the tiling factors of each tensor.
𝐵𝑊 ℎ𝑜𝑠𝑡

𝑥 , 𝐵𝑊
𝑝𝑖𝑚
𝑥 , #𝑃𝐸 are parameters related to the underly-

ing DRAM-PIM architecture. The other factors indicate the
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Figure 8. Overview of LUT-NN’s Execution Dataflow.

tile sizes or operation counts, which can be deduced from
the aforementioned parameters.

5.2.1 Step-1: Sub-LUT Partition. According to the PIM
architecture abstraction discussed in Section 5.1, we propose
the sub-LUT partition scheme as illustrated in Figure 8-(a).
In this scheme, the index matrix (outputs of the host-side
CCS operation, i.e., ❺ in Figure 2) and the LUTs are evenly
divided along the index row dim (𝑁 ) and the feature dim (𝐹 ),
respectively, while the other dims remain untiled. In addition,
the PIM PEs are logically distributed into multiple groups.
PEs in the 𝑖-𝑡ℎ PE group are responsible for calculating the
results of the 𝑖-𝑡ℎ index tile. The 𝑗-𝑡ℎ PE in each group is
responsible for conducting table lookups between its index
tile and the 𝑗-𝑡ℎ LUT tile. Note that in Figure 8-(a), we use
𝐶𝐵 to denote 𝐻

𝑉
and transpose the 𝐶𝑇 and 𝐶𝐵 dims because

each index fetches one of the 𝐶𝑇 pre-computed results.
Such a partition scheme effectively avoids the limitations

discussed above. For L1: On the one hand, PEs in the same
group share the same index tile, and the 𝑗-𝑡ℎ PEs in all groups
share the same LUT tile. Tile reuse can enhance the host-PIM
communication bandwidth owing to its temporal locality.
On the other hand, the codebook dim (𝐶𝐵) is not split among
PEs, thus ensuring PEs to compute complete results of dis-
tinct output tiles and avoiding the extra overhead of partial
sum reading and merging. For L2: The centroid dim (𝐶𝑇 ) is
not split among PEs, so that no inter-PE communication is
required when retrieving the LUTs according to the indices.
For L3: Tiling tensors evenly ensures that each PE’s work-
load size is identical. Since all PEs execute the same micro
kernel, we can ensure the load balance among them.
In the example depicted in Figure 8-(a), we use four PEs

in total, which are evenly split into two groups. Accordingly,
❶ the index matrix is split into two tiles (𝑁 = 8, and𝑁𝑠−𝑡𝑖𝑙𝑒 =
4), and the 𝑖-𝑡ℎ tile is broadcast to all PEs in the 𝑖-𝑡ℎ PE group
(𝑖 = 0, 1). ❷ The LUT is split into two tiles (𝐹 = 8, and
𝐹𝑠−𝑡𝑖𝑙𝑒 = 4), and the 𝑗-𝑡ℎ tile is broadcast to the 𝑗-𝑡ℎ PE in
each group ( 𝑗 = 0, 1). There are four output tiles, and the
𝑗-𝑡ℎ PE in the 𝑖-𝑡ℎ group computes output tile (𝑖, 𝑗)’s results.

Analytical Model: After sub-LUT partition, we need to
send the index tiles and the LUT tiles to each PE before
launching the micro kernel. After PEs finishing execution,
we need to fetch the output results from them. The host-PIM
communication dominates the processing cycles. Therefore,
assuming the latency of input sending, LUT sending, and
output fetching during the sub-LUT partition stage are de-
noted as 𝑡𝑠𝑢𝑏

𝑖𝑛𝑑𝑒𝑥
, 𝑡𝑠𝑢𝑏
𝑙𝑢𝑡

, 𝑡𝑠𝑢𝑏𝑜𝑢𝑡𝑝𝑢𝑡 , respectively, the sub-LUT parti-
tion overhead (𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 ) can be estimated as:

𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 = 𝑡𝑠𝑢𝑏
𝑖𝑛𝑑𝑒𝑥

+ 𝑡𝑠𝑢𝑏
𝑙𝑢𝑡

+ 𝑡𝑠𝑢𝑏𝑜𝑢𝑡𝑝𝑢𝑡 (3)

In Equation (3), 𝑡𝑠𝑢𝑏
𝑖𝑛𝑑𝑒𝑥

, 𝑡𝑠𝑢𝑏
𝑙𝑢𝑡

, and 𝑡𝑠𝑢𝑏𝑜𝑢𝑡𝑝𝑢𝑡 can be estimated us-
ing the transfer size and the bandwidth. Since the transfer
pattern affects the bandwidth [33], we use different notations
to represent such divergence:

𝑡𝑠𝑢𝑏𝑥 =
𝑆𝑇𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑥 × #𝑃𝐸

𝐵𝑊 ℎ𝑜𝑠𝑡
𝑥

, 𝑥 ∈ {𝑖𝑛𝑑𝑒𝑥, 𝑙𝑢𝑡, 𝑜𝑢𝑡𝑝𝑢𝑡} (4)

Note that according to the partition scheme, each PE group
holds a index matrix’s tile, and each PE in a group is assigned
with a LUT table’s tile. Therefore, tiling factors in sub-LUT
partition should follow the constraint:

#𝑃𝐸 =
𝑁

𝑁𝑠−𝑡𝑖𝑙𝑒
× 𝐹

𝐹𝑠−𝑡𝑖𝑙𝑒
(5)

5.2.2 Step-2: Micro Kernel Execution. After sub-LUT
partition, the tile size of index matrix, lookup table, and
output result in each PE are (𝑁𝑠−𝑡𝑖𝑙𝑒 ,𝐶𝐵), (𝐶𝐵,𝐶𝑇, 𝐹𝑠−𝑡𝑖𝑙𝑒 ),
and (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ), respectively. To fully utilize PIM PE’s
on-chip data buffer (e.g. 64KB on each PE in UPMEM PIM-
DIMM), we need to further tile these tensors. As illustrated
in Figure 8-(b), we conduct tiling along (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ,𝐶𝐵)
dims with tiling factors (𝑁𝑚−𝑡𝑖𝑙𝑒 , 𝐹𝑚−𝑡𝑖𝑙𝑒 ,𝐶𝐵𝑚−𝑡𝑖𝑙𝑒 ), respec-
tively. In this example, all tiling factors are set to 2. The PIM
PE loads one index micro kernel tile (MTile) and the corre-
sponding output MTile each time, then retrieves the LUTs to
compute results. For each output MTile, we need to traverse
all index MTiles in the same 𝑁𝑚−𝑡𝑖𝑙𝑒 , so that we can reduce
data in all codebooks to get the complete results.
AnalyticalModel:Themicro kernel’s latency (𝑡𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙 )
is the sum of memory transfer latency (𝑡𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟 ) and the LUT
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Figure 9. Illustration of LUT Load Schemes.

reduce latency (𝑡𝑟𝑒𝑑𝑢𝑐𝑒 ):

𝑡𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙 = 𝑡𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟 + 𝑡𝑟𝑒𝑑𝑢𝑐𝑒 (6)

The memory transfer latency (𝑡𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟 ) is the sum of index
load latency (𝑡𝑙𝑑

𝑖𝑛𝑑𝑒𝑥
), LUT table load latency (𝑡𝑙𝑑

𝑙𝑢𝑡
), and the

output result load-store latency (𝑡𝑙𝑑𝑜𝑢𝑡𝑝𝑢𝑡 , 𝑡𝑠𝑡𝑜𝑢𝑡𝑝𝑢𝑡 ):

𝑡𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟 = 𝑡𝑙𝑑
𝑖𝑛𝑑𝑒𝑥

+ 𝑡𝑙𝑑
𝑙𝑢𝑡

+ 𝑡𝑙𝑑𝑜𝑢𝑡𝑝𝑢𝑡 + 𝑡𝑠𝑡𝑜𝑢𝑡𝑝𝑢𝑡 (7)

We can profile the load/store latency of single tile first, and
then use the load/store count induced from the tile traversal
order to estimate the total latency:

𝑡𝑙𝑑𝑥 =
𝐿𝐶𝑜𝑢𝑛𝑡𝑥 ×𝑀𝑇𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑥

𝐵𝑊
𝑝𝑖𝑚
𝑥

, 𝑥 ∈ {𝑖𝑛𝑝𝑢𝑡, 𝑙𝑢𝑡, 𝑜𝑢𝑡𝑝𝑢𝑡} (8)

𝑡𝑠𝑡𝑥 =
𝑆𝐶𝑜𝑢𝑛𝑡𝑥 ×𝑀𝑇𝑖𝑙𝑒𝑆𝑖𝑧𝑒𝑥

𝐵𝑊
𝑝𝑖𝑚
𝑥

, 𝑥 ∈ {𝑜𝑢𝑡𝑝𝑢𝑡} (9)

Similarly, we can profile the latency of single reduce (𝑡𝑠𝑖𝑛𝑔𝑙𝑒
−𝑟𝑒𝑑𝑢𝑐𝑒 ) and use the total reduce count to estimate the total re-
duce latency. 𝑡𝑠𝑖𝑛𝑔𝑙𝑒−𝑟𝑒𝑑𝑢𝑐𝑒 also changes with the underlying
DRAM-PIM architecture.

𝑡𝑟𝑒𝑑𝑢𝑐𝑒 = 𝑅𝐶𝑜𝑢𝑛𝑡 × 𝑡𝑠𝑖𝑛𝑔𝑙𝑒−𝑟𝑒𝑑𝑢𝑐𝑒 (10)

5.3 PIM-DL Auto-Tuner
Search Space. PIM-DL auto-tuner utilizes four types of map-
ping parameters involved in LUT-NN’s inference dataflow
discussed above to construct the search space:
P1. Sub-LUT Tiling Factors: The tiling factors, namely
(𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ), not only affect the tile sizes assigned to each
PE, but also have influence on the communication pattern
(i.e. PE group partition) of each tensor. We can exploit these
trade-offs by searching different sub-LUT tiling factors.
P2. Micro Kernel Tiling Factors: The tile sizes of index
MTile and outputMTile are (𝑁𝑚−𝑡𝑖𝑙𝑒 ,𝐶𝐵𝑚−𝑡𝑖𝑙𝑒 ) and (𝑁𝑚−𝑡𝑖𝑙𝑒 ,
𝐹𝑚−𝑡𝑖𝑙𝑒 ).We can adjust (𝑁𝑚−𝑡𝑖𝑙𝑒 , 𝐹𝑚−𝑡𝑖𝑙𝑒 ,𝐶𝐵𝑚−𝑡𝑖𝑙𝑒 ) to find the
optimal buffer allocation between the two MTiles.
P3. Tile Traversal Order: Permuting the traversal order
of the MTile factors (𝑁𝑚−𝑡𝑖𝑙𝑒 , 𝐹𝑚−𝑡𝑖𝑙𝑒 ,𝐶𝐵𝑚−𝑡𝑖𝑙𝑒 ) changes the
sequence of tile delivery, thus affecting the tile reuse pat-
tern [74]. To exploit the effect of different reuse patterns, we
add the tile traversal order to the search space.
P4. LUT load scheme: Since the LUT’s elements are fetched
according to the input index, we can either load the LUT in
bulk or on-demand. We include three LUT load schemes into
our design space, which are illustrated in Figure 9:

Algorithm 1: Auto-tuning Workflow
1 Input:Workload Size (𝑁,𝐶𝐵,𝐶𝑇, 𝐹 )
2 𝐶𝑜𝑠𝑡 = 𝑀𝑎𝑥𝑉𝑎𝑙𝑢𝑒

3 𝑀𝑎𝑝𝑝𝑖𝑛𝑔𝑃𝑎𝑟𝑎𝑚𝑠 = {}
4 for each legal (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ) do
5 // estimate sub-LUT partition overhead
6 𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 = 𝑡𝑠𝑢𝑏

𝑖𝑛𝑑𝑒𝑥
+ 𝑡𝑠𝑢𝑏

𝑙𝑢𝑡
+ 𝑡𝑠𝑢𝑏𝑜𝑢𝑡𝑝𝑢𝑡

7 // search for the optimal micro-kernel
8 𝑡∗

𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑛𝑒𝑙 , 𝐾𝑒𝑟𝑛𝑒𝑙
∗ =

𝐾𝑒𝑟𝑛𝑒𝑙𝑆𝑒𝑎𝑟𝑐ℎ (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ,𝐶𝐵,𝐶𝑇 )
9 // update the optimal parameters

10 if 𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 + 𝑡∗𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙 < 𝐶𝑜𝑠𝑡 then
11 𝐶𝑜𝑠𝑡 = 𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 + 𝑡∗𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙
12 𝑀𝑎𝑝𝑝𝑖𝑛𝑔𝑃𝑎𝑟𝑎𝑚𝑠 = {𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 , 𝐾𝑒𝑟𝑛𝑒𝑙∗ }

13 return𝐶𝑜𝑠𝑡 ,𝑀𝑎𝑝𝑝𝑖𝑛𝑔𝑃𝑎𝑟𝑎𝑚𝑠

❶ Static Load. When each PE’s LUT MTile size is smaller
than the on-chip buffer size, we can place the whole LUT
on-chip statically. In this way, we can load the LUT once and
reuse it during the execution. We need to hold 𝐶𝐵𝑠−𝑡𝑖𝑙𝑒 ×
𝐶𝑇 × 𝐹𝑠−𝑡𝑖𝑙𝑒 LUT elements in the on-chip buffer.

❷ Coarse-grain Load. Since each index selects the target
element from every 𝐶𝑇 candidates, we can load these 𝐶𝑇
elements to the on-chip buffer and reuse them. In this way,
we load𝐶𝐵𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒×𝐶𝑇 ×𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 elements in the LUT each
time. In Figure 9, we set𝐶𝐵𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 = 2 and 𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 = 1 for
coarse-grain load scheme. These elements will be buffered
till the corresponding codebooks have been reduced.

❸ Fine-grain Load.We can also load the LUT’s elements on-
demand. In this way, we load 𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 LUT values along the
feature dim when we process a new index. In Figure 9, we set
𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 = 2 for fine-grain load scheme. Specifically, if the
PE can issue multiple read requests in parallel, we will hold
𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 LUT elements for each parallel slot. For example,
UPMEM’s PE contains multiple hardware threads [18], each
of which can issue independent memory requests. There-
fore, we keep a buffer with 𝐹𝑙𝑜𝑎𝑑−𝑡𝑖𝑙𝑒 LUT elements for each
activated hardware thread.
Among these parameters, the micro kernel tiling factors,

tile traversal order, and LUT load scheme jointly construct
the micro kernel’s mapping space.
Auto-TuningWorkflow: PIM-DL auto-tuner’s workflow is
listed in Algorithm 1. Given the workload size (𝑁,𝐶𝐵,𝐶𝑇, 𝐹 ),
PIM-DL auto-tuner traverses all legal sub-LUT tiling factors.
For each legal factor pair (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ), the auto-tuner first
calculates 𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 . Then, the auto-tuner searches the micro
kernel’s mapping space and reports the parameters with the
minimum execution latency 𝑡∗

𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙 . The total execution
latency of current sub-LUT tiling strategy is the sum of
𝑡𝑠𝑢𝑏−𝑙𝑢𝑡 and 𝑡∗𝑚𝑖𝑐𝑟𝑜−𝑘𝑒𝑟𝑛𝑒𝑙 . By comparing the total execution
latency, the auto-tuner generates the most efficient hardware
mapping. For a given model, PIM-DL auto-tuner searches
for the optimal parameters of all LUT kernels offline. Given
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Table 3. Configuration of DRAM-PIM Platforms

DDR4-PIM Platform
Host Xeon 4210 CPU × 2

128GB DDR4 Memory

DRAM-PIM UPMEM PIM-DIMM × 8
1024 PEs, 64 GB DDR4 Memory

HBM-PIM Platform
(Simulated)

Host NVIDIA A2 GPU × 1
16 GB GDDR6 Memory

DRAM-PIM Samsung HBM-PIM Cube × 4
512 PEs, 8 GB HBM2 Memory

AiM Platform
(Simulated)

Host NVIDIA A2 GPU × 1
16 GB GDDR6 Memory

DRAM-PIM SK-Hynix AiM Chip × 16
512 PEs, 16 GB GDDR6 Memory

the input shape, each model need to be tuned only once,
which only incurs little overhead (~1s/model on dual-socket
Intel Xeon 4210 CPUs) compared with the latency of model
inference (tens of seconds/model on our UPMEM platform).

6 Evaluation
6.1 Experiment Setup
Models: For accuracy validation, we evaluate eLUT-NN on
both NLP and CV tasks. Specifically, for NLP tasks, we eval-
uate the popular BERT-base and BERT-large models [20]
on the GLUE [88] benchmark dataset. For CV tasks, we
evaluate ViT-base and ViT-huge [22] on the CIFAR-10 and
CIFAR-100 [53] datasets. For throughput comparison, since
the model size of BERT-base is identical to ViT-base, we eval-
uate the BERT-base, BERT-large, and the ViT-huge models,
whose hidden dim sizes are 768/1024/1280, respectively.
Platforms: Our main experiments are conducted on a real
DRAM-PIM platform, namely UPMEM PIM-DIMM [18]. The
configuration details are presented in Table 3. This platform
equips dual-socket Intel Xeon 4210 CPUs. Each socket des-
ignates two channels for conventional DDR4 DIMMs and
two channels for UPMEM PIM-DIMMs. Each of the 8 PIM-
DIMMs contains two ranks, and each rank equips 64 PEs. The
host operators are implemented with C++/OpenMP [14] and
GGML tensor library [30], which leverages AVX intrinsics
to accelerate inference on x86 CPUs. The PIM operators are
implemented with the UPMEM SDK [86] (Version 2021.3.0).
Given that Samsung’s HBM-PIM and SK-Hynix’s AiM

have not been available yet, our evaluation of PIM-DL on
these potential platforms is conducted through simulation.
We use the simulator officially released by Samsung [71]
and extend it to support AiM’s functionality. An NVIDIA
A2 GPU serves as the host for the two PIM products. We
implement the host operators with Pytorch [76] and conduct
simulations to estimate the PIM operators’ performance.
Baselines: We compare eLUT-NN with the baseline LUT-
NN [84] in term of accuracy. Both algorithms adopt full-layer
replacement. The original model accuracy is obtained from
BERT and ViT papers [20, 22]. For throughput evaluation,
we compare PIM-DL on DDR4-PIM with GGML [30]-based

Table 4. NLP Model Accuracy

Model Settings MNLI QQP QNLI SST-2 CoLA STS-B MRPC RTE Avg.

BERT-base
Original 83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.0
LUT-NN 35.5 63.2 50.6 49.3 0.0 1.36 31.6 52.7 35.5
eLUT-NN 79.9 69.6 87.4 92.4 51.2 83.2 87.1 64.7 76.9

BERT-large
Original 85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 81.5
LUT-NN 34.7 62.7 51.3 52.2 0.0 4.40 38.7 50.5 36.8
eLUT-NN 82.1 71.0 90.2 93.1 56.8 86.7 86.1 68.4 79.3

Table 5. Vision Model Accuracy

Model Settings CIFAR-10 CIFAR-100 Model Settings CIFAR-10 CIFAR-100

ViT-base
Original 98.5 91.4

ViT-huge
Original 99.5 94.55

LUT-NN 10.1 1.07 LUT-NN 10.0 1.01
eLUT-NN 96.3 89.1 eLUT-NN 97.8 91.32

transformer inference on a CPU server which equips dual-
socket Intel Xeon Gold 5218 CPUs (8 channels, 512 GB DDR4
memory). The baselines adopt FP32/INT8 datatype, and the
INT8 baselines are optimized with AVX/AVX2 intrinsics in
GGML. We compare the HBM-PIM/AiM based PIM-DL with
a DGX-1 workstation equipping 32GB NVIDIA V100 GPUs.
On the DGX station, we implement FP32-based model in-
ference with PyTorch [76]. Besides, we also compare the
HBM-PIM/AiM based PIM-DL with GEMM-based inference
on these platforms. In these baselines, we offload all linear
layers to DRAM-PIMs, and implement other GPU-side op-
erators with PyTorch [76]. We adopt FP16 datatype on the
HBM-PIM platform and BF16 datatype on the AiM platform.
In all baselines, we use the model architectures proposed in
Bert/ViT papers [20, 22] without pruning/sparsification.

6.2 Model Accuracy
During calibration, all models are initialized using the pre-
trained model weights, and the centroids are initialized ran-
domly. We set the sub-vector length and the centroid number
to 2 and 16, and set the reconstruction loss penalty term 𝛽

to 1e-3 for BERT models, 1e-4 for ViT models. The learning
rate is 1e-5 for BERT-large and 5e-5 for other models. The
tokens used in LUT-NN calibration are randomly sampled
from the datasets using the dataloader provided by Pytorch.
Table 4 and 5 presents the accuracy results. We can find

that even though the original LUT-NN algorithm consumes
the whole training set, it still has great accuracy degrada-
tion (90.44%/44.10% average drop on CV/NLP tasks) when
all linear layers are replaced. eLUT-NN models reach con-
vergence after no more than 100k iterations and consume
only ~0.78% of tokens in the training set. Besides, eLUT-NN
greatly enhances the accuracy compared with the baseline
LUT-NN (88.09%/41.95% average improvement on CV/NLP
tasks) and also achieves accuracy close to the original models
(2.36%/2.25% average drop on CV/NLP tasks).

6.3 End-to-end Performance
Throughput: We first compare DDR4-PIM based PIM-DL’s
performance against the CPU server. For BERT-base and
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Figure 10. End-to-end performance comparison.

BERT-large, we set the sequence length to 512 and the batch
size to 64. For ViT-huge model, we set the shape of an input
image to 224×224×3, and the batch size is 128. Under a patch
size of 14×14, ViT-huge’s sequence length is 257. We pad
the sequence length to 264 to evenly partition the workload
among PIM PEs. Considering UPMEM’s low FP32 computa-
tion capacity, we conduct INT8 quantization on the LUTs,
which reports ≤ 0.1% accuracy drop. On the CPU server,
we evaluate the inference performance with FP32/INT8 data
precision. For PIM-DL’s inference, we set CT=16 and V=2 or
4. We also evaluate the performance by offloading all linear
layers without LUT-NN conversion.

As Figure 10-(a) shows, we plot the speedup as bar graphs
and use line graphs to illustrate the inference latency (record-
ed in second). Compared with FP32/INT8 inference on CPU
server, PIM-DL achieves 2.05×/1.14× geomean speedup un-
der the V=2/CT=16 setting and further achieves 3.07×/1.71×
geomean speedup under the V=4/CT=16 setting. Besides,
compared with the model inference performance on PIM ar-
chitecture, PIM-DL achieves 12.61×/18.91× geomean speedup
under the two settings, respectively. PIM-DL successfully
enables deep learning on UPMEM’s commodity PIM-DIMMs
and brings considerable performance improvement.
Energy Efficiency: We compare the energy consumption
(in Joules) of DDR4-PIM based PIM-DL agsinst the baselines
on the CPU server. We adopt Intel RAPL [43] to measure the
CPU’s energy. We adopt the power provided by dpu-diag
tool in UPMEM SDK [86] for PIM-DIMM’s energy estima-
tion, which reports ~13.92W/DIMM@350MHz. It is the static
power of both the PIM cores and the PIM banks. Consider-
ing PIM-DIMMs do not use dynamic voltage and frequency
scaling (DVFS), this static power is close to PIM-DIMM’s dy-
namic power. Besides, this power is also in alignment with
the power officially released by UPMEM [19]. The mem-
ory access energy between the CPU and the PIM-DIMMs is
measured using the MSR_DRAM_ENERGY_STATUS regis-
ter provided by Intel RAPL following Intel’s manual [39]. As
illustrated in Figure 10-(b), all results are normalized to FP32
CPU baseline. Compared with FP32/INT8 inference on the
CPU server, PIM-DL achieves 2.95×/1.65× (V=2/CT=16) and
4.42×/2.46× (V=4/K=16) higher energy efficiency (geomean).
Compared with PIM-based original model inference, PIM-
DL achieves 11.16× (V=2/CT=16) and 16.74× (V=4/CT=16)
higher energy efficiency (geomean).
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Figure 11. Performance analysis.

6.4 Performance Analysis
LatencyBreakdown:To better understand the performance
improvement of PIM-DL, we first breakdown the latency of
PIM-DL into LUT operator’s latency, CCS operator’s latency,
and other operators’ latency. As depicted in Figure 11-(a),
LUT-NN inference takes up 73.73% ~ 79.39% of total latency.
Specifically, the LUT operator’s latency takes up 69.88%
~ 76.10% of LUT-NN inference latency, and thus takes up
51.52% ~ 60.41% of total latency. Such results demonstrate
that PIM-DL can offload much more portion of deep learn-
ing workloads than existing PIM-enabled systems, which
considerably improves DRAM-PIM’s utilization.
Layer-wise Performance Comparison:We further anal-
yse the speedup of each linear layer with the replacement of
LUT-NN. We compare their performance between LUT-NN
inference (V=4/CT=16) and GEMM-based INT8 inference on
the CPU server. As depicted in Figure 11-(b), these layers
can bring 1.81× geomean speedup in total, and each of them
can gain 1.61×, 0.99×, 1.78×, and 2.38× geomean speedup, re-
spectively. FFN2 gains the highest performance improvement
because it has the largest inner dim in GEMM operations.
For QKV projection and FFN1, we can also gain better per-
formance because they have large output feature dims. Even
for the smallest O projection, PIM-DL’s performance is also
comparable to the CPU server’s performance.

6.5 Sensitivity Analysis
To explore the scalability of DDR4-PIM based PIM-DL, we
conduct sensitivity analysis and change four parameters:
sub-vector length (V), centroid number (CT), batch size, and
hidden dim. By default, we set V=4, CT=16, sequence length
to 512, and batch size to 64 for all models. All results are
normalized to CPU server’s INT8 inference performance.
Sub-vector Length: As depicted in Figure 12-(a), when the
sub-vector length is larger, we can gain better performance
because larger sub-vector length decreases codebook num-
ber, thus shrinking the LUTs’ size. However, the performance
improvement tends to coverage because UPMEM product’s
bandwidth decreases when transfer size shrinks [33].
Centroid Number: In Figure 12-(b), we can find that when
centroid number shrinks, we can gain better performance
because the LUTs’ memory footprints decrease. Similar to
sub-vector length, the performance improvement has slight
tendency to converge with centroid number decreasing.
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Figure 12. Sensitivity analysis of different parameters.
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Figure 13. Illustration of LUT-NN inference’s mapping space.

Batch Size: As Figure 12-(c) shows, when the batch size is
small, the CPU server outperforms PIM-DL. That is because
when executing small kernels on UPMEM PIM-DIMMs, the
poor host-PIM communication bandwidth becomes the main
bottleneck [31, 33, 48]. When the PIM kernel becomes larger,
such issue will be alleviated.
Hidden Dim:We also exploit the performance when chang-
ing the hidden dim size. We select several commonly used
hidden dim sizes from [99] and illustrate the results in Fig-
ure 12-(d). PIM-DL achieves 2.44× geomean speedup against
the CPU server. Specifically, when the hidden dim size comes
to 4096, PIM-DL gains much better performance because
CPU server has poorer scalability than PIM-DL.

6.6 Mapping Space Visualization
To visualize LUT-NN’s mapping space on UPMEM’s PIM-
DIMM, we take BERT-large’s FFN1 layer as a case study.
The workload shape (𝑁,𝐶𝐵,𝐶𝑇, 𝐹 ) is (32768, 256, 16, 4096),
and we set (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ) to (16384, 8) for static LUT load
scheme, and (512, 256) for the other LUT load schemes. As
shown in Figure 13, we illustrate the neighborhood of the
best mapping parameters under three LUT load schemes
and depict the global optimal parameters when changing
sub-LUT tiling factors and tile traversal order.
Sub-LUTTiling Factors:As depicted in Figure 13-(d), chang-
ing (𝑁𝑠−𝑡𝑖𝑙𝑒 , 𝐹𝑠−𝑡𝑖𝑙𝑒 ) can bring up to 1.91× performance gap.
That is because when 𝑁𝑠−𝑡𝑖𝑙𝑒 or 𝐹𝑠−𝑡𝑖𝑙𝑒 is large, the skew of
tile size leads to higher host-PIM communication overhead.
Micro Kernel Tile Size: For coarse-grain or fine-grain LUT
load schemes, the average performance gap brought by chang-
ing micro kernel tile sizes is 1.04×. However, for static LUT
load scheme, changing micro kernel tile sizes can bring up
to 1.74× performance gap. That is because under the static
scheme, 𝐹𝑚−𝑡𝑖𝑙𝑒 is bounded by 𝐹𝑠−𝑡𝑖𝑙𝑒 : To hold the LUTs on
PE’s on-chip buffer, we can only set 𝐹𝑠−𝑡𝑖𝑙𝑒 to at most 8 under

the given workload shape. PE’s DRAM bandwidth does not
saturate and increases rapidly under such a low 𝐹𝑚−𝑡𝑖𝑙𝑒 .
Tile Traversal Order: From Figure 13-(d), we can infer that
changing the tile traversal order brings little performance
divergence. That is because due to the wimpy computation
capacity of PEs in UPMEM’s product, the accumulation la-
tency takes up most of the micro kernel’s execution latency,
which diminishes the benefit of exploiting on-chip data reuse.
LUT Load Scheme: As illustrated in Figure 13-(a)~(b), ad-
justing load tile sizes can bring considerable performance gap.
That is because the offsets of on-chip tiles are also computed
by the PE. Since the on-chip buffer’s bandwidth is related to
the instruction number [33], we need to set moderate load
tile sizes to fully utilize the on-chip buffer’s bandwidth.
Auto-Tuner Analysis: As illustrated in Figure 13, the pa-
rameters provided by PIM-DL Auto-Tuner bring ≤6% per-
formance degradation. Besides, the average error of perfor-
mance estimation is 3.44%, and the max error is 13.73%. The
PIM-DL auto-tuner can help us to automatically find a near-
optimal parameter for given workloads.

6.7 PIM-DL on HBM-PIM and AiM
Apart from UPMEM PIM-DIMM, we also evaluate PIM-DL
on HBM-PIM/AiM products via simulation. We set the trans-
former’s sequence length to 128, and adjust the batch size
from 1 to 8. The hidden dims are selected from [99]. We
assume PIM instructions carry the LUT indices and drive the
execution of PEs during PIM-DL’s inference.
We first compare the performance between PIM-DL and

the normal DNN inference on the two products. As depicted
in Figure 14, PIM-DL achieves 23.94×/19.06× geomean speed-
up on HBM-PIM/AiM, respectively. When the batch size
increases, PIM-DL’s performance gain increases by up to
2.23×, because larger batch sizes are unfriendly to the two
products. On the other hand, when the hidden dim increases,
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Figure 14. Normal PIM-based DNN inference VS. PIM-DL.

the speedup of PIM-DL against the baselines slightly shrinks.
This is because HBM-PIM and AiM’s dataflow is optimized
for processing matrices with flat shapes.

We also compare PIM-DL on the two products with a V100
GPU baseline running FP32 models. As illustrated in Fig-
ure 15, AiM-based PIM-DL outperform NVIDIA V100 GPU
by up to 1.20×, while HBM-PIM-based PIM-DL can only
achieve 39% of V100’s performance (geomean). That is be-
cause the huge computation capacity gap between V100 GPU
(130 TFLOPS) and HBM-PIM (4.8 TFLOPS). For AiM, since
the computation capacity is much higher than HBM-PIM
(16 TFLOPS), PIM-DL can provide comparable performance
against inference on the V100 GPU.

7 Discussion and Future Work
Finally, we list some architecture implications which can
further improve PIM-DL’s performance on DRAM-PIMs.
Adder-only PIM Design: As discussed in Section 3.3, LUT-
NN removes all multiplications in the PIM-side LUT opera-
tors. Therefore, we can equip adder-only PEs in DRAM-PIMs.
Considering adders have much lower hardware overhead
than multipliers [46], we can equip much more adders under
the same area/power constraints. PIM-DL on such adder-
only DRAM-PIMs will achieve much higher performance.
On-chip BufferManagement Support: PIM-PE’s on-chip
buffer cannot support to exploit data reuse because of the se-
vere overhead to implement caching mechanism [85]. There-
fore, we only adopt three simple LUT load schemes Since the
LUT access depends on the distribution of centroid indices,
which may skew to several "hot" items, exploiting data reuse
with better support of on-chip buffer management can bring
better performance to PIM-DL.

8 Related Work
DRAM-PIMs have been proposed for many years to address
the "Memory-Wall" problem. Many academic proposals uti-
lize DRAM-PIMs to accelerate data-intensive applications in
scenarios like graph processing [2, 15, 67, 97, 104], machine
learning [3, 28, 37, 50, 52, 56, 60, 61, 63, 75, 80, 90, 94, 101], and
general-purpose applications [4, 10, 25, 27, 32, 35, 38, 91, 96].
They can be categorized into two major types: (1) DRAM-
PIMs built with die-stacking memories, e.g., Hybrid Memory
Cube (HMC). For example, GraphP [98] and GraphQ [104]
adopts HMC to accelerate graph processing. SynCron [32]

0
0.4
0.8
1.2
1.6

N
or

m
. S

pe
ed

up HBM-PIM AiM

1024 2048 2560 4096

Batch Size=1 Batch Size=2 Batch Size=4 Batch Size=8

Hidden Dim Length
1024 2048 2560 4096

Figure 15. GPU-based inference VS. PIM-DL.

proposes efficient synchronization support on HMC for data
intensive applications. (2) DRAM-PIMs built withDual-Inline
Memory Modules (DIMMs). For example, TensorDIMM [57]
and RecNMP [51] accelerate recommendation systems with
near-memory tensor reduction. DIMM-Link [102] presents a
full-stack design to enhance the inter-DIMM communication
performance for generic DIMM-NMP architectures.
In recent few years, DRAM-PIMs have entered the com-

mercialization phase. UPMEM has proposed PIM-DIMM [18],
which equips RISC cores near DRAM banks. Samsung and
SK-Hynix have introduced HBM-PIM [55]/AiM [54] to accel-
erate memory-bound operators in deep learning applications.
Although there are various proposals customizing real-world
applications on commodity DRAM-PIMs [6–8, 16, 21, 31, 34,
48, 49, 58, 62, 72], none of them can efficiently process main-
stream DNNs such as transformers. To our best knowledge,
PIM-DL is the first full-stack framework that expands DRAM-
PIMs’ applicability under deep learning scenarios. Unlike
previous proposals implementing LUT-based operations in
DRAM circuits [17, 26, 82, 83, 100], we adopt LUTs in the
algorithm level, ensuring PIM-DL’s efficient deployment on
real-world DRAM-PIM products. Although TransPimLib [72]
implements LUT-based transcendental functions on UPMEM
PIM-DIMMs, it cannot be directly used to accelerate GEMM.
PIM-DL and provides algorithmic innovation to maintain
the model accuracy when substituting GEMM to LUT-NN
and contains efficient mapping & auto-tuning strategies to
boost the performance of model inference.

9 Conclusion
This paper proposes PIM-DL, the first full-stack framework
to expand the applicability of commodity DRAM-PIMs for
deep learning. We adopt the eLUT-NN algorithm for model
calibration and design the PIM-based inference backend,
including the PIM-DL Engine and the Auto-Tuner. Com-
pared with GEMM-based inference on DRAM-PIMs, PIM-DL
achieves 22.6×~37.1× speedup. Compared with inference on
CPU/GPU, PIM-DL achieves up to 3.54×/1.20× speedup.
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A Artifact Appendix
A.1 Abstract
This artifact contains the source code of PIM-DL, including
the implementation of model calibration, auto-tuner, and the
inference engine. In addition, this artifact provides config
files and scripts to reproduce the key experimental results
reported in the paper.

A.2 Artifact check-list (meta-information)
• Algorithm: LUT-based neural network (LUT-NN).
• Program: Python3, C, C++.
• Compilation: The compiler provided in UPMEM SDK (Ver-
sion 2021.3.0), which is based on clang 10.0.0.

• Run-time environment:The system is developed and tested
in Ubuntu 18.04.6 LTS (GNU/Linux 4.15.0-184-generic x86_64).

• Hardware: The experiments were run on a machine with
Intel Xeon 4210 CPU (dual-socket), 128 GB memory, and
8 UPMEM PIM-DIMMs (8GB/DIMM, DPU running at 350
MHz).

• Execution:Make sure no other workloads are running on
the system during the experiment.

• Metrics: Normalized speedup and energy efficiency.
• Output: The resulting figures shown in paper for key exper-
iments.

• Experiments: Scripts are included in the asplos24-ae folder.
Detailed instructions are provided in asplos24-ae/README.md.

• Howmuchdisk space required (approximately)?:About
1GB.

• How much time is needed to prepare workflow (ap-
proximately)?: About 10 minutes.

• How much time is needed to complete experiments
(approximately)?: About 3 hours.

• Publicly available?: Yes. Github link: https://github.com/
leesou/PIM-DL-ASPLOS.

• Code licenses (if publicly available)?:MIT License.
• Archived (provide DOI)?: Yes. DOI link: https://doi.org/10.
5281/zenodo.10531532

A.3 Description
A.3.1 How to access. For AE reviewers, considering it
might be difficult to prepare a server equipped with UPMEM
PIM-DIMMs, we provide ssh access to our server. For others
who want to reproduce these experiments, we provide the
open-sourced project on Github (Link: https://github.com/
leesou/PIM-DL-ASPLOS), but the following dependencies
should be satisfied.

A.3.2 Hardware dependencies. All experiments are run
on a machine with Intel Xeon 4210 CPU (dual-socket), 128
GB memory, and 8 UPMEM PIM-DIMMs (8GB/DIMM, DPU
running at 350 MHz).

A.3.3 Software dependencies. To use UPMEMPIM-DIM-
Ms, UPMEM’s SDK toolchain needs to be installed on the
server. The SDK version on our server is 2021.3.0. Besides,

our server runs on Ubuntu 18.04.6 LTS (GNU/Linux 4.15.0-
184-generic x86_64).

A.4 Installation
Installation instructions are provided in the asplos24-ae
folder. Please check asplos24-ae/README.md for more de-
tails.

A.5 Experiment workflow
Experiment scripts are provided in the asplos24-ae folder.
Please check asplos24-ae/README.md for more details.

A.6 Evaluation and expected results
After finishing execution, all plotted results are saved in
the asplos24-ae/results folder. These results should be
in correspondence with Figure 10, 11, 12, and 13. Note that
the results might be slightly different from that in the pa-
per due to the runtime perturbation, but the trends should
be similar. Please check asplos24-ae/README.md for more
information on result validation.
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