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Abstract

Our perception of reality is under constant threat from ever-improving video manipulation techniques, including deepfakes and generative AI. Therefore, proving authenticity of videos is increasingly important, especially in legal and news contexts. However, it is very challenging to prove it based on post-factum video content analysis.

In this work, we take a preventative stance and construct ProvCam, a novel camera module that generates a cryptographic proof of video authenticity. Our solution greatly reduces the size of Trusted Computing Base (TCB) to include the module itself. Moreover, it mitigates tampering during the numerous processing steps between video capture by the camera sensor and generation of the digital video output. To confirm its practicality, we present a complete prototype of ProvCam on a Xilinx FPGA evaluation board. As experiments show, ProvCam incurs a negligible performance overhead (latency and throughput) and small energy consumption overhead when recording a video. It imposes a moderate hardware cost but is relatively small compared to other major components such as SoC. Moreover, it does not change the existing camera software stack and thus can be easily integrated with various camera-bearing devices, such as smartphones.
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1 Introduction

The importance of videos in modern society has grown tremendously. Prior to the appearance of affordable and ubiquitous cameras and smartphones, videos had a high barrier to entry, i.e., production studios, licensing, broadcast means and rights, etc. Whereas now, any camera-equipped personal device can produce videos and they are mostly watched on various social media platforms. However, videos still serve very important societal functions, such as observing law enforcement actions, legal proceedings, citizen journalism, or government negotiations. Indeed, user-generated videos are increasingly popular: 26% of U.S. adults get their news from YouTube, though 42% of the most popular news channels on YouTube are not associated with any news or journalism agency [1]. Video is also used for evidential purposes in courts. Around 80% of all crimes involve some video evidence [2].

In all of these use cases, although video authenticity is very important, it is not guaranteed today. Consumers of videos have no reliable means of verifying how the video
was captured and what modifications (if any) were made to it. Worse yet, given impressive advances in deepfake [3] and generative AI technologies, consumers cannot even determine whether a video is synthetic or was captured by a real camera. Deepfake technology can alter arbitrary elements in an existing video or turn a picture into a video, e.g., swap people’s faces, synchronize the movement of someone’s lips with an arbitrary audio piece, and change the background or an object in video frames [4–6]. By analyzing existing videos in a training set and producing new frames that mimic existing ones, deepfake methods can fabricate videos of events that never happened [7–9]. One notable example is a manipulated video of the president of Ukraine, Volodymyr Zelenskyy, discussing the war between Russia and Ukraine [10]. Another well-known deepfake example is the video of the Speaker of the U.S. House of Representatives, Nancy Pelosi, which widely circulated on social media [11].

Deepfake technology has been abused to spread disinformation, and perpetrators are producing increasingly convincing videos with constantly improving tools [12].

There are two technical1 mitigation approaches: detection- and prevention-based.

The former detects known flaws in manipulated and fabricated videos [13–18]. Although human eyes can not easily identify various nuances, machine learning algorithms can analyze video frames and detect certain known inconsistencies, such as unnatural body movement, lighting, and texture. Unfortunately, deepfake technology is advancing rapidly, thus making detection increasingly difficult [12]. This results in the usual (and potentially never-ending) “arms race” between attackers and defenders. Perhaps fighting AI with AI is futile since the deepfake technology can continuously learn and improve, based on advances in detection algorithms [19].

The prevention-based approach focuses on video provenance based on cryptographic methods. [20–23]. It involves authenticating to the consumer the source of video and all filters applied to it during post-processing. For example, Vronicle employs provenance information to attest both the source camera and post-processing filters [20], while TruePic [23] utilizes a Trusted Execution Environment (TEE) and specialized hardware for frame provenance information. This line of work is more promising than detection (which yields probabilistic outcomes) since it provides strong assurance to video consumers. However, based on our review of state-of-the-art prevention techniques, security of the camera device is the weakest link. In other words, an attacker can compromise the camera device in order to fabricate provenance information for a fake video. This is especially problematic since the owner of the camera device is the adversary, i.e., the party trying to generate fake videos.

In this paper, we tackle this problem by constructing ProvCam—a camera module for generating verifiable videos.2 Compared with the large TCB (both hardware and software) of TEE-based solutions (which we discuss in detail in Section 2.2), the key contribution of ProvCam is its tiny TCB that contains only the camera module. It remains secure even against a powerful adversary that owns the device and can physically attack hardware buses! Moreover, because ProvCam does not depend on any TEE or any other CPU feature, ProvCam can be easily adopted by commercial mobile and camera devices.

ProvCam provides strong isolation when recording, and generating provenance of, a video. Specifically, the module fully isolates itself from untrusted device components to prevent compromise until the video is fully recorded. It captures video frames, processes them, encodes the final video, and generates a provenance report containing a signed hash of the entire video—all within the camera module itself. It is worth noting that ProvCam focuses on producing videos in a trustworthy manner; further post-processing of videos (i.e., applying filters) could be handled securely by other systems such as Vronicle [20].

We addressed six tough technical challenges encountered in ProvCam design: some in the design of the module hardware and others—in its corresponding software stack:

1. Raw frames of videos can be fairly large, requiring a substantial amount of memory to buffer them in the module. To avoid this cost, we find a way to instead securely use untrusted memory.

2. Camera hardware data transactions tend to be bursty and unpredictable, complicating hardware hashers, which require a fixed input stream throughput. To address this, we use an asynchronous hashing technique.

3. To verify the hash of the video in the presence of incomplete frames, we design a frame-based hashing technique.

4. To achieve strong isolation, we introduce a replay-based bare-bones driver, allowing us to run the complete, yet heavily shrunk, camera stack inside camera module.

5. To be compatible with the existing software stack in the untrusted OS, we add a replay layer to the OS to mimic camera hardware.

6. Finally, for backward compatibility with normal camera usage, we introduce Trusted Capture Session (TCS)

---

1 There are, of course, legal means of mitigating deepfakes as well.

2 We open source the prototype for the benefit of users and researchers at: https://github.com/trusslab/provcam
2 Threat Model & Motivation

Video provenance is a popular and promising approach for mitigating fake videos [20–23]. The goal is to generate a cryptographic proof that can be authenticated by the consumer of the video. This proof is tied to the camera that captured the video and the set of post-processing modifications/filters applied to the video. The weakest security link in such provenance systems is the camera device itself. While post-processing can be protected, e.g., using TEEs [20] or zero-knowledge proofs [21], protecting the camera against attacks is very challenging. This is especially concerning since it is in physical possession of the prospective attacker (its owner/operator), who may try to compromise the camera in order to generate verifiable provenance information for a fake video. Below, we discuss some current techniques for protecting the camera device and highlight their limitations. Before that, we summarize the threat model.

2.1 Threat Model

The ProvCam threat model involves two entities that interact with a video: producer (camera owner/user/operator) and consumer (video viewer). We assume the former to be the adversary who might try to alter or fabricate videos in order to deceive the latter who is not malicious. The adversary can perform the following attacks (assuming a TrustZone-based [24, 25] camera device):

1. Create arbitrary fake videos.
2. Modify videos generated by a camera device, e.g., insert/drop/crop frames, and apply arbitrary filters to them.
3. Modify provenance info of videos.
4. Compromise the TrustZone normal world software stack of the camera device, including OS and hypervisor.
5. Compromise the TrustZone secure world software stack of the camera device, including the secure world OS.
6. Replace the camera sensor with a malicious gadget for generating fake video data.
7. Perform active bus tapping physical attacks in order to modify data transmitted on buses (e.g., from the camera to the SoC or between the SoC and main memory) [26, 27].

Although the assumed adversary is quite powerful, we believe that it is realistic given that similar attacks were successful in the past [28, 29] including active bus tapping attacks [30–34]. Given that fake videos could be used in high impact scenarios such as political and legal contexts, we believe that our adversary is motivated to conduct such difficult attacks. Therefore, we believe it is essential to assume such a powerful adversary and protect against it.

Out-of-Scope Attacks: We assume that the adversary cannot perform chip attacks [27], which are the most sophisticated forms of physical attacks used to access the internals of a secure package, e.g., of the SoC or the camera module discussed in §4. We also do not consider attacks on cryptographic primitives, i.e., hashing and signing algorithms.

We assume that the camera module manufacturer is trusted and assume that it is capable of securely embedding a cryptographic key pair in the camera module and recording the I/O commands correctly. Finally, ensuring availability of the camera device and recorded video as well as video confidentiality is out of scope as well.

2.2 Current Techniques

We now overview some current techniques for generating secure provenance information.

Approach 1: Generate provenance information in the camera app. Techniques such as AMP [22] and Alethia [35] use an application (e.g., a mobile app) to record the video and then generate cryptographic provenance information in the app. This approach entails a very large TCB. Many hardware and software components have access to the video before
it is signed and can alter, or even generate, it. We therefore conclude that this does not provide strong assurance.

**Approach 2: Generate provenance information in TrustZone.** In order to reduce the TCB size, TrustZone (the secure world) on the camera device can be used instead to securely generate provenance information in the camera device [20, 23]. TrustZone and other TEEs have gained popularity in recent years, particularly in smartphones. This is because they reduce the TCB size by making the OS and hypervisor untrusted.

Although this approach is a significant improvement over the previous one and represents the state-of-the-art, it still does not protect against some important attacks (5-7 in our threat model – §2.1). Obviously, the adversary capable of attack 5 (compromising TrustZone secure world) can defeat this method. TrustZone secure world has a large software TCB including an OS, drivers (including drivers for the ISP, encoder, and the camera sensor), and apps, and it has been compromised in the past [28, 36–38]. Attack 6 can defeat this solution as well. Here, the adversary could disconnect the original camera sensor from the device and instead connect its own malicious gadget in order to generate fake data and pass them to the SoC. Defeating this attack requires the SoC to continuously authenticate the camera sensor. To the best of our knowledge, some Apple devices perform some form of camera sensor authentication [39], but not other mobile devices. An adversary capable of attack 7 (active bus tapping attack) can defeat this solution as well. This is because current TEEs (including TrustZone) cannot contain the entirety of the camera pipeline within the SoC chip. The video data is generated by the camera sensor, which is outside the SoC. The data are transferred over a peripheral bus to the SoC. Moreover, during processing by ISP and encoder, the data is transferred from the SoC to the main memory chip. The adversary can therefore modify the data on either of these buses, although tapping on the low-frequency peripheral bus is easier than the memory bus. Defeating this attack requires the use of memory encryption engines with support for data integrity and replay protection for both the camera sensor and the SoC, which, to the best of our knowledge, are not currently available.

In addition to these security weaknesses, Approach 2 has another practical shortcoming: TEEs are not widely available on SoCs of all types of portable camera devices, especially, non-smartphones devices, e.g., car dashcams, and law enforcement bodycams.

3 **Background**

We now briefly describe key components of the pipeline in a typical digital camera: sensor, ISP, and encoder. In most modern mobile devices, ISP and encoder are integrated into the SoC. Given familiarity with these components, this section can be skipped.

**Digital camera sensor.** The prevalent type of camera sensor in modern mobile and embedded devices is the Complementary Metal-Oxide-Semiconductor (CMOS) image sensor [40]. The popularity of CMOS sensors is due to their small hardware footprint. The sensor’s photodiodes (pixels) respond to the intensity (brightness) of light rather than the wavelength (color). To make color imaging possible, an array of tiny color filters (Color Filter Array – CFA) overlays each pixel. The most widely adopted CFA is the Bayer filter [41]. Each filter within the array only permits a specific color (for Bayer filters, it is red, green, or blue) to pass through to the underlying pixels [42]. Individual pixels only capture one color, and the missing color information is then estimated through demosaicing, which involves interpolating the missing colors based on its adjacent pixels’ color information.

**Image Signal Processor (ISP).** ISP is a specialized hardware component used for processing of image sensor outputs. It performs a range of image processing tasks in a serialized manner, including demosaicing, light and color corrections, noise reduction, sharpening, and possibly other optimization algorithms.

**Video encoder.** Each raw frame output from an ISP constitutes a substantial amount of data, and a compression algorithm is needed to make video storage and sharing practical. Advanced Video Coding (AVC, a.k.a., H.264), is a video compression standard widely adopted by modern camera devices [43]. There are other modern coding standards such as High Efficiency Video Coding (HEVC, a.k.a., H.265) [44] and AOMedia Video 1 (AV1) [45]. While we focus on H.264 in this paper, ProvCam design can be modified to also support such alternative codecs.
We now present the design of ProvCam. It is carefully crafted with the camera module certificate, acts as the provenance in-video provenance information. ProvCam is a camera module information, allowing the consumer to authenticate the source all in a single integrated circuit package. The signature, along with the camera module certificate, acts as the provenance information, allowing the consumer to authenticate the source camera and verify video integrity. The self-contained camera module facilitates a tiny TCB. Figure 1 shows the TCB comparison of two current approaches discussed in §2.2 and ProvCam, as well as a high-level overview of how ProvCam is integrated into a mobile device.

Within the module, a sensor unit actively processes light information, and passes the information to an ISP and subsequently an encoder. After the encoder outputs an encoded stream of frames, a hasher calculates a rolling hash (which is based on frame data output by the encoder), and a signer signs the final hash.

To protect against attacks from untrusted hardware and software on a mobile device, ProvCam strongly isolates itself when capturing a video and generating its provenance information. It starts by a hardware reset, which flushes any residual/transient state which might be the result of untrusted usage of the ISP and encoder. (As discussed later in §6.3, ProvCam camera module also supports normal and untrusted usage.) The module blocks all commands from the CPU, and uses a simple internal Camera Control Unit (CCU) to fully control the camera pipeline. This strong isolation continues until the OS sends a termination request to the module, at which point the camera module finalizes the video and generates the provenance information.

All hardware components of ProvCam need to be housed in secure packaging in order to protect against physical attacks by the camera user, as discussed in §2.1. Since we rely on current methods to secure the hardware package against physical attacks, we are not concerned with the specific integrated circuit packaging format of ProvCam’s camera module [46, 47].

However, to give an idea of what the module might look like, we illustrate one possibility. Figure 2 shows the use of 3D-stacked packaging for producing an ASIC-based camera module. Each layer of the camera is stacked and connected, leaving no pins exposed, thus preventing tapping on the internal data buses. Furthermore, the use of a tamperproof enclosure for the package makes it difficult to break into the package without damaging any internal components. In fact, 3D-stacked packaging is known to provide security benefits [48, 49], and there has been at least one proposal for applying such technology to CMOS camera sensors [50].

5 Hardware Design Challenges

5.1 The Use of Untrusted Main Memory

As illustrated in Figure 3 (a), in a conventional video pipeline, a camera sensor streams data into an ISP for processing. Then, the ISP generates and stores the frames in system memory. Subsequently, a video encoder reads the frames from memory, encodes them into a compressed video stream, which it then stores in memory.

Since ProvCam’s primary goal is to generate the final provenance report fully within the module, the output frame from the ISP can not be stored in the untrusted main memory. Thus, in our original design, we used a secure buffer within the camera module, as shown in Figure 3 (b). However, a raw frame coming out the ISP can be large, e.g., a high-resolution frame can reach 10 megabytes. Therefore, the use of the secure buffer significantly increases the hardware cost of camera module (as we will empirically show in §9.1).

To address this issue, we instead securely use the untrusted camera device’s main memory, as shown in Figure 3 (c). The key idea is to compute and compare: (1) hash of the frame going from ISP to main memory, and (2) hash of the frame going from main memory to encoder. If they match, it must mean that the frame has not been modified, despite residing in main memory. It it worth noting that this set of hashes is different from the set of hashes ProvCam uses to describe the final recorded video. After attempting this approach, we soon realized that the two hashes do not match, even if the frame was not modified! A further investigation showed that this occurs because ISP and encoder have different frame-access patterns. A high-level example of data transactions in Figure 4 (a) illustrates the problem. In writing a processed raw frame to memory ISP transfers 4 pixels linearly in each transaction. Whereas, while reading an ISP-processed raw frame from memory, encoder transfers 4 pixels in a block-like fashion. Different frame-access patterns result in data being written to memory in the different order from when it is read from memory. Thus, the two hashes do not match.

We observe that, despite different access patterns, ISP and encoder both access a few rows of the frame at a time. That
As illustrated in Figure 4 (b), when both lines of pixels are filled up, the reorder buffer starts feeding the second r_hasher in the same pattern as ISP writes to main memory, which is also how the first r_hasher gets its data. This ensures that, if the frame does not change in main memory, the outputs of the two hashers match.

Note that we need to carefully take care of frame synchronization. The video capture pipeline is typically loosely synchronized, where ISP could have processed more than one frame before encoder finishes hashing even the first frame. This means that the first r_hasher can produce more than one hash before the second r_hasher has a chance to finish reading the first frame. To address this, we implemented a small FIFO queue to hold all hashes generated by the first r_hasher. Whenever the second r_hasher finishes hashing a frame, it compares it with the hash from the head of the queue; If they do not match, a flag is raised in the second r_hasher, which will ultimately result in ProvCam refusing to sign the final video.

Finally, we note that the size of the reorder buffer is much smaller than that of the secure buffer in our original design. For example, at 720p resolution, the reorder buffer is 45 times smaller than the secure buffer. This allows us, as intended, to significantly lower the hardware cost.

### 5.2 Asynchronous Hashing

The data stream that serves as input for r_hashers comes in at a very high rate. In contrast, incoming data stream for e_hasher (where e refers to encoded) is bursty. These aspects create challenges for the hardware hashers.
First, although a hardware hash engine can achieve relatively high throughput, it might not keep up with the incoming video frames when a high-resolution camera sensor is used (as in our prototype). And high-resolution camera sensors are increasingly common. For example, rapid advancements in camera technology for mobile devices yielded smartphones with 8K cameras [51].

Second, both ISP and encoder generate/read data in a bursty fashion. The bus protocol commonly adopted by mobile systems (and by our prototype), AMBA AXI (Advanced Extensible Interface), is bursty. In a burst transaction, two AXI-enabled components transfer a pre-negotiated amount of data without the overhead of initiating and terminating transfers [52].

Based on the above, ProvCam hashers cannot always satisfy the rate of the incoming data. Throttling the data rate at any point of the pipeline is not an option because it would unavoidably degrade overall camera performance. Indeed, we tried to halt the pipeline for \(e_{\text{hasher}}\) to catch up with the encoder. This caused AXI and other hardware components to time out, rendering the camera system unusable.

In the end, we opted to integrate a small cache into both \(e_{\text{hasher}}\) and \(r_{\text{hasher}}\) hardware to allow fast access. Hashers use the cache to digest burst transaction data asynchronously, resulting in a consistent hash rate even if the incoming data arrive too fast.

To determine minimum cache size, we consider various parameters, illustrated with an example: Assume that encoder writes 128 bits/cycle for 16 clock cycles in a burst transaction, resulting in 2048 bits of data to be hashed by the \(e_{\text{hasher}}\). We also assume a hardware hash module digests 512 bits (one block) every 16 cycles, where it has to wait for 4 cycles for the data to reach a block size. While it takes over 60 cycles to hash the first block, all residual data must be transferred simultaneously. Therefore, in this example, a cache size of 1536 = 2048 − 512 bits is needed for the corresponding hasher to catch up with the burst transaction.

Our asynchronous hashing strategy introduces average theoretical latency of 2 clock cycles for all ProvCam hashers. This small latency is because data need to be copied to either a cache or an intermediate register within the hasher.

### 5.3 Video Frame-Based Hashing

In the original design, we kept feeding the \(e_{\text{hasher}}\) with encoded bitstream generated by the encoder. Whenever the entire pipeline halted, we would ask the \(e_{\text{hasher}}\) to finalize the hash with the size of all the encoded bitstream. However, we soon realized that such approach would create a vulnerability due to the fact that the encoder may be stopped at an arbitrary time. Specifically, there is a chance that ISP has already written a complete frame into memory, where the first \(r_{\text{hasher}}\) has this frame’s hash. On the other hand, encoder is still compressing this frame, where parts of this frame are already encoded and fed into the \(e_{\text{hasher}}\). If the pipeline halts at this moment, the second \(r_{\text{hasher}}\) would never have a chance to compute this frame’s hash, meaning that this frame is never verified (as untampered in untrusted memory) though some of its parts are encoded into the final video and used to produce the final hash thereof. An attacker can use this vulnerability to insert malicious data into the last frame of the video in order to facilitate a hash collision with the final hash.

Admittedly, this is a difficult attack since the attacker can only control less than a frame worth of data. However, we opt to address this: instead of hashing the encoded bitstream blindly, we take a frame-based hashing approach in \(e_{\text{hasher}}\). Figure 5 illustrates this scheme. First, we make \(e_{\text{hasher}}\) capable of detecting slices (sub-frames), where it automatically finalizes the hash for each frame. Second, \(e_{\text{hasher}}\) uses a hash chain to link hashes of all the frames into one final hash. Finally, \(e_{\text{hasher}}\) always keeps the latest available hash, generated by the last finished frame. This way we can safely discard any incomplete encoded data at the end of a recording session and still verify the final hash.

In this frame-based hashing approach we could alternatively use a Merkle Hash Tree (MHT), instead of a hash chain. Each leaf node in an MHT would correspond to the hash of one of the frames. On advantage of using MHT is that it allows the consumer to authenticate a video segment, without having access to the entire video. Although this would be useful if only part of the video is shared, we postpone this to future work.

### 6 Software Stack Design Challenges

#### 6.1 Replay-Based Bare-Bones Driver

With the design of camera module, we now have confidence that the data plane for video capturing is secure. However, all of the hardware components in the camera module need...
to be properly configured by software drivers for each capture session. These drivers, forming the control plane of the module, normally run on the device OS, which is untrusted.

Our goal is to contain our TCB within the camera module. Therefore, the control plane must be moved to the module as well. To achieve this, we move the control plane to run on the microcontroller in camera module, which is also used for generating provenance report of the video. We refer to this microcontroller as the CCU.

Porting all the drivers and media frameworks to the CCU is not a viable solution due to the limited resources at the microcontroller, and is against our principle of tiny TCB. On the other hand, it is not possible to distill a minimal set of codes from the drivers because they are all designed to be used in a video-capturing pipeline commanded by the hierarchical kernel and user-space media frameworks.

Fortunately, we observe that I/O transactions (i.e., writes/reads to/from hardware registers as well as interrupts) issued by the video-capturing pipeline are typically fixed (e.g., during initialization) or have fixed patterns (e.g., when handling an interrupt). Therefore, we use a record-and-replay strategy to address this problem.

First, we record all I/O transactions for three sets of transactions for each driver: initialization, start, and stop. For each transaction, we record the type (write/read/interrupt), target address, data size, and data content. (Note that in practice the recording process must be conducted by the camera device manufacturer in a safe environment, where drivers running on the device OS can be trusted.)

We then provide the recorded logs to the CCU to replay when needed. (We currently add them to the CCU’s source code, but could use a ROM as well.) Upon boot, the CCU replays the initialization presets for all hardware components inside of camera module. Upon receiving a command for starting a capture session from the device OS, the CCU replays all start presets of that configuration. During a capture session, when the CCU receives the stop command from the device OS, it proceeds to replay all stop presets, generate a signed report, write the report to the device’s main memory.

Dealing with interrupts requires special care. We classify interrupts into two categories: deterministic and non-deterministic. Deterministic interrupts are the ones that are raised at known times and with a known frequency. This means that we can include them as part of the record-and-replay solution. On the other hand, there are non-deterministic interrupts, which could be raised at any given time. And depending on the length of the capture session, they may be raised multiple times. In addition, some of these non-deterministic interrupts require a read into the corresponding interrupt status register and perform a certain interrupt service routine (ISR). Therefore, to support non-deterministic interrupts, we port their ISRs from the corresponding drivers.

In our design, interrupts all go to our CCU, and not the untrusted OS. However, one interrupt is still needed by the device OS. More specifically, the device OS needs to be notified whenever there is a new encoded frame ready for it to read. Therefore, the CCU forwards this interrupt to the device SoC/OS. Moreover, this specific interrupt forwarding is a one-way communication: the CCU does not wait for the untrusted OS to clear the interrupt. This is mainly to ensure that this solution does not enlarge our attack surface. This should not cause any issues for the untrusted OS, which needs to keep track of all the interrupts/frames. This is because the device SoC is running at a much higher frequency than our camera module and therefore the OS has ample time to read one frame before the next one is written to memory.

Finally, it is worth mentioning how we addressed a timing challenge in this design. More specifically, CCU runs at a drastically different frequency compared with the device SoC, which is used for recording the logs in the first place. This means that I/O transactions could be issued at a different rate, and interrupts could also be handled at a different relative time during record and replay. This creates some uncertainty when CCU replays the recorded command presets. In ordinary drivers, I/O reads are typically used to get the state of a hardware component. However, at the moment CCU performs an I/O read, the same hardware component may be in a different state. For some register reads, we may order CCU to keep reading the register until the desired state is reached. On the other hand, it is also possible that the hardware component has already transitioned past the desired state. For example, as illustrated in Figure 6, there could be a FIFO presented in a hardware component, where a register read shows if the FIFO is empty or not. The recorded I/O read value may indicate a half-filled FIFO, whereas CCU’s I/O read value indicates an empty FIFO. To solve this, we scan through all status indication registers, locate all bits representing non-deterministic states, and ignore these bits throughout the
command re-playing phase. We also make sure that none of these bits can lead to potential vulnerabilities, where at best, an attacker may launch a Denial-of-Service (DoS) attack, as no custom command is allowed to pass through CCU during the replay phase.

6.2 Double Replay for a Backward-Compatible Software Stack

Our goal is for ProvCam to be compatible with existing camera devices. Therefore, we do not want to introduce a completely new software stack to the OS just for ProvCam, in which case each type of camera device needs to modify its entire software hierarchy to adopt ProvCam. Instead, we would like to share the exact same camera drivers/libraries, media servers/frameworks, and applications with existing video-capturing pipelines, which means that all camera-related drivers’ functions are executed normally during a capture session. However, in ProvCam, all I/O commands and most of the interrupts of camera-related components are performed within the module itself.

To solve this problem, we introduce **double replaying**: just like how we replay recorded commands in the CCU to all camera-related hardware components, we also replay the exact same chosen command presets in the device OS. More specifically, when a driver performs a read transaction, we return the read value from the recorded logs. And we silently ignore write transactions (since the actual write transactions are being performed within the camera module itself).

6.3 Trusted Capture Session

Capturing video with a modern mobile camera device is a highly customizable process, where users can not only select their desired frame rate and resolution, but also settings such as camera exposure, encoded format, and even some ML-based enhancing algorithms. Unfortunately, supporting all these features requires a significant amount of recorded logs in ProvCam, increasing the storage hardware cost within the module.

Our observation is that not all videos need to be verifiable. Therefore, we introduce the Trusted Capture Session (TCS) abstraction, which empowers our camera module to work both as a new type of trusted camera sensor and a traditional camera sensor. In other words, ProvCam can either operate as a secure camera to capture a verifiable video (i.e., TCS mode), or can be used as a normal camera (i.e., non-TCS mode). In the TCS mode, we only support a single pre-determined configuration (requiring less than 200 kB of log storage in our prototype). In the non-TCS mode, all configurations are allowed.

We have so far discussed how secure capture (i.e., TCS) works in ProvCam. During a normal video-capturing session (i.e., non-TCS), the OS running on top of the device’s CPU gains full control of the camera sensor, ISP, and encoder within the camera module, while the hashers and their assistant components (i.e., buffering modules) remain dormant. The camera module can operate in two modes in a normal capture session. First, the CCU can work as a middleman that forwards all I/O transactions between camera module’s hardware components and the device OS, allowing all kinds of configurations to be used across these hardware components. Second, in most modern mobile camera devices, there exists more powerful ISP and encoder in the device SoC. In this case, our camera module can work as an ordinary camera sensor, without ever making use of its internal ISP or encoder.

The CCU always boots in TCS mode, where all other camera module hardware components are reset and initialized securely. After booting, the CCU is ready to accept commands from the device OS. If the very first command is for the TCS mode, the CCU continues to run in the TCS mode, and cannot switch to non-TCS mode before a reset. In contrast, if the very first command is for the non-TCS mode, the CCU switches to non-TCS mode, and cannot switch to TCS mode before a reset.

ProvCam ensures that all hardware is reset when transitioning between the modes. To enforce a reset from the TCS mode to the non-TCS mode, after generating the report in the TCS mode, ProvCam puts itself in an unusable state until it is reset. To enforce a reset from the non-TCS mode to the TCS mode, ProvCam uses a simple hardware flag. Any commands passing to the CCU in the non-TCS mode causes the flag to be set. A set flag prevents the use of the CCU in the TCS mode. The only way to clear this flag is to reset the CCU, which triggers a full reset of the entire camera module.

7 Prototype

We have built a prototype of ProvCam on a Xilinx Zynq Ultrascale+ MPSoC ZCU106 FPGA board with a Leopard IMX274MIPI-FMC camera sensor. We treat the ARM Cortex-A53-based processor, its DDR RAM, codes running on top of them (including the PetaLinux OS), all of its connected buses, and all their connected components except the camera module as untrusted. ProvCam’s TCB is the camera module, which (with the exception of the camera sensor) we have implemented in the programming logic (PL) of the board, including MIPI CSI lanes, ISP, video codec unit (VCU), ProvCam hashing IP, a Microblaze based soft core working as the microcontroller (CCU), codes running on the microcontroller, memory (Block RAM for Microblaze and UltraRAM as secure/reorder buffer), and AXI buses connecting these components within the module.

Overall, the binary executable we generate for the microcontroller is around 450 kB (including 200 kB of recorded logs, which is equivalent to 6k 4-byte commands).
8 Security Analysis

We analyze and evaluate the security of our solution against various attacks in the adversary’s arsenal (§2.1).

Attack 1 (generating a fake video) fails as the adversary does not have access to the cryptographic key and thus cannot produce provenance info for the video to prove its authenticity. Attacks 2 and 3 (modifying an existing video and/or its provenance info) fail since the consumer will not be able to verify the authenticity of the video given its provenance info. Attacks 4 and 5 (compromising the TrustZone normal world and/or secure world software stacks such as OS, hypervisor, and the secure world OS) fail since the camera module is fully isolated from these software components and generates the video and its provenance fully within the module. Attack 6 (replacing the camera sensor/module) fails too because the adversary cannot access the sensor within the module due to secure packing. Moreover, replacing the module altogether is useless since the provenance of the video is produced inside the module itself. Attack 7 (active bus tapping) fails too since (1) the buses inside the module are protected by the secure packaging and (2) all data coming out of the camera module is already protected using cryptographic measures.

Therefore, our solution defeats the strong adversary discussed in our threat model.

One additional attack vector is noteworthy. The adversary could use ProvCam to record a video of a fake video played on a screen in front of it. In this case, ProvCam generates verifiable provenance info for this fake video. We leave addressing this attack vector to future work. But here we discuss some possible solutions. First, similar to the proposed solution in Vronicle [20], a more advanced (and hence more expensive) ProvCam could incorporate a depth camera and include the depth information in the signed video file. Alternatively, a cheaper option would be to include a flash in ProvCam and use that to extract depth information [53]. Second, recording off a screen could potentially create side effects in the recorded video, which could be detected post-factum, although we have not tested this hypothesis yet.

9 Prototype Evaluation

We perform all evaluations and experiments on our prototype reported previously. In addition to the ProvCam’s prototype (which implements the design in Figure 3 (c)), we develop two other prototypes in order to compare with ProvCam. One is the baseline which only captures, processes, and encodes videos (Figure 3 (a)). The other is a prototype of ProvCam with the use of a secure buffer inside the module (Figure 3 (b)). We build the latter in order to be able to evaluate the benefits and potential overheads of our solution of using the untrusted memory (§5.1).

<table>
<thead>
<tr>
<th>Design</th>
<th>Resource type</th>
<th>Count</th>
<th>Expected transistor count</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProvCam with secure buffer</td>
<td>Look-up table</td>
<td>38,256</td>
<td>1,377,216</td>
</tr>
<tr>
<td></td>
<td>Flip flop</td>
<td>48,393</td>
<td>1,412,112</td>
</tr>
<tr>
<td></td>
<td>SRAM (buffer)</td>
<td>22,118,400</td>
<td>132,710,400</td>
</tr>
<tr>
<td></td>
<td>SRAM (others)</td>
<td>7,741,440</td>
<td>46,448,640</td>
</tr>
<tr>
<td><strong>Total Transistors:</strong></td>
<td></td>
<td><strong>181,697,688</strong></td>
<td></td>
</tr>
<tr>
<td>ProvCam</td>
<td>Look-up table</td>
<td>45,576</td>
<td>1,640,736</td>
</tr>
<tr>
<td></td>
<td>Flip flop</td>
<td>58,888</td>
<td>1,412,112</td>
</tr>
<tr>
<td></td>
<td>SRAM (buffer)</td>
<td>62,464</td>
<td>2,998,272</td>
</tr>
<tr>
<td></td>
<td>SRAM (others)</td>
<td>7,953,408</td>
<td>47,720,448</td>
</tr>
<tr>
<td><strong>Total Transistors:</strong></td>
<td></td>
<td><strong>53,771,568</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Extra hardware cost in both hardware prototypes.

We evaluate hardware cost, performance, and energy consumption. All camera pipeline related IPs run at 200MHz, except the MicroBlaze-based microcontroller (CCU) running at 100MHz. The quad-core ARM Cortex-A53 based application processor, used to implement the untrusted part of a camera device, runs at 1.2 GHz. For reference, Apple’s A16 processor runs at 3.46 GHz [54], and Qualcomm’s Snapdragon 8 Gen 2 processor runs at 3.36 GHz [55]. Therefore, we believe that our camera module, if implemented in ASIC, would achieve even higher performance and lower power consumption compared to what we report here. For all of the following experiments, our encoder uses H.264 intra-prediction mode, with 8-bit color, 720p resolution, and 60 fps.

9.1 Hardware Cost

We report the expected number of extra transistors needed for realizing ProvCam. We estimate it by measuring the number of additional look-up tables, flip flops, and SRAMs (including both UltraRAM and Block RAM) used by all additional (compared to the baseline) IPs and buses for connecting them. For conversion to transistor count, we assume each look-up table is composed of 6 NAND gates [56], each of which requires 6 transistors [57], bringing it to a total of 36 transistors for each look-up table. We assume each flip-flop requires 24 transistors [58]. Lastly, we assume each SRAM cell (bit) uses the 6-transistor design [59].

Table 1 shows the breakdown cost of ProvCam (main design and the design with the secure buffer). Our calculations reveal that ProvCam requires an additional (compared to the baseline) 53.8 M transistors. Moreover, they show that our use of the untrusted memory significantly reduces the hardware cost. More specifically, ProvCam with secure buffer
Table 2: Comparisons of the amount of transistors needed for different resolutions between secure buffer and reorder buffer for untrusted memory.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Secure Buffer</th>
<th>Reorder Buffer</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>480p (SD)</td>
<td>44.2 M</td>
<td>1.5 M</td>
<td>30×</td>
</tr>
<tr>
<td>720p (HD)</td>
<td>132.7 M</td>
<td>3 M</td>
<td>45×</td>
</tr>
<tr>
<td>1080p (FHD)</td>
<td>298.6 M</td>
<td>4.4 M</td>
<td>67.5×</td>
</tr>
<tr>
<td>2160p (UHD)</td>
<td>1194.4 M</td>
<td>8.9 M</td>
<td>135×</td>
</tr>
</tbody>
</table>

We estimate the energy consumption using the power report of our hardware prototypes generated by the Xilinx Vivado software [62]. We set the ambient temperature to be 25.0 °C (77.0 °F), with no heatsink expected on a target board size of JEDEC 2S2P. Moreover, we run the power report multiple times with maximum possible load on all IPs to always measure the worst-case power consumption results. Our baseline design, which has a typical modern video recording pipeline, running at a typical load with the same configuration above, consumes 5.274 watts of power. Note that all numbers we report below are additional amount of energy needed by ProvCam camera module. There are a total of three fixed

9.2 Software TCB

Software-wise, ProvCam only trusts codes running on the microcontroller. Here we report LoCs of ProvCam’s codes running in the TCB: ~4k for drivers, ~4k for bare-metal libraries, and ~60k for C runtime library. It is noteworthy that not all 60k lines of codes of the C runtime library are compiled into the final binary. In comparison, we also report our estimated LoCs of a TEE-based alternative implemented with OPTEE [61]. There are ~100k for drivers, 231k+ for media API frameworks (e.g., GStreamer and V4L2) that are required by camera/video pipeline drivers, and ~350k for OPTEE. To summarize it, ProvCam achieves at least 10 times smaller software TCB compared to its TEE alternative.

9.3 Performance

We evaluate latency and throughput, with two types of experiments: microbenchmarks and macrobenchmarks. For microbenchmarks, as shown in 7 (a), we measure the amount of time needed for I/O transactions in the non-TCS mode, since in this mode, the transactions need to be forwarded by the microcontroller. In addition, in 7 (b), we show latencies of various tasks performed by the microcontroller in TCS mode, where the report generation time does not necessarily block the pipeline, and can be done in the background.

For macrobenchmarks, we present the latency of starting and stopping the video capturing pipeline in 7 (c). We also measure and report the throughput in 7 (d). Throughput here refers to the throughput of generated encoded bitstream.

Our macrobenchmark results show that both our hardware prototypes perform similarly compared to the baseline. We would like to highlight that our throughput experiment shows that ProvCam can sustain a high resolution (720p) at a high framerate (60fps). Moreover, this shows that the r_hashers in the module manage to sustain a much higher throughput (i.e., 82.9 MiB/s) since they operate on raw data.

Overall, we conclude that although ProvCam brings moderate overhead in microbenchmarks, the impact on macrobenchmarks is negligible.

9.4 Energy Consumption

We estimate the energy consumption using the power report of our hardware prototypes generated by the Xilinx Vivado software [62]. We set the ambient temperature to be 25.0 °C (77.0 °F), with no heatsink expected on a target board size of JEDEC 2S2P. Moreover, we run the power report multiple times with maximum possible load on all IPs to always measure the worst-case power consumption results. Our baseline design, which has a typical modern video recording pipeline, running at a typical load with the same configuration above, consumes 5.274 watts of power. Note that all numbers we report below are additional amount of energy needed by ProvCam camera module. There are a total of three fixed
tasks performed by ProvCam camera module: starting the pipeline, ending the pipeline, and generating provenance report, where they last for a fixed amount of time during each recording session. For starting the pipeline, ProvCam with secure buffer consumes 0.028 ± 0.0003 joules, where ProvCam consumes 0.035 ± 0.0005 joules. For ending the pipeline, ProvCam with secure buffer consumes 0.057 ± 0.0018 joules, where ProvCam consumes 0.071 ± 0.0007 joules. For provenance report generating, which is solely executed by the microcontroller, ProvCam with secure buffer consumes 0.616 ± 0 joules, where ProvCam consumes 0.613 ± 0 joules. In total, ProvCam with secure buffer needs 0.701 ± 0.0021 joules to handle all three fixed tasks in each recording session, where ProvCam needs 0.719 ± 0.0012 joules. On the other hand, video recording time varies among different videos; therefore, we also report both hardware prototypes’ power consumption rates, which can be multiplied with expected recording duration time to get the total energy consumption for a recording session. ProvCam with secure buffer uses 0.476 watts, where ProvCam uses 0.587 watts. Both prototypes show that ProvCam introduces tolerable energy consumption overhead compared to the baseline video capturing pipeline. Moreover, this consumption is insignificant compared with the large capacity of batteries on modern camera devices, such as Apple iPhone 14 Pro Max, which has a 16.75 Wh (60300 joules) battery [63], and Samsung Galaxy S23 Ultra, which has a 18.5 Wh (66600 joules) battery [64].

9.5 Programming Effort
As there are various models of camera sensors, ISPs, and encoders, we expect different combinations of them to be used for making a ProvCam-based camera module. We expect a small amount of effort when adapting our system. We measure the potential amount of codes that need to be changed in the drivers.

First, the driver needs to include our provided recording, replaying, and TCS libraries. Calling into these libraries needs around 20 to 50 lines of code. Second, in case the driver has any dynamic (unpredictable) interrupt handling, the corresponding handler codes need to be moved to the CCU for TCS mode. Also, any interrupt that requires forwarding in either TCS or non-TCS mode needs to have a CCU’s GPIO interrupt registered in the OS device tree.

Overall, we expect a small amount of effort to be spent on adapting ProvCam to use different hardware components inside the module.

10 Discussions & Future Work

10.1 Trusted and Normal Videos
We have mentioned in Section 6.3 that we allow both the secure and normal video capture pipelines to operate at the same time on a mobile device, generating two videos using raw frames captured by the same camera sensor: one trusted but with relatively low image quality, and one with high image quality but untrusted. We envision some use cases of this capability. For example, users can store the trusted video locally and share the high-quality one with others. In the future, if needed (e.g., if the video is found to be used as evidence in a court case), the user can present the trusted video for verification. The challenge here is to verify that the two videos have captured the same content. Machine learning and fuzzy hashing are two possible approaches that can be used to address this challenge. However, as they are likely to have different resolutions, FPS, color space and so on, where details preserved in one video could be almost completely lost in the other one, we can at best hope for an approximation-based solution (e.g. giving a confidence score to the normal video based on its similarity with the trusted video).

10.2 Privacy and Identity
In ProvCam’s current design, each camera module is given a fixed ECDSA key pair at manufacturing time, and it uses this key to sign all videos it captures. This raises a privacy issue: videos captured by the same user can be linked together, potentially revealing their identity. This might be problematic as some users might not want to reveal their identities when sharing a video. One could use a group signature scheme such as Direct Anonymous Attestation (DAA) [69] and lattice-based group signature [70], similar to the one used in modern TEEs, to provide full anonymity. However, this solution might not be ideal either as users may want to reveal their identities for some of the videos they capture. For example, a citizen journalist may want to reveal their identity in order to receive credit for a video they capture. We leave finding a desirable solution to this problem to future work.

10.3 Key Revocation
As mentioned above, each camera module is equipped with a fixed ECDSA key pair at manufacturing time, which is later used to sign captured videos. Although we put the entire camera module into ProvCam’s TCB, it is still possible that the camera module and/or its embedded key pair is compromised by attackers. In this case, a key revocation process is necessary. We believe existing key revocation solutions should be applicable here as well.

11 Related Work
Securing Camera by Provenance. Several previous works have used provenance to secure videos [22, 35, 68, 71–73], such as by watermarking, hashing, signing, and chaining. Other works provide provenance for photos only.
Table 3: Comparison with related work. Note that TEE + others means the system TCB includes not only TEE, but also other (potentially less trustworthy) components.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Performance</th>
<th>Videos?</th>
<th>Vulnerable to attacks (Refer to §2.1)</th>
<th>TCB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aletheia [35]</td>
<td>Digital Signature</td>
<td>No measurement</td>
<td>Yes 4,5,6,7</td>
<td>OS</td>
</tr>
<tr>
<td>PhotoProof [21]</td>
<td>Zero Knowledge Proof</td>
<td>673.5 secs for 1 frame at 128x128</td>
<td>No 4,5,6,7</td>
<td>OS</td>
</tr>
<tr>
<td>YouProve [65]</td>
<td>Image Understanding</td>
<td>28 secs for 1 frame at 1296x792</td>
<td>No 4,5,6,7</td>
<td>OS</td>
</tr>
<tr>
<td>TrustEYE.M4 [66]</td>
<td>TPM</td>
<td>11 fps at 320x240</td>
<td>Yes 6,7</td>
<td>TEE + others</td>
</tr>
<tr>
<td>TrustCAM [67]</td>
<td>TPM</td>
<td>25 fps at 640x480</td>
<td>Yes 6,7</td>
<td>TEE + others</td>
</tr>
<tr>
<td>FrameProv [68]</td>
<td>TEE</td>
<td>No prototype</td>
<td>Yes 5,6,7</td>
<td>TEE + others</td>
</tr>
<tr>
<td>Vronicle [20]</td>
<td>TEE</td>
<td>Native</td>
<td>Yes 5,6,7</td>
<td>TEE</td>
</tr>
<tr>
<td>ProvCam</td>
<td>Secure Camera Module</td>
<td>Native</td>
<td>Yes None</td>
<td>Tiny</td>
</tr>
</tbody>
</table>

Photoproof [21] makes use of zero-knowledge proof to cryptographically show that the photo is edited properly. YouProve [65] performs analysis on the photo to study changes. Vronicle [20] generates fine-grained provenance information and use it to keep track of all processing history of the video throughout its lifespan. In addition, there are industrial efforts to secure the camera-captured content. Canon made an attempt in trustworthy photographing by developing its Original Data Security Kit [74] for proving image originality, which was later found as flawed [75]. Recent efforts include Truepic [23] and Serelay [76], which use TEEs to secure photos. Moreover, Adobe’s Content Authenticity Initiative (CAI) [77] currently has 52 participating members, including the above-mentioned two and others such as Microsoft. There has also been some research effort on securing the camera sensor using TEE. TrustCAM [67] and TrustEYE.M4 [66] make use of the Trusted Platform Module (TPM) for signing frames produced by the camera sensor.

However, to the best of our knowledge, ProvCam is the first solution for securing the entire camera pipeline that can be adapted by all kinds of camera devices, and has adequate performance for capturing high-resolution videos. Table 3 compares ProvCam against other key related works.

**Secure Sensors.** Saroiu et al. utilize Intel Trusted eXecution Technology for authenticating sensors’ readings such as camera and GPS’s data [78, 79]. Shahid et al. introduce a QR-code based solution for securing speech audio in live recordings [80]. CamShield [81] also provides a system-wide solution for securing a camera device by shielding it with a trusted camera device. These solutions, however, do not address the authenticity of recorded video.

**Replay-based I/O.** Some works also secure I/O using record-and-replay. Both RT-TEE [82] and driverlets [83] use TrustZone to run their debloated replay-based drivers for controlling sensors, where RT-TEE aims to provide flexibility close to the ordinary drivers, allowing parameters to be dynamically configured into presets. GPUReplay [84] is also a middleman running in a secure world such as TrustZone that replays presets of commands, and it is built for securely controlling GPU to perform machine learning workloads. It aims to replace the massive GPU stack existing in typical ML work and can handle more complex jobs for GPU. These three works, however, can only support either simple sensors or a specific hardware device; they cannot secure the video capture process, which has a complex processing pipeline that needs seamless coordination with other hardware components.

**12 Conclusions**

ProvCam ensures the authenticity of videos by protecting camera capture, image processing and video encoding in a tiny TCB and hardware design that defends against sophisticated attackers. The cryptographic proof from our system, possibly combined with proofs from other systems that verify subsequent stages of video post-processing, can finally give the viewer the assurance that what they are seeing happened in reality. This assurance is becoming more urgent in an age of deepfakes, generative AI, and AI embedded inside smartphone camera pipelines. The implications span many important parts of society, including justice and news. We expect the technology will be applicable even beyond smartphones and body cameras, to eventually include security cameras, cameras on autonomous vehicles and robots, and remote tele-medicine.

**Acknowledgments**

The work of UCI authors was supported in part by the NSF Awards #1763172, #1953932, #1956393, and #2247880 as well as NSA Awards #H98230-20-1-0345 and #H98230-22-1-0308. The authors thank the anonymous shepherd and reviewers for their insightful comments.
References


