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ABSTRACT

This paper reports on results of theoretical studies dealing with: (1) the use of microinstability-based thermal transport models to interpret the anomalous confinement properties observed in key tokamak experiments such as TFTR and (2) the likely consequences of the presence of such instabilities for future ignition devices. Transport code simulations using profile-consistent forms of anomalous thermal diffusivities due to drift-type instabilities have yielded good agreement with the confinement times and temperatures observed in TFTR under a large variety of operating conditions including pellet-fuelling in both ohmic- and neutral-beam-heated discharges. With regard to achieving an optimal ignition margin, the adverse temperature scaling of anomalous losses caused by drift modes leads to the conclusion that it is best to operate at the maximum allowable density while holding the temperature close to the minimum value required for ignition.
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I. ANALYSIS OF ANOMALOUS THERMAL CONFINEMENT IN TOKAMAKS

Identification of the primary physical processes responsible for the anomalous thermal transport properties currently observed in tokamaks is vitally important not only for the effective development of methods to improve performance in existing devices but also for the proper planning of future ignition experiments. In recent work [1-4] it has been demonstrated that if realistic profile constraints are invoked, then most of the significant confinement trends in low-beta tokamaks can be explained by electrostatic (E x B_o) transport caused by drift-type microinstabilities. Anomalous thermal transport models based on the associated physics have yielded predictions in very favorable agreement with a substantial experimental data base with respect to both the scaling and the magnitude of the energy confinement time (t_E) and the central electron temperature (T_{e0}).

In the present studies, the profile-consistent microinstability models derived in Ref. 2 have been used in the BALDUR (time-dependent, 1-D) transport code [5] for the purpose of interpreting experimental results from TFTR including ohmic heating, neutral-beam-injection (NBI) heating, and pellet-fuelling in both ohmic- and NBI-heated discharges. The theoretical expressions for the anomalous thermal diffusivities (x_e, x_i) are based on the presence of trapped-electron drift modes and/or toroidal ion temperature gradient (n_i) modes in the bulk region of optimal thermal insulation (roughly located between the q = 1 and q = 2 surfaces in the plasma). They incorporate the familiar mixing length estimate for the magnitude of the fluctuations and also include the assumption that a temperature "profile consistency" constraint [6] is satisfied. The latter is required here because the present state of development of nonlinear toroidal microinstability theories cannot provide reliable scaling with non-dimensional parameters such as q and because
mechanisms outside the realm of microinstabilities could be playing a prominent role outside the q = 2 region. If the parameter, \( \eta_i \equiv \frac{\partial n_i}{\partial \Omega n_i} \), remains below a critical magnitude, \( \eta_i \) (roughly about 2), then the dominant instability is the trapped-electron mode, and the associated form of the electron diffusivity can be expressed as

\[
\chi_e(\text{cm}^2/\text{sec}) = \frac{0.4(1+0.2a_n)10^{4.8}}{n_e0^{1.2}a^{0.2}B_T^{0.4}q_a^{0.9}} F_H(r) \tag{1}
\]

with

\[
F_H(r) = \frac{[1-\exp(-a)]\exp(2\exp(2a^2/3a^2) \int r/a \text{d}x h(x)}{[n_e(r)/n_{eo}]^{3/2} \int_0^1 \text{d}xx h(x)} ,
\]

where \( a_q = q_a + 0.5 \), \( P(MW) \) is the total equilibrated ("steady-state") value of the input power (minus radiation losses), \( h(x) \) is the energy deposition profile, \( n_{eo}(10^{14} \text{ cm}^{-3}) \), \( R(m) \), \( a(m) \), \( B_T(T) \), and \( a_n \) is the usual parabolic density profile parameter. In arriving at Eq. (1), the intrinsic temperature dependence has been eliminated in terms of a power dependence through an assumed thermal steady state [2]. The influence of these modes on \( \chi_i \) tends to be masked by the usual ion neoclassical transport [2]. However, if \( \eta_i > (\eta_i)_c \), then the toroidal \( \eta_i \)-modes become dominant [7], and the associated profile-consistent form of the anomalous ion diffusivity becomes

\[
\chi_i(r) = \frac{10^3(P/n_{eo})^{0.6}}{(RB_Tq_a)^{0.8}a^{0.2}} F_H(r) . \tag{2}
\]

For a sufficiently collisionless plasma, \( \chi_e \) also scales as Eq. (2). On the other hand, for values of \( \nu_e \) (the usual banana regime collisionality parameter) \( \geq 0.1 \) to 0.2, the electron loss channel remains sensitive to
collisions in the presence of $\eta_1$-modes. This is due to the fact that even though it does not strongly affect these instabilities, the non-adiabatic trapped-electron response does determine $x_e$. Hence, the associated form of $x_e$ tends to be very similar to Eq. (1).

Simulations of nearly two dozen TFTR discharges covering a wide range of experimental conditions were carried out with the BALDUR transport code using $x_e = x_{e,\text{NEO}} + x_{e,\text{TE}}$, $x_i = x_{i,\text{NEO}} + x_{i,\text{1}}$ (with $x_{i,\text{1}} = 0$ if $\eta_i \leq 1.5$ at $q = 1.5$). Other important effects such as sawteeth behavior inside the $q = 1$ region, radiation processes, etc. have also been included and are described in Ref. 5. With regard to particle transport, empirical models were constructed to produce density profiles approximating the Thomson-scattering-measured density data. In particular, $D = D_{\text{NEO}} + D_{\text{ANOM}}$ and $v = v_{\text{NEO}} + v_{\text{ANOM}}$. For example, in simulating tr$\tau$ pellet-fuelled cases, $D_{\text{ANOM}}(\text{cm}^2/\text{sec}) = 4 \times 10^{16}/n_e(r)$ with $v_{\text{ANOM}} = 2D_{\text{ANOM}}/a^2$ before and $v_{\text{ANOM}} = 0$ after the pellets are injected. The results from the predictive simulations of numerous TFTR large plasma discharges are summarized on Fig. 1 and Table 1. On Fig. 1 the calculated energy confinement times are plotted as a function of the familiar neo-Alcator parameter and compared with the experimental results from a large number of gas-fuelled ohmically heated discharges (crosses) as well as from pellet-fuelled ohmic cases (open diamonds). For the gas-fuelled cases it is quite clear that the anomalous enhancement of $x_i$ associated with $\eta_1$-modes (solid circles) can account for the observed saturation of $\tau_E$ at values below those predicted by calculations using only $x_{i,\text{1}}$ (open circles). The result from the simulation of an ohmic PDX plasma is also displayed to indicate consistent size-scaling at a small value of the neo-Alcator parameter. With regard to the pellet-fuelled cases the simulation results are again in very good agreement with the experimental data. As shown on Fig. 1, the first pair of
diamonds corresponds to values of $\tau_E$ at two points in time after the injection of a single pellet, and the second pair of diamonds to the analogous situation for a three-pellet experiment. The higher $\tau_E$ in each pair represents the confinement at the time closer to the time of injection. In these cases the global confinement times are lower than those for the gas-fuelled experiments because of larger energy losses associated with convection and radiation. However, the simulations also indicate that the central confinement is significantly improved after pellet injection because of the resultant peaking in the density profile. This trend, which is in agreement with that found in the TRANSP data analysis, is likely due to $N_e$ scaling as $1/n_e(r)$ and to the fact that the $n_I$-driven anomalous enhancement of $\chi_I$ can be eliminated (e.g., in the 3-pellet case). Results for $\tau_E$ and $T_e$ from simulations of a representative set of NBI-heated TFTR discharges are given in Table 1 and show good agreement with the experimental values. These include a pellet-injection NBI case (shot 14773) and a typical "supershot" discharge (shot 22014). All of the results displayed in Fig. 1 and Table 1 were computed using Eq. (1).

With regard to the supershot case, preliminary calculations using a more realistic version of $\chi_e(r)$ (which takes into account only the power into the electron channel and the proper transition into the collisionless regime) has yielded close agreement with the experimental values given in Table 1; i.e.,

$\tau_E = 0.14$ s and $T_e = 6.2$ keV. In addition, all of the computed temperature profiles correlated well with the data, and comparisons of the theoretical $\chi_e(r)$ given by Eq. (1) and those obtained from TRANSP data analysis studies of a number of ohmic- and NBI-heated TFTR discharges have also indicated reasonable agreement.

Before proceeding with the further development and application of the profile-consistent models just described to the important class of H-mode NBI-
heated divertor plasmas, it is necessary to first establish the proper behavior of the microinstabilities invoked under such conditions. In previous studies involving comprehensive kinetic toroidal computations [8], it was demonstrated that the weaker pressure gradients in the interior region of H-mode plasmas led to correspondingly weaker instabilities. Although this reduction in the local anomalous thermal diffusivity in the inner zone is consistent with the observed improvement in $\tau_T$, it leaves open the question of the nature of the transport properties in the very steep gradient region near the edge. Specifically, in order to be consistent with the thermal fluxes calculated in the interior, the local thermal diffusivity in the edge zone must be greatly reduced. This issue has been addressed in the present work by interfacing the kinetic stability code [8] with a model tokamak equilibrium with a separatrix [9]. The equilibrium here takes into account the enhanced local shear effects near the separatrix and is basically an extension of the familiar "s-\alpha model" [10] whose finite-beta properties are primarily governed by the magnitude of the local pressure gradient. Fully electromagnetic calculations of the dominant toroidal microinstabilities were carried out using as input parameters the edge data obtained from careful measurements of H-mode and L-mode DIII-D tokamak discharges. The results generally indicate that the proximity of the separatrix to the magnetic surface considered has a significant stabilizing influence. This effect is considerably stronger for the H-mode cases with their characteristically steeper edge profiles. In particular, the finite-beta-modified drift-type electrostatic modes are found to be stable over a region extending several centimeters inside the separatrix for the H-mode profiles but over a much smaller range for the L-mode. These enhanced local stability properties near the separatrix thus serve to support the notion that thermal transport properties in H-mode plasmas are
reconcilable with microinstability-based models.

II. CONSEQUENCES OF MICROINSTABILITIES FOR IGNITION IN TOKAMAKS

The favorable correlations between the confinement trends observed under a large variety of tokamak operating conditions and the results from the anomalous transport studies just described as well as from previous work [1-4] serve to emphasize the importance of addressing the consequences of drift-type instabilities for future ignition devices. Under steady-state conditions, the simplest form of the basic homogeneous (zero-dimensional) thermal energy balance equation is given by

\[ P_h = P_{Le} + P_{Li} + P_R - P_a, \]

where \( P_h \) is the external heating power density, \( P_{Le} \) and \( P_{Li} \) represent the losses due to electron and and ion conductivity, \( P_R \) represents radiation losses, and \( P_a \) is the \( \alpha \)-particle heating term. In earlier calculations [11,12] it was demonstrated that the familiar Murakami density limit represents a balance between radiation losses \( (P_R) \) and ohmic heating input power \( (P_h) \). However, since the fusion power \( (P_f) \) will offset \( P_R \) at temperatures characteristic of ignition conditions \( (T_0 > 6 \text{ keV}) \), this limit should not be relevant. Instead, attention needs to be focused on the influence of enhanced forms of \( P_{Le} \) and \( P_{Li} \) caused by the presence of microinstabilities. First consider the situation where the dominant terms in Eq. (1) are \( P_a \), \( P_R \) (from bremsstrahlung), and \( P_{Le} \) from anomalous losses associated with the dissipative trapped-electron modes. Using the simple local form for \( x_e \) given in Ref. 1 and applying the boundary conditions of sawtooth flattening for \( q < 1 \) and \( T_e = 0 \) for \( q > 2 \), the corresponding 1-D
radial equation yields eigenvalue solutions which can be expressed in the form of an ignition criterion,

\[ [n_0 (10^{15} \text{cm}^{-3}) B_0 (10 \text{T})]^2 [a(m)]^{2.5} [R(m)]^{1.5} > 14.6 (3/q_a)^{1.5} a_n^2 \]  \hspace{1cm} (4)

Since \( P_{Le} \) is independent of density in the dissipative trapped-electron regime, it can be concluded that for ignition experiments falling in this regime, the density can be increased to the point where the criterion given by Eq. (4) can be satisfied, provided external power \( P_h \) is supplied to compensate for the heat capacity of the increased density and to maintain \( T_0 > 6 \text{ keV} \) so that \( P_a > P_R \). The power required to balance the thermal conduction losses is estimated to be \( P_{crit}(\text{MW}) = 120 \left(3/q_a\right)^{2.75} \left(T_0/6 \text{ keV}\right)^{4.5} a_n^{2/(2B_a^2aR)^{0.5}} \). These results clearly suggest that the optimal ignition scenario would involve operating at (i) the lowest allowable temperature (consistent with ignition), (ii) the highest allowable density (consistent with MHD \( \beta \)-limits but not the Murakami limit), and (iii) the flattest density profiles (because of the strong \( a_n \)-dependence in the local model used for \( \chi_e \)). However, with regard to (iii), it should be strongly cautioned that if the density profiles are allowed to be too flat, then \( n_i \) can easily exceed \( (n_i)_0 \). The consequent enhancement of \( P_{Li} \) due to \( n_i \)-instabilities can then pose a very restrictive density constraint in the ignition temperature regime. In order to simply illustrate this point, it is convenient to express Eq. (3) in a schematic form highlighting the density and temperature dependences in each term, i.e., (taking \( T_1 = T_e = T \)).

\[ P_h - \gamma_{TE} T^{9/2} = n^2 (\gamma_{BN} T^{1/2} - \gamma_a T^{5/2}) + n_T T^{5/2} \]  \hspace{1cm} (5)
with $\tau_{TE}^{9/2}$ being the dissipative trapped-electron losses, $n^2T^{1/2}T_{BN}$ being losses due to bremsstrahlung and ion neoclassical conduction, $\gamma_aT^{5/2} = P_a$, and $n\gamma_{\eta_1}T^{5/2}$ being the $\eta_1$-mode losses. In the absence of the last term, Eq. (5) clearly indicates that provided $P_t > \tau_{TE}^{9/2}$, there would indeed be no density limit for $T \geq T_{MI}$ with $T_{MI} = (\gamma_{BN}/\gamma_a)^{1/2}$ $\equiv$ minimum ignition temperature. However, if present, this density-dependent loss term would force operating below an upper density bound at $T < T_{MI}$ and above a lower density bound at $T > T_{MI}$. The latter situation simply corresponds to requiring $P_a > n\gamma_{\eta_1}T^{5/2}$. Estimates from Eq. (5) indicate that the external power needed to reach ignition is proportional to $T_{MI}^{9/2}$. Hence, in order to avoid such stringent constraints, pellet-injection-fuelling procedures could be adopted to produce density profiles sufficiently peaked to suppress the $\eta_1$-modes. After exceeding the required ignition temperature, a less discriminating fuelling system would be adequate since $P_a$ could then offset any ensuing anomalous losses of this type. In general, for $T > T_{MI}$, the power losses resulting from drift modes increase at least as rapidly with $T$ as the fusion power. Consequently, the optimum path to ignition should exploit favorable scalings with $B_T$, density, size, etc., while holding $T$ close to $T_{MI}$. 
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Table 1. Parameters of Simulated Neutral-Beam-Heated TFTR Shots

<table>
<thead>
<tr>
<th>Shot</th>
<th>$t_p$ (ns)</th>
<th>$B_z$ (T)</th>
<th>$R_m$ (m)</th>
<th>$A_z$</th>
<th>$n_e (10^{19} m^{-3})$</th>
<th>$P_{inj} (MW)$</th>
<th>$Z_{eff}$</th>
<th>$q_a$</th>
<th>$t_e^{exp} ($keV$)</th>
<th>$t_e^{Sim}$</th>
<th>$t_e^{exp} (s)$</th>
<th>$t_e^{Sim} \nu_e (q=1.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14727</td>
<td>2.2</td>
<td>4.8</td>
<td>2.56</td>
<td>0.82</td>
<td>4.8</td>
<td>5.3</td>
<td>2.6</td>
<td>2.8</td>
<td>4.0</td>
<td>3.6</td>
<td>0.20</td>
<td>0.18</td>
</tr>
<tr>
<td>14773</td>
<td>2.2</td>
<td>4.7</td>
<td>2.57</td>
<td>0.82</td>
<td>3.0 (7.0*)</td>
<td>5.7</td>
<td>1.9</td>
<td>2.8</td>
<td>2.4</td>
<td>2.8</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>19965</td>
<td>2.2</td>
<td>4.8</td>
<td>2.49</td>
<td>0.83</td>
<td>4.2</td>
<td>8.8</td>
<td>3.2</td>
<td>3.0</td>
<td>3.8</td>
<td>3.7</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>22014</td>
<td>0.8</td>
<td>4.6</td>
<td>2.55</td>
<td>0.82</td>
<td>3.2</td>
<td>11.3</td>
<td>2.5</td>
<td>7.6</td>
<td>5.8</td>
<td>3.5</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.2†</td>
<td></td>
<td>0.14†</td>
<td></td>
</tr>
</tbody>
</table>

*After Pellet Injection
†Collisional Model
Fig. 1