Robustness to telephone handset distortion in speaker recognition by discriminative feature design
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Abstract

A method is described for designing speaker recognition features that are robust to telephone handset distortion. The approach transforms features such as mel-cepstral features, log spectrum, and prosody-based features with a non-linear artificial neural network. The neural network is discriminatively trained to maximize speaker recognition performance specifically in the setting of telephone handset mismatch between training and testing. The algorithm requires neither stereo recordings of speech during training nor manual labeling of handset types either in training or testing. Results on the 1998 National Institute of Standards and Technology (NIST) Speaker Recognition Evaluation corpus show relative improvements as high as 28% for the new multilayered perceptron (MLP)-based features as compared to a standard mel-cepstral feature set with cepstral mean subtraction (CMS) and handset-dependent normalizing impostor models. © 2000 Elsevier Science B.V. All rights reserved.
système de reconnaissance du locuteur, spécifiquement dans des conditions où des types de téléphone différents sont utilisés lors de l’entraînement et de la vérification. L’algorithme ne requiert, ni enregistrement stéréo de la session d’entraînement, ni étiquetage manuel des types de téléphone utilisés à l’entraînement et à la vérification. Les résultats sur le corpus 1998 NIST Speaker Recognition Evaluation montrent une amélioration relative atteignant 28% avec les nouvelles caractéristiques basées sur le réseau de neurones. Le système de référence utilise des vecteurs de caractéristiques basés le MEL-cepstre avec soustraction du cepstre moyen ainsi que des modèles d’ imposteurs dépendant du type de téléphone. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

A dominant source of errors in telephone-based speaker recognition systems is the distortion of the speech signal caused by the microphone in the telephone handset (e.g., electret, carbon-button). The distortion can cause an order-of-magnitude increase in speaker recognition error rates when verification tests are completed on a handset type that does not match the enrollment handset type, even after standard channel compensation techniques are applied (Reynolds, 1995; Heck and Weintraub, 1997). Given that verification tests with mismatched telephone handsets occur frequently in practice, handset distortion poses a significant barrier to successful deployment of the technology.

Previous handset and channel compensation approaches can be grouped into three broad classes: (1) model-based, (2) score-based, and (3) feature-based. Model-based compensation methods for speaker recognition include an approach (Murthy et al., 1999) that transforms speaker model variances based on stereo recordings across multiple handsets. A single transform is estimated with a development set of speakers, and is applied during enrollment of all new speakers. The transform is built to be independent of the telephone handset used during enrollment. In contrast, another model compensation method (Heck and Weintraub, 1997) explicitly utilized a handset classifier to select handset-specific, speaker-independent normalizing models for each speaker. The handset-type of the normalizing model was the same handset-type used during the enrollment of the speaker’s model. The use of handset-dependent normalizing models significantly reduced error rates over a state-of-the-art robust speaker verification system, which used both cepstral mean subtraction (CMS) and a normalizing world cohort model.

A score-based handset and channel compensation method for speaker recognition systems called HNORM was presented in (Reynolds, 1997b). As with the model-based compensation algorithm described above, the method utilized an automatic handset detector during the training of the speaker model. However, this approach also used the handset detector to classify the test utterance and utilized a database of speech utterances from a representative set of impostor speakers that were labeled according to the type of handset used during the recording. Speech utterances from each type of handset were scored against the speaker model, and the score distribution was modeled with a single Gaussian. The compensation consists of normalizing the test utterance score by removing the handset-dependent bias and scaling (mean and standard deviation) of the impostor score distribution.

While model- and score-based methods have received recent attention in the literature, most of the past work on handset and channel compensation methods for speaker recognition have focused on feature-based methods. Feature extraction plays an important role in speaker recognition where the objective is to extract and select features that provide speaker discrimination while being invariant to non-speaker-related conditions such as handset type, sentence content, and channel effects. Although cepstral-based features are widely used in the field, their design criterion is not
consistent with the objective of maximizing speaker recognition rates. As a result, significant research has been devoted to designing new feature types for robust speaker and speech recognition.

CMS (Furui, 1981) and RASTA-PLP (Hermansky, 1991) are two of the more standard feature-based compensation techniques used to provide robustness to channel effects. However, it is well known that handset and channel mismatches can still be a significant source of errors after CMS or RASTA-PLP (NIST, 1996, 1997, 1998). For this reason, more sophisticated cepstrum transformation methods have been proposed in the literature. In (Stern et al., 1994; Liu et al., 1994; Neumeyer and Weintraub, 1994), cepstral compensation vectors were derived from a stereo database and applied to the training data to adjust for environmental changes. The compensation vectors depend either on the signal-to-noise ratio (SNR) or on the phonetic identity of the frames. In (Mammone et al., 1996), an affine transformation of the cepstral vectors was estimated from a stereo portion of the database under study, and then applied to the training data. In (Murthy et al., 1999), we introduced a new filter-bank design and spectral slope-based features to minimize the effects of telephone handset and channel distortions on speaker identification performance.

In recent work by Quatieri et al. (1998), a feature-based compensation method was developed to specifically treat the land-line telephone handset mismatch problem between electret and carbon-button. A one-way nonlinear mapper was designed by matching the spectral magnitude of the distorted signal (carbon-button handset) to the output of a nonlinear channel model driven by an undistorted reference (electret handset). The mapper was trained with stereo recordings of utterances over a small number of handsets in HTIMIT (Reynolds, 1997a). The mapper consisted of a polynomial nonlinearity combined with a linear pre- and post-filter trained to minimize the mean-squared spectral magnitude error using a gradient descent technique.

Discriminative feature design approaches have been developed that use an objective function directly related to classification performance (rather than representational performance). These discriminative feature design techniques have been studied mainly for the speech recognition task (Bengio et al., 1992; Chengalvarayan and Deng, 1997; Euler, 1995; Paliwal et al., 1995). Bengio and his colleagues suggested a global optimization of a combined multilayered perceptron (MLP)-hidden Markov model (HMM) speech recognition system with the maximum mutual information (MMI) criterion, where the outputs of the neural network constituted the observation sequence for the HMM (Bengio et al., 1992). Euler (1995) reported improved HMM speech recognition performance on spelled names when employing a discriminative training approach for designing a feature-based transformation matrix. A recent extension of this work focused on the use of a parallel network of nonlinear and linear feature mappings (Rahim et al., 1997). The linear mapping was initialized to produce standard cepstral-based features. Output feature vectors from the nonlinear neural network were added to the linear cepstral feature vectors, resulting in a single modified feature vector that was fed into the HMM classifier. This approach in effect used the nonlinear neural network-based feature extractor to “correct” the standard cepstral-based features so that the resulting feature set was more robust to channel distortions.

In this paper, we develop a discriminative feature design approach for speaker recognition. Our approach specifically focuses on the problem of telephone handset mismatch between training and testing. As compared to previous speaker recognition feature design efforts, our training procedure directly maximizes speaker recognition performance, does not require stereo recordings of speech across multiple handset types, and does not require manual labeling of the handset types in either training or testing. The new features have been used successfully for speaker verification, and have shown significant improvements in performance over all handset training–testing combinations in the 1998 Speaker Recognition Evaluation coordinated by the National Institute of Standards and Technology (NIST, 1996, 1997, 1998).

We begin this paper by defining the system architecture in Section 2 followed by a description of the proposed feature-based handset compensation
method in Section 3. The development database and experimental results on the 1998 NIST evaluation set are described in Section 4. Finally, we conclude and describe directions for future work in Section 5.

2. System architecture

A general block diagram of the proposed system for discriminative feature design is shown in Fig. 1. The speech signal contains information about the speaker’s identity and the content of the spoken sentence. For speech recorded on the telephone, the signal will also be contaminated by noise, be bandlimited, and be distorted by the transducer in the telephone handset.

The feature extraction is composed of two parts: an initial feature analysis and a nonlinear feature transformation. The feature analysis is used to convert the speech signal into a collection of feature vectors such as log spectrum or cepstrum. These features are then processed by the nonlinear feature transformation before being passed on to the speaker recognition classifier. The feature transformation is implemented as an MLP-based artificial neural network.

During the feature design phase, the speaker recognition classifier is also implemented as a MLP-based neural network. Like the feature transformation component, the classifier is trained to reduce the effects of nonlinear handset distortions on speaker discrimination. However, after the feature design phase, other classifier types can be used to complete the speaker recognition task. For the experiments we describe in this paper, we used a state-of-the-art text-independent speaker recognition classifier based on a Bayesian-adapted Gaussian mixture model (GMM) (Reynolds, 1997b). The framework for the discriminative feature design phase is described next.

3. Feature-based handset compensation method

3.1. Cross entropy cost function

Let \( X = \{X_1, X_2, \ldots, X_T\} \) be a sequence of feature vectors belonging to the speaker class \( C_i \). We seek to maximize the speaker recognition performance and robustness by minimizing the cross entropy cost function (Baum and Wilczek, 1988)

\[
J = -E \left\{ \sum_{i=1}^{M} d_i \log Y_i(\mathcal{F}(X, \Psi); A) + (1 - d_i) \log(1 - Y_i(\mathcal{F}(X, \Psi); A)) \right\},
\]

where \( E \{ \cdot \} \) is the expectation over the dataset, \( d_i \) the desired speaker decision, \( \mathcal{F}(X, \Psi) \) the mapping of the input features \( X \) with the corresponding set of parameters \( \Psi, A \) are the parameters of the classifier, and \( Y_i(\mathcal{F}(X, \Psi); A) \) is the \( i \)th output of the speaker recognition system. Minimization of

![Fig. 1. Block diagram of discriminative feature and classifier design approach. The speech signal is corrupted by a number of environmental factors, which the approach attempts to compensate for by adapting the artificial neural network (ANN) feature transform and speaker recognition classifier based on an estimate of speaker recognition performance.](image-url)
the cross entropy cost function in this work is achieved by jointly optimizing the parameters of the feature extractor ($\mathcal{F}$) and classifier ($A$).

The cross entropy function has many properties that make it an attractive cost function to use in the design of the feature mapping. First, when the system parameters are chosen to minimize Eq. (1), the outputs estimate Bayesian a posteriori probabilities (Richard and Lippmann, 1991). This property gives an intuitive interpretation of the outputs, and facilitates the straightforward combination of multiple systems of this type for higher-level decision making. Second, maximizing the a posteriori probabilities of the speakers leads to maximization of the speaker classification performance.

To minimize the cross entropy cost function in Eq. (1), we use the standard back-propagation algorithm (Rumelhart et al., 1986). Minimizing the cross entropy cost function can be interpreted as minimizing the Kullback–Liebler probability distance measure or maximizing mutual information (Baum and Wilczek, 1988).

3.2. MLP network configuration

The feature mapping function $\mathcal{F}(X, \Psi)$ and the classifier $Y(\mathcal{F}(X, \Psi); A)$ can be thought of as two separate single-hidden-layer MLP neural networks that are combined to form a single 5-layer MLP with 3-hidden-layers (see Fig. 2). The MLP has a large input layer with the input feature vector $X$ consisting of consecutive frames of cepstral coefficients (or spectral energies), i.e.,

$$X_i = [S^T_{t+k} \ldots S^T_t \ldots S^T_{t-k}]^T,$$

where $S_i$ is a vector of cepstra (or spectral energies) computed from a windowed frame of data at time $t$. The first hidden layer of the network uses a large number of nonlinear (sigmoidal) hidden units, a small “bottleneck” second linear hidden layer, a large third nonlinear hidden layer, and a softmax output layer. The first two layers constitute the feature extractor, $\mathcal{F}(X, \Psi)$, which nonlinearly projects the high number of input features to a lower dimensional space. The last two layers function as the closed-set speaker classifier, i.e., $Y(\mathcal{F}(X, \Psi); A)$.

The motivation for using a 5-layer MLP with a bottleneck is based on the intuition that the first three layers act as the feature extractor, and the last two layers serve the role of classification. If the network is trained with a large number of speakers, then the feature extractor portion of the network can be retained as a general-purpose feature mapper for robust telephone-based speaker recognition (i.e., it is assumed to be speaker independent, having good speaker discrimination power and handset robustness over general speaker populations). The classifier, on the other hand, is specific to the particular speaker population in the development set and is therefore discarded. Fig. 3 illustrates this idea, with the first three layers of the 5-layer network serving the purpose of extracting features that are then passed on to a GMM speaker recognition classifier. When used in subsequent speaker recognition systems, the resulting feature extractor remains fixed, retaining the “memory” of how to compensate for
mismatched telephone handsets in the feature space. This approach is particularly useful in speaker verification applications when the user enrolls on only one phone call (i.e., one type of handset) but uses the system on other handsets as well. This will be demonstrated experimentally in Section 4.

3.3. Initialization of the network

One of the main difficulties in training a 5-layer MLP is that the network is sensitive to the initialization of the weights due to the high number of parameters and hidden layers. If the standard approach of using “small random values” is used to initialize a large 5-layer MLP, the classification performance of the net is often poor (i.e., trapped in a local maximum). The poor performance arises because the weight update values in most cases decay geometrically as the errors are backpropagated from the output layer to the input layer, leading to rates of weight evolution that sometimes differ drastically from layer to layer (Lehr, 1996). This will often cause severe saturation in the input layer. The end result is that either the weights diverge (because of the large learning rate parameter), or the network converges very slowly to an unsatisfactory local minimum.

To overcome the problems with initializing our 5-layer MLP, we use a technique described in (Lehr, 1996). In this approach, initial weights are chosen for each hidden layer such that saturation is largely avoided. The initial weights are independent and identically distributed, and drawn from a uniform zero-mean distribution of variance $\frac{\gamma^2}{N}$. The approach sets the initial distribution of weights in a layer receiving $N$ inputs according to

$$w \sim \text{unif} \left[ +\frac{\sqrt{3}}{N}\gamma, -\frac{\sqrt{3}}{N}\gamma \right],$$

where $\gamma$ is a constant between 1 and 1.5 that controls the initial degree of sigmoidal saturation.

4. Experimental results

4.1. Initial feature analysis

Referring to Fig. 1, the initial feature analysis component of the speaker recognition system consisted of the standard SRI mel-cepstral processing component (Murthy et al., 1999) and an estimate of pitch. The mel-cepstral coefficients were computed by applying a sliding 25 ms window to the speech, resulting in a frame of speech every 10 ms. Each frame of speech was transformed to the frequency domain via a 256-point fast Fourier transform (FFT). The frequency scale was warped according to the mel-scale to give a higher resolution at low frequencies and a lower resolution at high frequencies. The frequency scale was multiplied by a bank of 24 filters. The width of each of these filters ranges from the center frequency of the previous filter to the center frequency of the next filter. The filterbank energies were then computed by integrating the energy in each filter, and a discrete cosine transform (DCT) was used to transform the filterbank log-energies into 17 mel-cepstral coefficients. CMS was applied to all frames (Furui, 1981). For the estimation of the pitch, we used an auditory model-based pitch tracker (Weintraub, 1985). The pitch tracker uses a model of cochlear filtering to compute autocorrelation-like functions and dynamic programming for tracking and voiced/unvoiced decisions.
The output of the initial feature analysis was used to construct a large input vector for the 5-layer MLP in the nonlinear feature transformation component of Fig. 1. The 162 inputs for the MLP consisted of the 17 mel-cepstral coefficients and the estimate of the pitch for the current frame, and four past frames and four future frames.

4.2. Results on development database

To train the 5-layer MLP, we used approximately 2 hours (855 sentences) from the 1996 NIST Speaker Recognition corpus (Przybocki and Martin, 1998). The NIST corpus is a subset of Switchboard, a conversational-style corpus of long distance telephone calls. The sentences were selected from a population of 31 speakers (16 male, 15 female), where each speaker was recorded over multiple telephone handsets. The handset labels for the telephone calls were determined by an automatic handset detector that was specifically developed to label the Switchboard corpus (Heck and Weintraub, 1997). The handset detector was implemented as a maximum-likelihood classifier based on a 1024-order GMM. It was trained on the SRI ATIS corpus (Murthy et al., 1999) to discriminate between speech recorded on a telephone handset with a carbon-button microphone and a handset with an electret microphone. A standard mel-cepstra front end was used as the feature set with linear filtering compensation (CMS) applied before training and testing of the handset detector.

To examine the importance of the pitch input, the 9-frame temporal window, and the degradation loss as a result of the dimension reduction from 162 inputs to 34 hidden units in the bottleneck layer, we trained several MLPs and tested their frame-level cross-validation performance on identifying the 31 speakers in the development database. The total number of vectors from the NIST dataset that were used for these tests was 765,060 with 687,156 vectors used for training and 77,904 for cross-validation. The results of these experiments are shown in Table 1. The first column describes the inputs used, the second column describes the network architecture, and the last column shows the resulting frame-level performance on the cross-validation dataset. The MLP that serves as our baseline is denoted as ‘MLP5-34’ in the second row. It has 500 sigmoidal units in the first hidden layer, a bottleneck layer with 34 linear units, a third hidden layer with 500 sigmoidal units, and a final softmax layer with 31 outputs (one for each speaker in the development set). To determine the impact of the bottleneck, we trained a network without a bottleneck, i.e., a 3-layer MLP (one hidden layer) denoted as ‘MLP3’. This MLP has the same number of inputs, 500 hidden units, and 31 outputs. To study the effect of the pitch feature, we trained the MLP named ‘MLP5-NO-PITCH’, which is the same as the baseline 5-layer network but without pitch information (only 153 inputs). Finally, to test the effect of the large temporal window, we trained the MLP named ‘MLP5-1frame’, which is the same as the baseline but with only one input frame (as compared to the nine frames used in the other systems).

Several observations can be made from the results shown in Table 1. First, when comparing the first two rows, it can be seen that there is loss in performance due to the bottleneck. Other observations from the table are that pitch and the temporal window both help speaker identification performance. Comparing the second row to the fourth row, the addition of the pitch estimate to the input feature vector yields a 3% absolute gain. Comparing the second and fifth rows, we observe a 10.3% absolute gain from the temporal window.

### Table 1

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Name</th>
<th>Frame correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 Frames + pitch</td>
<td>MLP3</td>
<td>37.2%</td>
</tr>
<tr>
<td>9 Frames + pitch</td>
<td>MLP5-34</td>
<td>28.9%</td>
</tr>
<tr>
<td>9 Frames, no pitch</td>
<td>MLP5-NO-PITCH</td>
<td>25.9%</td>
</tr>
<tr>
<td>1 Frame + pitch</td>
<td>MLP5-1frame</td>
<td>18.6%</td>
</tr>
</tbody>
</table>

4.3. Results on evaluation database

The 1998 NIST Speaker Recognition Evaluation corpus (Przybocki and Martin, 1998) is focused on the task of speaker detection, where the task is to determine whether a specified target speaker is speaking during a given speech segment. This task is posed in the context of conversational telephone speech with limited training data.

The test corpus has 500 speakers (250 male and 250 female), with the 500 speakers serving as both target speakers and as nontarget (impostor) speakers. There are three training conditions for each target speaker. Two of these conditions use 2 minutes of training speech data from the target speaker, while the other training condition uses more than 2 minutes of training speech data. The conditions are

- **1-Session training.** 2 minutes of speech data taken from only one conversation.
- **2-Session training.** Equal amounts of training data taken from two different conversations collected from the same phone number.
- **2-Session-full training.** All available speech data taken from two different conversations collected from the same phone number.

The actual duration of the training files used for the 1-Session and 2-Session training conditions was approximately 2 minutes, whereas the duration of the 2-Session-full condition varied from 2 to 5 minutes.

Performance on this corpus was computed and evaluated separately for female and male target speakers and for the three training conditions. For each of these training conditions, there are three different test conditions of interest:

- **Test segment duration.** Performance was computed separately for three different test durations. These durations were nominally 3, 10, and 30 s.
- **Same/different phone number.** Performance was computed separately for test segments from the training phone number versus those segments from different phone numbers. The handset type label (electret or carbon-button) was the same as that used in training.
- **Same/different handset type.** Performance was computed separately for test segments with the same handset type label as training, versus segments with a different handset label. All test segments were from phone numbers different from the training number.

A total of nine tests constitute the NIST evaluation: one for each of the three test durations and for each of the three training conditions. There is an average of 10 test segments for each target speaker over the nine tests, totaling approximately 45,000 target speaker trials and about 405,000 nontarget speaker trials.

The formal evaluation measure used in the NIST evaluation was a detection cost function (DCF), defined as a weighted sum of the miss and false alarm error probabilities:

\[
DCF = C(\text{miss})P(C)P(\text{miss}) + C(\text{fa})P(I)P(\text{fa}),
\]

where \(C(\text{miss})\) and \(C(\text{fa})\) are the costs of missing a claimant speaker and falsely accepting an impostor, respectively, \(P(C)\) and \(P(I)\) are the a priori probabilities of a claimant speaker and an impostor speaker, and \(P(\text{miss})\) and \(P(\text{fa})\) are the probabilities of missing a claimant and falsely accepting an impostor. The value of \(P(I)\) was 0.01, \(C(\text{miss})\) was 10, and \(C(\text{fa})\) was 1.

For comparison, we implemented a state-of-the-art baseline system using Bayesian-adapted GMMs and a standard mel-cepstral front end (Reynolds, 1997b). Concatenated mel-cepstra, Δ-cepstra and ΔΔ-cepstra with the corresponding energy terms (E, ΔE and ΔΔE) are used as acoustic observations in the experiments. CMS is used for channel equalization in all experiments. The classifier of the baseline system is a GMM

\[
p(x_i \mid \lambda) = \sum_{i=1}^{M} p_i b_i(x),
\]

with mixture weights \(p_i\) and Gaussian densities \(b_i(x)\). The GMM for the target speaker is created by adapting a large speaker-independent GMM representing the general (impostor) population of the same gender as the target speaker. The impostor model is also used to normalize the score of the target speaker, where the score of the target speaker is computed as the average log-likelihood of the utterance \(X = \{x_1, \ldots, x_T\}\).
and the normalization of the score with the impostor model is implemented as a log-likelihood difference,

$$A(X | s) = \mathcal{L}(X | \lambda_s) - \mathcal{L}(X | \lambda_I),$$

with $\lambda_s$ and $\lambda_I$ denoting the target and impostor speaker model scores, respectively.

To improve the robustness of the baseline system, the impostor model is trained with speakers that use the same telephone handset type as that used by the target speaker during the enrollment session (Heck and Weintraub, 1997). As described in Section 1, this approach gave a 60% improvement in performance (as compared to a general handset-independent impostor model). Only two handset types were assumed to be used in the NIST corpus: electret and carbon-button. With the two genders and two handset types, we built four separate impostor models for score normalization.

To construct a system with the new MLP-based features, we discarded the last two layers of the 5-layer MLP trained on the development database and fixed the weights of the first three layers to serve as a general-purpose feature transformation. We used this 3-layer MLP as an additional transformation on the mel-cepstral features described above. The classifier was the same as described above: a Bayesian-adapted GMM system with speaker-independent, gender-dependent, and handset-dependent impostor models for score normalization. Tests were completed with this new feature extractor (initial feature analysis followed by the nonlinear feature transformation) on the 1998 NIST Speaker Recognition Evaluation corpus.

Tables 2 and 3 show the performance of the new MLP-based feature transformation technique of this paper for the 1998 NIST Speaker Recognition Evaluation corpus. Table 2 shows equal error rates (EER), where the equal error rate is defined as the percentage of errors observed when the threshold is set a posteriori to yield equal false accept and false reject rates. Table 3 shows the DCF as defined in Eq. (4). Male and female results are shown separately, with all training and testing conditions displayed in the columns. The rows are distinguished by the type of feature used by the system, with the first row labeled “cepstrum” denoting a standard mel-cepstra feature set with CMS and handset-dependent normalizing impostor models (described as the baseline system earlier in this section). The second row labeled “MLP5-34” are the new features developed in this paper. The third row labeled “cepstrum(hnorm)” is a system with the standard mel-cepstra feature set but with the

<table>
<thead>
<tr>
<th>Type of feature</th>
<th>1-Session</th>
<th>2-Session</th>
<th>2-Session-full</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 s 10 s 30 s</td>
<td>3 s 10 s 30 s</td>
<td>3 s 10 s 30 s</td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cepstrum</td>
<td>22.7 18.6 17.3</td>
<td>22.0 17.8 16.5</td>
<td>21.2 17.2 16.5</td>
</tr>
<tr>
<td>MLP5-34</td>
<td>23.6 16.9 14.2</td>
<td>22.1 15.5 12.8</td>
<td>19.8 14.6 11.9</td>
</tr>
<tr>
<td>Cepstrum(hnorm)</td>
<td>20.3 14.9 12.9</td>
<td>18.9 14.0 11.8</td>
<td>18.4 13.2 11.6</td>
</tr>
<tr>
<td>MLP5-34 + cepstrum(hnorm)</td>
<td>18.8 13.6 11.4</td>
<td>17.6 12.5 10.2</td>
<td>16.5 11.8 9.8</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cepstrum</td>
<td>23.3 17.6 16.4</td>
<td>21.7 16.9 15.8</td>
<td>21.1 16.8 15.5</td>
</tr>
<tr>
<td>MLP5-34</td>
<td>24.5 16.0 13.7</td>
<td>23.2 14.8 12.5</td>
<td>20.7 14.0 11.5</td>
</tr>
<tr>
<td>Cepstrum(hnorm)</td>
<td>20.2 14.8 12.1</td>
<td>19.2 13.2 11.0</td>
<td>18.5 13.3 11.0</td>
</tr>
<tr>
<td>MLP5-34 + cepstrum(hnorm)</td>
<td>18.8 12.7 10.8</td>
<td>17.2 11.4 9.4</td>
<td>16.6 11.2 9.8</td>
</tr>
</tbody>
</table>
scores postprocessed by the HNORM technique developed recently by Reynolds (1997b) (described in Section 1). Finally, the fourth row labeled “MLP5-34 + cepstrum(hnorm)” is the combination of the systems from the second and third rows. These systems were combined by a weighted average of their output scores. The weights were 0.7 for the “cepstrum(hnorm)” system, and 0.3 for the “MLP5-34” system except for the 3 s cases, where the weights were 0.6 and 0.4, respectively. These weights were selected a priori through an optimization completed on the development database.

Several observations can be made from the results shown in Table 2. Comparing the MLP-based features developed in this paper with the baseline cepstrum system using CMS, the MLP-based system shows an EER reduction of 15–28% (relative) for the longer test utterances. The EER results are mixed for the short 3 s tests except for the 2-Session-Full training condition, suggesting that a longer training session compensates for the shorter test duration with the MLP features. Comparing the third and fourth rows (for each gender), the combination of the “MLP5-34” with the “cepstrum(hnorm)” systems yields approximately 15% improvement. Comparing the baseline “cepstrum” system in the first row with the combination of the MLP and cepstrum(hnorm) in the fourth row, we observe a 21–40% improvement in EER.

Table 3 shows similar performance gains for the DCF. Comparing the first two rows, the MLP-based features show a 27% improvement in DCF for the females, but mixed results for the males. Comparing the cepstrum(hnorm) and combined MLP5-34 + cepstrum(hnorm), the MLP-based features improve the performance by 5–15% for males, and 12–20% for females. As with EER, the largest improvements are observed when combining the MLP-based features with the cepstrum using HNORM, giving between 7% and 38% improvement over the baseline cepstrum system.

Table 4 shows the performance of the MLP features with respect to the training–testing handset combinations. EER and DCF values are shown for combined male and female tests on the 1-Session training condition and 30 s test length. The notation “X–Y” refers to the X handset type used during training, and the Y handset type used during testing (where E is electret, and C is carbon-button). As can be seen from the first two rows of the table, we get mixed results on matched handset conditions, but consistent improvements for the mismatched handsets. The largest improvement is with the “E–C” condition, i.e., training on electret and testing on carbon-button handsets. Comparing the first and last rows of the table, we get better results with all combinations except for the DCF on “C–C” (carbon–carbon).

Table 3
Detection cost function (DCF) performance (×10³) on the 1998 NIST Speaker Recognition Evaluation corpus for multiple training conditions and test durations

<table>
<thead>
<tr>
<th>Type of feature</th>
<th>1-Session</th>
<th>2-Session</th>
<th>2-Session-full</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 s</td>
<td>10 s</td>
<td>30 s</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cepstrum</td>
<td>78.8</td>
<td>76.4</td>
<td>58.4</td>
</tr>
<tr>
<td>MLP5-34</td>
<td>83.8</td>
<td>77.0</td>
<td>52.3</td>
</tr>
<tr>
<td>Cepstrum(hnorm)</td>
<td>78.6</td>
<td>74.6</td>
<td>49.8</td>
</tr>
<tr>
<td>MLP5-34 + cepstrum(hnorm)</td>
<td>72.1</td>
<td>67.1</td>
<td>43.1</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cepstrum</td>
<td>84.7</td>
<td>82.6</td>
<td>64.7</td>
</tr>
<tr>
<td>MLP5-34</td>
<td>83.7</td>
<td>82.4</td>
<td>49.3</td>
</tr>
<tr>
<td>Cepstrum(hnorm)</td>
<td>81.3</td>
<td>79.2</td>
<td>50.0</td>
</tr>
<tr>
<td>MLP5-34 + cepstrum(hnorm)</td>
<td>72.2</td>
<td>69.4</td>
<td>40.0</td>
</tr>
</tbody>
</table>
Finally, Table 5 shows the correlation coefficients between the MLP5-34 and the cepstral-based speaker recognition system. These values were computed on the log-likelihood ratio scores for the three different test lengths on the 1-Session training condition for the NIST evaluation corpus. The low values indicate that the MLP5-34 is providing additional information not seen in the cepstral feature stream that can be utilized for improved speaker recognition performance. This is supported by the performance gains seen in the earlier speaker detection results.

### 5. Conclusions

A discriminative feature design technique produces speaker recognition features robust to telephone handset distortions. Our results on the 1998 NIST Speaker Recognition Evaluation show improvements as high as 28\% for the new MLP-based features as compared to a standard mel-cepstral feature set with CMS and handset-dependent normalizing impostor models. If a system is constructed using only the new MLP-based features, the new features should be used for test utterances longer than 3 s, and for mismatched handset conditions. On the other hand, if the system uses a combination of the MLP-based features and the cepstral features with HNORM, then the system should be used for all test lengths and handset combinations. The MLP-based feature design approach of this paper can be extended to other types of input data such as speech over cellular phones and speaker-phone speech. In addition, a wider range of input representations and resolutions can be utilized with this approach such as first and second derivatives of cepstrum, filter-bank energy levels, and different analysis windows. Finally, we note that although the training of the MLP with five layers is computationally expensive (25 \times \text{real time}), the application of the MLP in a feed-forward mode is very fast (less than 0.4 \times \text{real time}). Thus the approach is feasible in realistic settings.
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