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Abstract

This paper presents a novel approach to theintegration of
a speech and speaker recognizer for the purpose of auto-
matically capturing an identity claim of a user. The ap-
proach integrates the speaker recognition score into the
search process of the speech recognizer resulting in abest
hypothesis that jointly optimizes the probability of the
word sequence and the speaker. Thisfacilitates the use of
anatural speech-based interface, wherethe identity claim
can be ambiguous and relatively difficult to recognize
(e.g., names). This paper presents a theoretical frame-
work for the integration of speech and speaker recogni-
tion systems. In addition, experimental results are pre-
sented that show a 35% reduction in the NL-error rate of
an over-the-tel ephone speech recognition task, where the
testset consists of users from a US city of size 1 million
identifying themselves by simply speaking their name.

1. Introduction

One of the most challenging tasks for commercia
speaker verification systemsisto design anatural, conve-
nient interface for capturing the identity claim of a user.
For telephone applications, many of the current systems
rely on a DTMF-based approach, where the user claims
their identity by entering their account number through
the telephone’s touch-tone keypad. After the identity
claim is established, the system verifies the claim by ask-
ing the user to speak a phrase (e.g., password, random
phrase) and then scores this utterance against a speaker
model of the user created in a previous enrollment ses-
sion.

Whilea DTMF-based approach to capturing theiden-
tity claim of a user has been widely adopted, we have ob-
served in our trials/deployments that a majority of peo-
ple prefer a more natural, speech-based interface that al-
lows them to simply speak their identity claim. Auto-
matic speech recognition systems can be used to capture
the identity claim, but often recognition performance is
poor over large populations. Thisis particularly true with
personal names aswell as, in some cases, tel ephone num-
bers (in high noise environments). In addition, the iden-
tity claim is often not unique over large populations (e.g.,
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John Smith), which introduces a further complication of
how to resolve this ambiguity without requiring the user
to provide additional information.

Typical speech-based approachesto capture the iden-
tity claim have solely relied on general speech recog-
nition technology. However, given that the the iden-
tity claim is spoken by the individual associated with
the claim, speaker recognition/verification technology
could by utilized to determine if the voice of the talker
matches the speaker model associated with the identity
clam. Somewhat related work exists in [4, 5], where
the approaches attempted to use speaker recognizers to
effectively “quantize”’ the speaker into speech recogni-
tion acoustic models built on similar sounding speak-
ers. However, these approaches were focused on reduc-
ing speaker mismatch in the speech recognizer, and not
focused on solving the problem of using the speaker rec-
ognizer to improvethe performanceof identity claim cap-
ture.

This paper presents a novel approach to the integra-
tion of a speech and speaker recognizer for the purpose of
automatically capturing an identity claim of a user. Sec-
tion 2 formulates the problem of identity claim capture
in the more general context of integrating a speech and
speaker recognition system. Sections 3 and 4 briefly de-
scribe the speaker and speech recognition systems used
in this study. Section 5 presents the computationa im-
pact of integrating a speech and speaker recognizer for
identity claim capture. Finally, experimentsfor both digit
and name-based identity claim over large populations are
presented in Section 6.

2. Mathematical Formulation

The problem of capturing the identity claim of a user
through a speech utterance can be expressed in the
more general context of integrating a speech and speaker
recognition system. The goal is to find the word se-
quence and the speaker with the highest joint probability
among all possible word sequences W and speakers S,
which is conditioned on a feature vector sequence X =
X1,X2,...,X; 1, X7. Every identity claimin the dictio-
nary is mapped to a sequence of HMMs which them-
selves consist of states ¢, such that every word is equiva-



lent to aMarkov state sequence @ = q1,¢2,--- ,qi—1,qT
[3]. Using Bayes' rule and the product rule of probabil-
ity, the conditional sequence probability P (17, S|X) can
be broken down into four terms and ssimplified as:
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Thefirst expression P(X|@®, S) is the observation likeli-
hood given the state sequence and the speaker model and
can be computed as
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This component is the most expensive to compute of the
four and therefore greatly influences the overall time of
the search. In addition, speaker-dependent models for
each state are not likely to be available due to lack of suf-
ficient examples from each individual speaker. To com-
plete the search in reasonable time as well as avoid using
poorly trained state-dependent speaker models, we use
the following approximation:

P(X|Q,5) = P(X|Q) - P(X|5)* ©)

where « is a scaling factor that can be empiricaly
optimized to balance the contribution of the speaker-
independent speech recognizer’s score, P(X |Q), and the
speaker recognizer’'s score, P(X |S).

The scores of the speech and speaker recognition sys-
tems can be combined in the search of the recognizer
at either the frame/state-level (e.g., forward pass of a
Viterbi search) or at the utterance-level (e.g., multi-pass
rescoring of the N-Best hypotheses list). This paper will
study the combination of scores at the utterancelevel with
a multi-pass rescoring approach. With this approach,
we generate a combined speaker and speech recognition
score St for each entry of each N-Best list,

St =log P(X|Q) + a-logP(X|S) +
B-logP(W) + log P(Q) + log P(S) 4

where a is aweighting on the speaker recognition score,
and 3 is a weighting on the language model score. The
other three terms in Equation (1) include the transi-
tion probability, P(Q), the language model probability,
P(W), and finally the prior probability of the speaker,
P(S). The transition and language model probabilities
can be computed using standard approachesin the speech
recognition literature[3]. The prior probability of the
speaker, P(S), can be estimated from the application if
data is available (e.g., frequency of calling and/or ANI
for telephony applications), or can simply be set equal
for all speakersif datais unavailable.

After the combined scores St are computed, the N-
Best list can beresorted. The new top hypothesiscan then
be selected as the most likely identity claim.

3. Speaker Recognition System Description

The speaker recognition system used in the following ex-
periments is based on a likelihood ratio detector. The
score of an utterance is obtained by computing the av-
eragelog-likelihood ratio as follows:

Zlog p(xe[As)

log P(X|S) = — log p(x:|\)

®)

where X = {x;,xo,... ,xy} denotes the set of feature
vectors extracted from the utterance by the feature extrac-
tion front-end, A, is the speaker model (corresponding to
the speaker that the caller claimsto be), and ) isthe back-
ground model used for normalizing the likelihood scores.
Probability density functions of both speaker and back-
ground models are modeled as Gaussian mixture models
(GMMs) asfollows:

p(xe|A) = Z we p(x¢|b;) (6)

where b; are multi-dimensional Gaussian densities, and
w; are the corresponding weights. Each Gaussian is rep-
resented by amean p, and avariance o 2.

The background models are channel- and gender-
dependent. Previous work has shown that this gives
improved performance over channel-independent back-
ground models for channel mismatched conditions2].
Each background model is derived from a channel- and
gender-independent root model using Bayesian adapta-
tion.

Channel-specific speaker models are obtained by
Bayesian adaptation. During the enrollment phase, the
gender and channel of the speaker are first detected
and then the corresponding channel and gender depen-
dent background model is adapted using the speaker en-
rollment data. During the testing phase, the channel-
dependent models corresponding to the test utterance are
scored.



4. Speech Recognition System Description

The speech recognizer used for the experiments utilizes
context dependent triphones that are modeled with clus-
ters of Gaussian mixtures called Genoneg1]. The system
was trained with over a million digit strings, stock quote
requests, and phonetically rich utterances collected over
the tel ephone from various sources.

5. Computations

A major consideration in the efficacy of the approaches
described in this paper is whether they can be imple-
mented efficiently. We will focus on the multi-pass N-
Best rescoring approach in the following analysis. In the
origina approach, recognition occurs on a single utter-
ance (identity claim) followed by a verification against a
single speaker model corresponding to theidentity claim.
The total computations can be expressed as

Cr=Cr + Cy (7)

where C'r denotes the computations of the recogni zer re-
quired to generate an N-Best list, and C'y, denotes the
computationsrequired by the speaker recognition system.

The computationsrequired by the speaker recognition
system can be approximated as the number of Gaussian
distance computations. To compute a speaker recognition
score for asingle speaker model, we have (for each 20ms
frame of data)

Cyv = 2GK (8)

where G is the number of Gaussians in the root model
and K isthe number of channel-dependent models used
in the system. A faster approach was described in [6]
where the all channel- and gender-dependent GMMs are
adapted from a common root GMM, and only the top M
scoring Gaussians from the root model were scored in
the adapted GMMs. This approach yields the following
computationsfor the speaker recognition system

Cy =G + 2MK. 9)

For the N-Best rescoring technique described in this
paper, the added computations are due to the scoring of
additional speaker models on the N-Best list of the rec-
ognizer (for the multi-pass approach). Also, additiona
speaker models will need to be computed for each entry
on the N-Best list where the identity claim is ambiguous
(e.g., “John Smith"). With our new approach, the com-
putations for the speaker recognition component can be
expressed as

Cy =G + 2MKNA (10)

where N is the size of the N-Best list of the recognizer,
and A isthelevel of ambiguity for theidentity claim (e.g.,

A = 2 if two persons share the same identity claim).
However, this can be sped up considerably by noting that
the Gaussians in the background models only need to be
computed once for al entries in the N-Best list. Using
this fact gives the following

Cy =G + (1 + NAMK. (11)

Wewill use an exampleto illustrate the computations
of the multi-pass rescoring approach. Let the number of
Gaussiansin theroot model G = 2000, the number of top
Gaussians in the decoding approach M = 5, the number
of channels K = 6 (2-gender X 3-handset-types), thesize
of the N-Best list N = 10, and the average level of am-
biguity A = 2 (approximate ambiguity level for first+last
names in the white pages of a US city of 1-million per-
sons). For this example, we compare the computations of
the original approach (C'y/)

Cy = 2GK
= 2x2000%6
24000 (12)

to the fast scoring approach described above

Cy = G + 2MK
= 20004+2x%x5x%6
= 2060 (13)

This is a savings of 91% in computations. Building on
thisfast scoring approach, the N-Best rescoring technique
of this paper would have computations of

Cy = G + (1 + NAMK
= 2000 + (1 +10%2)5%6
= 2630 (14)

which still compares favorably to the direct approach in
Equation (12), especially given that the new approach is
scoring an additional (10 x 2 — 1) = 19 speaker models.

6. Experiments

The goal of these experiments is to determine the po-
tential impact of integrating speaker recognition scores
into the speech recognition search process. These exper-
iments will focus on a multi-pass approach, where the
N-Best list of the recognizer is rescored with the speaker
recognition system.

6.1. Digit-based Identity Claim Experiments

Thedigit-based identity claim database used for these ex-
periments is composed of 1000 10-digit utterances spo-
ken over long distance telephone lines in noisy environ-
ments. The utterances serve both as the customers claim
of identity (i.e., their home telephone number) as well as



their verification utterance. The telephones used in the
data collection include landline, portable, and cellular.
The background noise in the utterances includesloud TV
audio, competing talkers, and other household sounds.
For these experiments, the 10-digit telephone numbers
were constructed to be unique to an individual. There are
449 unique speakersin the test set (400 female, 49 male).
Each person has a speaker model that was trained on a
previous phone call. The speaker models were trained in
a single session on two repetitions of the same 10-digit
phone number. The verification task is especialy diffi-
cult, with 345 of the 1000 utterances in mismatched con-
ditions to the enrollment session (including training on
landline and verifying on cellular).

The grammar used by the recognizer is a simple digit
loop across 11 possible digits (zero through nine and
“oh"). Each utterance has exactly 10-digits. All of the
1000 utterances in the testset are in grammar.

After completing a first pass, the speech recog-
nizer produced an N-Best list of the top (unique) hy-
potheses according to the speech recognition score (1og-
likelihood). A speaker recognition score was computed
for the correct entry in the N-Best list by scoring the spo-
ken utterance against the speaker model associated with
the correct 10-digit string. For the other entries in the
N-Best lit, if speaker models existed for these identities,
then a score was computed for the utterance against this
model. However, given the extremely large number of
possible digit strings on the N-Best list (111°), we did not
have speaker models for most of the entries. Therefore,
to simulate the performance of the new technique where
every entry isacompetitiveidentity claims, we generated
a speaker recognition score by randomly choosing from
the correct speakers’ distribution of impostor scores.

Table 1 shows an example of an N-Best list with 10
entries. The actual spoken utterance was “8162311831".
The first column shows the ranking of the hypotheses,
with the first row being the best hypothesis of the speech
recognizer alone. The corresponding hypotheses are
shown in the second column, with the scores from the
speech recognizer (normalized as the difference from the
top hypothesis score) shown in the third column. The
scores from the spesker recognizer are shown in the
fourth column. The last column of the table shows the
combined score of the speech and speaker recognizers.
Here, the value of « in Equation (4) was optimized to be
a = 725. As can be seen, the combined score gives a
different ranking than the speech recognizer score, with
the second ranking hypothesisrising to the top. With the
combined score, the system yields a correct result which
would have otherwise been an error.

Figure 1 shows the NL-error rate of the combined
speech and speaker recognizers as compared to the the-
oretical limit (“N-Best error rate”) for a given size N-
Best list. As discussed above, the acoustic environment

Table 1: Example of a digit-based identity claim capture
with an N-Best rescoring approach. The correct tran-
script is “8162311831". The normalized score from the
speech recognizer (Speech Score) is used to determine
the order of the table, with the top entry having the best
score. Combining the speech and speaker recognition
scores identifies the second entry in the N-Best list as the
best scoring hypothesis, which corrects the original error
made by the speech recognizer.

N | Hypothesis | Speech | Speaker | Combined
Score Score Score

1 | 8163311831 0 -1.46 -1055.7
2 | 8162311831 | -134 +0.19 34

3 | 8168311831 | -232 -0.96 -925.9
4 | 8163311810 | -329 +0.14 -227.0
5 | 8163311331 | -375 -3.68 -3046.2
6 | 8163319831 | -387 +0.09 -324.3
7 | 8160311831 | -404 -1.70 -1635.5
8 | 8163311818 | -443 -1.29 -1379.5
9 | 8162311810 | -463 -0.35 -716.4
10 | 8163311821 | -485 -0.67 -972.4

is challenging for thistest, with the NL-error rate for the
speech recognizer at 26.4% (N = 1), and the equal er-
ror rate of the speaker recognizer at 5.7%. Given that we
are using a multi-pass rescoring approach, the improve-
ment to this error rate from the speaker recognition sys-
tem is bounded by the N-Best performance. The N-Best
performanceis atheoretical measure that counts an utter-
ance as correctly recognized if the correct 10-digit num-
ber appears anywhere in the top N hypotheses generated
by the recognizer. Asthe size of the N-Best list increases,
the integration of the speech and speaker recognition sys-
tems shows significant improvement, even with only 3
hypotheses. With an N-Best list of size 3 or greater, the
new approach gives an error rate of 19.0-20.6%, whichis
a 22-28% improvement over the best performance of the
speech recognizer alone.

6.2. Name-based Identity Claim Experiments

The name-based identity claim database used for these
experimentsis composed of 1000 utterances of personal
names (first and last name) spoken over long distance
telephone lines on a relatively clean channel. There are
500 unique speakers in the testset. The grammar con-
sists of approximately 1 million first+last names from the
white pages of a United States city telephone directory.
Table 2 shows an example of an N-Best list for the
name-based identity claim task with 10 entries. The ac-
tual spoken utterance was “chris craft”. Here, the value
of a in Equation (4) was optimized to be « = 325. As
shown with the digit-based identity claim task, this exam-
ple hasthe correct hypothesisin the second position using
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Figure 1. Performance of the combined speech (ASR) and
speaker (ASV) recognition system for the 10-digit iden-
tity claim task. This is compared to the *““N-Best error
rate” (theoretical limit of performance). The combined
system (ASR+ASV) gives a 22-28% relative reduction in
NL-error rate as compared to the speech recognition sys-
tem alone.

the recognizer score alone, but in the first (highest) posi-
tion when using the combined speech and speaker recog-
nizers.

Figure 2 shows the NL-error rate of the new rescor-
ing approach for the name-based identity claim task as
compared to the N-best error rate. The NL-error rate for
the speech recognizer is 18.6%, and the equal error rate
of the speaker recognizer is 4.85%. For the name task,
the rescoring approach improves as the number of hy-
potheses on the N-Best list is increased. This suggests
richer N-Best lists than in the 10-digit recognition task
described earlier. For N = 10, the new rescoring ap-
proach with combined speech and speaker recognizers
yields a 35.2% improvement over the best performance
of the speech recognizer alone.

To determinethe sensitivity of the rescoring approach
to the combination “weight” « in Equation (4), we varied
« and computed the NL-error rate of the combined sys-
temat N = 10, asshownin Figure 3. Ascan be seen, the
rescoring approach is not very sensitive to the combina-
tion weight. Based on the plot, one approach could be to
use the speech recognizer to compute the N-Best list, and
then throw out the scores, replacing them with the scores
from the speaker recognizer.

Finally, we examine the sensitivity of the rescoring
approach to the accuracy of the speaker recognition sys-
tem. Thisisaccomplished by computing the distributions
of the claimant and impostor test utterances, and, for a
fixed false reject rate (fixed claimant score distribution),
we vary the false accept rate (FAR) by moving theimpos-
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Figure 2: Performance of the combined speech (ASR) and
speaker (ASV) recognition system for the name-based
identity claim task compared to the ““N-Best error rate”.
The combined system (ASR+ASV) gives a 35.2% rela-
tive reduction in NL-error rate as compared to the speech
recognition system alone.
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Figure 3: Sensitivity of the combination ““weight” « on
the speaker recognition system to the N-Best error rate.
The plot indicates that the system is not very sensitive to

the combination weight.



Table 2: Example of a name-based identity claim capture
with an N-Best rescoring approach. The correct tran-
script is *““chris craft”. Combining the speech and speaker
recognition scores identifies the second entry in the N-
Best list as the best scoring hypothesis, which corrects
the original error made by the speech recognizer.

N | Hypothesis Speech | Speaker | Combined
Score Score Score
1 | chrisgraf 0 +1.32 428.8
2 | chriscraft -60 +4.72 1475.3
3 | chriskrauss -209 -0.86 -490.0
4 | chriskress -359 +1.96 278.3
5 | christi crouse -461 -1.04 -800.2
6 | brucegraf -529 -0.61 -726.6
7 | craigkraft -564 +0.18 -506.6
8 | chrisgroves -613 -0.98 -930.2
9 | christinecraft | -640 -1.33 -1073.9
10 | curtiscraft -651 +0.71 -420.6

RECOGNITION NL ERROR RATE vs. FAR@FRR=4.85%
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Figure 4: Recognition versus FAR.

tor score distribution. For each FAR, we computethe NL-
error rate of the name-based identity claim with the com-
bined speech and speaker recognizers. Figure 4 shows
this NL-error rate as compared to the optimal N-Best er-
ror rate where N = 10. As can be seen, the rescoring
approach is relatively insensitive to the accuracy of the
speaker recognition system, with the speaker recognizer
still contributing to the overall performance even with a
FAR=10%.

7. Conclusions

This paper presented a novel approach to the integration
of a speech and speaker recognizer for the purpose of au-
tomatically capturing an identity claim of a user. The ap-
proach integrates the speaker recognition score into the

search process of the speech recognizer resulting in abest
hypothesis that jointly optimizes the probability of the
word sequence and the speaker. Thisfacilitates the use of
anatural speech-based interface, wheretheidentity claim
can be ambiguous and relatively difficult to recognize
(e.g., names). This paper presented a theoretical frame-
work for the integration of speech and speaker recogni-
tion systems. In addition, experimental results were pre-
sented that show a 35% reduction in the NL-error rate of
an over-the-tel ephone speech recognition task, where the
testset consisted of users from a US city of size 1 million
identifying themselves by simply speaking their name.
Future work will investigate the use of the speaker
recognizer to reject out of grammar utterances, since it
is hypothesized that the speaker recognizer is a more ef-
fected rejection mechanism than the speech recognizer.
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