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ABSTRACT
The paper presents a study on the portability of statistical
syntactic knowledge in the framework of the structured lan-
guage model (SLM). We investigate the impact of porting
SLM statisticsfrom the Wall Street Journal (WSJ) to the Air
Travel Information System (ATIS) domain. Wecomparethis
approach to applying the Microsoft rule-based parser (NLP-
win) for the ATIS data and to using a small amount of data
manually parsed at UPennfor gatheringtheintial SLM statis-
tics. Surprisingly, despite the fact that it performs modestly
in perplexity (PPL), themodel initialized on WSJ parses out-
performsthe other initiali zation methodsbased onin-domain
annotated data, achieving a significant 0.4% absolute and
7% relative reduction in word error rate (WER) over abase-
line system whose word error rateis 5.8%; theimprovement
measured relative to the minimum WER achievable on the
N-best lists we worked with is 12%.

1. INTRODUCTION

The structured language model uses hidden parse trees to
assign conditional word-level language model probabilities.
Themodel istrainedintwo stages: firstthemodel parameters
areintialized from atreebank and then an N-best EM variant
is employed for reestimating the model parameters.
Assuming that we wish to port the SLM to anew domain
we have four alternatives for initializing the SLM:
e manual annotation of sentences with parse structure. This
is expensive, time consuming and requires linguistic exper-
tise. Consequently, only a small amount of data could be
annotated this way.
e parse the training sentences in the new domain using an
automatic parser ([1], [2], [3]) trained on adomain where a
treebank is available already
e use arule-based domain-independent parser ([4])
e port the SLM dtatistics as intialized on the treebanked-
domain. Due to the way the SLM parameter reestimation
works, thisis equivalent to using the SLM as an automatic
parser trained on the treebanked-domain and then applied to
the new-domain training data.

Weinvestigate the impact of different intialization meth-
ods and whether one can port statistical syntactic knowledge
from a domain to another. The second training stage of the
SLM isinvariant during the experiments presented here.

We show that one can successfuly port syntactic knowl-
edge from the Wall Street Journal (WSJ) domain — for
which a manual treebank [5] was developed (approxima-
tively 1M words of text) — to the Air Travel Information
System (ATIS) [6] domain. The choice for the ATIS do-
main was motivated by the fact that it is different enough in
style and structure from the WSJ domain and thereisasmall
amount of manually parsed ATIS data (approximatively 5k
words) which allowsusto train the SLM on in-domain hand-
parsed data as well and thus make a more interesting com-
parison.

The remaining part of the paper is organized as follows:
Section 2 briefly describes the SLM followed by Section 3
describing the experimental setup and results. Section 4
discussestheresultsand indicates future research directions.

2. STRUCTURED LANGUAGE MODEL
OVERVIEW

An extensive presentation of the SLM can be found in [7].
The model assigns a probability P(W, T') to every sentence
W and its every possible binary parse 7. The terminals
of T are the words of W with POStags, and the nodes of
T are annotated with phrase headwords and non-terminal
labels. Let W be a sentence of length n words to which
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Fig. 1. A word-parse k-prefix

we have prepended the sentence begining marker <s> and
appended the sentence end marker </ s> so that wy =<s>
and wy,y1 =</s>. Let W, = wy ... w; be the word k-
prefix of the sentence — the words from the begining of



h_{-1} =h_{-2} h'_0=(h_{-1} word, NTlabel)
h_{-1} To h_0

T _{-m+l}<-<s>

T_{-1}<T{-2

< T} ToO

Fig. 2. Result of adjoin-left under NTlabel

W _{-1}=h {-2} h'_0= (h_O.word, NTlabel)

h{-1 ho
T_{-m+l}<-<s>

<s> TA{-B<T{-2 TA{-1} T0
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the sentence up to the current position £ — and W T}, the
word-parse k-prefix. Figure 1 shows aword-parse k-prefix;
h_0 .. h_{-n aretheexposed heads, each head being
apair (headword, non-terminal 1abel), or (word, POStag) in
the case of aroot-only tree. The exposed heads at a given
position k in the input sentence are a function of the word-
parse k-prefix.

2.1. Probabilistic Model

Thejoint probability P(W,T') of aword sequence W and a
complete parse T' can be broken into:

PW,T) =
Zill[ P(wy/Wi—1Tg—1) - P(ti/Wi—1Tk—1,wi) -
N
HP(Pf/ququ,wk,tkaplf-~Pf—1)] 1)
1=1
where:

o Wi._1T)_1 istheword-parse (k — 1)-prefix
e wy, istheword predicted by WORD-PREDICTOR
e t;, isthe tag assigned to w;, by the TAGGER
e Ni, — 1 isthe number of operationsthe PARSER executes
at sentence position k& before passing control to the WORD-
PREDICTOR (the N,-th operation at positionk isthenul |
transition); N isafunction of T’
e p¥ denotes the i-th PARSER operation carried out at po-
sition k in the word string; the operations performed by the
PARSER areillustrated in Figures 2-3 and they ensure that
al possible binary branching parses with al possible head-
word and non-terminal label assignments for the wy .. . wy
word sequence can be generated. The p} ... pf, sequence
of PARSER operations at position & grows the word-parse
(k — 1)-prefix into aword-parse k-prefix.

Our model is based on three probabilities, each esti-
mated using deleted interpolation and parameterized (ap-
proximated) as follows:

P(wp/Wi_1Tp—1) =
P(ty/wi, Wi—1Tk—1) =
P(pf /WiTy) =

P(wy/ho, h-1) 2
P(tk/wk,ho,h_l) (3)
P(p}/ho,h—1) (4)

It is worth noting that if the binary branching structure de-
veloped by the parser were always right-branching and we
mapped the POStag and non-terminal label vocabulariesto a
single type then our model would be equivalent to atrigram
languagemodel. Sincethenumber of parsesfor agivenword
prefix W;, grows exponentialy with k, [{T} }| ~ O(2F), the
state space of our model is huge even for relatively short
sentences, so we had to use a search strategy that prunesit.
Our choice was a synchronous multi-stack search algorithm
which is very similar to a beam search.

Thelanguage model probability assignment for theword
at position k£ + 1 in the input sentence is made using:

Pspar(wirn/We) = > Plwgra/WiTx) - p(Wi, T,
TS5
p(Wi, Th) = PWiTw)/ > P(WiTk)

TLESK

which ensures a proper probability over strings W*, where
Sy isthe set of all parses present in our stacks at the current
stage k.

2.2. Model Parameter Estimation

Eachmodel component— WORD-PREDICTOR, TAGGER,
PARSER —isinitialized from aset of parsed sentences after
undergoing headword percolation and binarization. Sepa-
rately for each model component we;
e gather countsfrom “main” data— about 90% of the train-
ing data
e estimate the interpolation coefficients on counts gathered
from“check” data— the remaining 10% of thetraining data.
An N-best EM [8] variant is then employed to jointly
reestimate the model parameters such that the PPL on train-
ing data is decreased — the likelihood of the training data
under our model isincreased. Thereductionin PPL isshown
experimentally to carry over to the test data.

3. EXPERIMENTS

We have experimented with three different ways of gathering
theinitial counts for the SLM — see Section 2.2:

e parse the training data (approximatively 76k words) using
Microsoft's NLPwin and then intialize the SLM from these
parse trees. NLPwin is a rule-based domain-independent
parser developed by the natural language processing group
a Microsoft [4].

e use the limited amount of manually parsed ATIS-3 data
(approximatively 5k words)

e use the manually parsed data in the WSJ section of the
Upenn Treebank. We have used the 00-22 sections (about
1M words) for initializing the WSJ SLM. The word vocab-
ulary used for initidlizing the SLM on the WSJ data was



the ATIS open vocabulary — thus a lot of word types were
mapped to the unknown word type.

After gathering the initial countsfor al the SLM model
components as described above, the SLM training proceeds
in exactly the same way in al three scenarios. We reesti-
mate the model parameters by training the SLM on the same
training data (word level information only, all parse annota-
tion information used for intialization isignored during this
stage), namely the ATIS-3 training data (approximatively
76k words), and using the same word vocabulary. Finaly,
weinterpolatethe SLM with a3-gram model estimated using
deleted interpolation:

P() =X Pygram(-) + (1 = A) - Psam(+)

For the word error rate (WER) experiments we used the 3-
gram scores assigned by the baseline back-off 3-gram model
used in the decoder whereas for the perplexity experiments
we have used a deleted interpolation 3-gram built on the
ATIS-3training datatokenized suchthat it matchesthe UPenn
Treebank style.

3.1. Experimental Setup

The vocabulary used by the recognizer was re-tokenized
such that it matches the Upenn vocabulary — e.g. don't is
changed to do n't, see [7] for an accurate description. The
re-tokenized vocabulary sizewas 1k. The size of the test set
was 9.6k words. The OOV rate in the test set relative to the
recognizer’s vocabulary was 0.5%.

The settings for the SLM parameters were kept constant
accross all experiments to typical values — see [7]. The
interpol ation weight between the SLM and the 3-gram model
was determined on the check set such that it minimized the
perplexity of the model initialized on ATIS manual parses
and then fixed for the rest of the experiments.

For the speech recognition experiments we have used
N-best hypotheses generated using the Microsoft Whisper
speech recognizer [9] in a standard setup:

o feature extraction: MFCC with energy, one and two adjia-
cent frame differencesrespectively. Thesampling frequency
is 16kHz.

e acoustic model: standard senone-based, 2000 senones, 12
Gaussians per mixture, gender-independent models

e language model: Katz back-off 3-gram trained on the
ATIS-3 training data (approximatively 76k words)

o time-synchronous Viterbi beam search decoder

The N-best lists (N=30) are derived by performing an
A* search on the word hypotheses produced by the decoder
during the search for the single best hypothesis. The 1-best
WER —baseline — is 5.8% . The best achievable WER
on the N-best lists generated thisway is 2.1% — ORACLE
WER — and isthelower bound on the SLM performancein
our experimental setup.

3.2. Perplexity results

The perplexity results obtained in our experiments are sum-
marized in Table 1. Judging on the initial perplexity of the
stand-alone SLM (A = 0.0), the best way to intialize the
SLM seems to be by using the NLPwin parsed data; the
meager 5k words of manually parsed dataavailablefor ATIS
leads to sparse statistics in the SLM and the WSJ statistics
are completely mismatched. However, the SLM iterative
training procedure is able to overcome both these handicaps
and after 13 iterations we end up with almost the same per-
plexity — within 5% relative of the NLPwin trained SLM
but still above the 3-gram performance. Interpolation with
the 3-gram model bringsthe perplexity of thetrained models
at roughly the same value, showing an overall modest 6%
reduction in perplexity over the 3-gram model.

Initial Stats Ilter | A=0.0| A=06| A=10
NLPwinparses | O 21.3 16.7 16.9
NLPwin parses | 13 17.2 159 16.9
SLM-atisparses | O 64.4 18.2 16.9
SLM-atisparses | 13 17.8 15.9 16.9
SLM-wsgj parses | O 8311 225 16.9
SLM-ws parses | 13 17.7 15.8 16.9

Table 1. Deleted Interpolation 3-gram + SLM; PPL Results

One important observation that needs to be made at this
point is that although the initial SLM statistics come from
different amounts of training data, all the models end up
being trained on the same number of words — the ATIS-3
training data. Table 2 shows the number of distinct types
(number of parameters) in the PREDICTOR and PARSER
(see Eq. 2 and 4) components of the SLM in each training
scenario. It can be noticed that the models end up having
roughly the same number of parameters (iteration 13) despite
the vast differences at initialization (iteration 0).

Initia Stats Iter | PREDICTOR | PARSER
NLPwinparses | O 23,621 37,702
NLPwin parses | 13 58,405 83,321
SLM-atisparses | 0 2,048 2,990
SLM-atisparses | 13 52,588 60,983
SLM-wg parses | 0 171,471 | 150,751
SLM-wg parses | 13 58,073 76,975

Table 2. Number of parametersfor SLM components

3.3. N-best rescoring results

We have evaluated the models intialized in different condi-
tionsin atwo pass— N-best rescoring — speech recognition
setup. As can be seen from the results presented in Table 3
the SLM interpolated with the 3-gram performs best. The



SL M reestimation does not help except for the model initial-
ized on the highly mismatched WSJ parses, in which caseit
proves extremely effective in smoothing out the SLM com-
ponent statisticscoming from out-of-domain. Not only isthe
improvement from the mismatched initial model large, but
thetrained SLM also outperformsthe baseline and the SLM
initialized on in-domain annotated data. We attribute this
improvement to the fact that the initial model statistics on
WSJ were estimated on alot more data (more reliable) than
the statistics coming from the little amount of ATIS data.
The SLM trained on WSJ parses achieved 0.4% absolute
and 7% relative reduction in WER over the 3-gram baseline
of 5.8%. Theimprovement relative to the minimum — OR-
ACLE — WER achievable on the N-best list weworked with
isinfact 12%. We have evaluated the statistical significance

Initial Stats Iter | A=00| A=06| A=10
NLPwinparses | O 6.4 5.6 5.8
NLPwin parses | 13 6.4 5.7 5.8
SLM-atisparses | O 6.5 5.6 5.8
SLM-atisparses | 13 6.6 5.7 5.8
SLM-wg parses | O 12.5 6.3 5.8
SLM-wsg parses | 13 6.1 54 5.8

Table 3. Back-off 3-gram + SLM; WER Results

of the best result relative to the baseline using the standard
test suite in the SCLITE package provided by NIST. The
results are presented in Table 4. We believe that for WER
statistics the most relevant significance test is the Matched
Pair Sentence Segment one under which the SLM interpo-
lated with the 3-gram is significant at the 0.003 level.

Test Name p-value
Matched Pair Sentence Segment (Word Error) 0.003
Signed Paired Comparison (Speaker WER) 0.055
Wilcoxon Signed Rank (Speaker WER) 0.008
McNemar (Sentence Error) 0.041

Table 4. Significance Testing Results

4. CONCLUSIONS

The main conclusion that can be drawn is that the method
forinitializing the SLM isvery important to the performance
of the model. We consider this to be a promising venue
for future research. The parameter reestimation technique
provesextremely effectivein smoothing the statisticscoming
from a different domain — mismatched initial statistics.
The syntactic knowledge embodied inthe SLM statistics
is portable but only in conjunction with the SLM parameter
reestimation technique. Thesignificance of thisresultliesin
the fact that it is possible to use the SLM on a new domain

whereatreebank (beit generated manually or automatically)
isnot available.
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