Lossy Source Coding of Multiple Gaussian Sources: m-helper problem
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Abstract — We consider the network information theoretic problem of finding the rate distortion bound when multiple correlated Gaussian sources are present. One of these is the source of interest but some side information from other sources is also transmitted to help reduce the distortion in the reproduction of the first source. The other sources are treated as helpers and are also coded. Special cases of this problem have been solved before, such as when the reproduction is lossless, when the sources are conditionally independent given one of them, or when the number of helpers is limited to one. We consider a generalized version and show that the previously derived expressions fall out as special cases of our bound. Our results can be directly utilized by designers to choose not only how many of the available sources should actually be communicated but also which sources have the highest potential to reduce the distortion.

I. INTRODUCTION

Distributed detection of phenomena is an important problem in sensor networks [16, 8, 15]. It is known that higher reliability and lower probability of detection error can be achieved using multiple observations from a distributed set of sensors and intelligent fusion algorithms [20]. We consider the source coding problem for such a multiterminal scenario.

The multiterminal coding theory problem for two correlated memory-less sources with separate encoders was first addressed by Slepian and Wolf [18]. A related problem of source coding with side information when only one of the sources is reproduced was considered in (Section 14.8, [6]). However, both the above problems considered lossless reproduction. Han and Kobayashi [9], and Csiszár and Korner [7] have also focused on special extensions of Slepian and Wolf. We consider the related problem when multiple correlated sources are available and only one of them is reproduced but instead of lossless coding, the rate-distortion version is considered.

Wyner and Ziv [22, 21] had solved the rate distortion coding problem with uncoded side information, summarized in (Section 14.9, [6]). Related problems have also been considered by Berger [3], Kaspi and Berger [11], Berger et al. [4], Tung [19] and Berger and Yeung [5]. Berger and Tung [3, 19] had considered the problem when all sources are reproduced instead of one. Oohama [13] solved an extension of the Wyner-Ziv problem when the side information is also coded, for the case of two sources. The extension to more than two sources was considered in [14] when the sources are conditionally independent given one of them. We consider the general problem when sources are correlated and the conditional independence does not hold.

Such a problem is of practical importance in coding when multiple sensors are measuring correlated data. For instance, a network of multiple sensors may be installed to monitor a physical environment, consisting of some resource constrained wireless sensors and some wired sensors. The wireless sensors may be deeply embedded into the environment and hence close to the phenomenon of interest while the wired sensors are farther off. Networked Infomechanical System (NIMS) [10] is an example of such a system. In this case, the wired sensors can provide side information about the sensor whose measurements are to be reproduced referred to as the main source. The rate required at the main source is of concern since this source is wireless and resource constrained.

The objective is to find the rate distortion relation between the rate of the main source and the distortion in reproduction, for any arbitrary positive set of rates available for the helpers. The helper rates are assumed to be free (unconstrained) and may be very large in some situations, such as when the helper information is transmitted over high bandwidth wired channels. The exact problem, referred to as the m-helper problem, is specified in the next section and solved in section III. Section IV discusses the significance of helper rates and section V concludes.

II. PROBLEM STATEMENT

Let $X_1, Y_1, \ldots, Y_m$ be correlated random variables such that $\{X_i, Y_{1i}, \ldots, Y_{mi}\}_{i=1}^\infty$ are jointly normal, stationary and memoryless sources. For each observation time $t = 1, 2, 3, \ldots$, the random $(m+1)$-tuplet $(X_t, Y_{1t}, \ldots, Y_{mt})$ takes a value in the $(m+1)$-dimensional real space $\mathcal{X} \times \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_m$. The probability density function $p_{X_t, Y_{1t}, \ldots, Y_{mt}}(x_t, y_{1t}, \ldots, y_{mt})$ is $\mathcal{N}(0, \Lambda)$ where, the covariance matrix, $\Lambda$, is given by

$$
\begin{pmatrix}
\sigma_X^2 & \rho_{XY_1} \sigma_X \sigma_Y & \cdots & \rho_{XY_m} \sigma_X \sigma_Y \\
\rho_{XY_1} \sigma_X \sigma_Y & \sigma_{Y_1}^2 & & \cdots \\
\vdots & & & \\
\rho_{XY_m} \sigma_X \sigma_Y & \cdots & & \sigma_{Y_m}^2
\end{pmatrix}
$$

with $-1 < \rho_{ij} < 1, (i,j) \in (X,Y,1,\ldots,m)$. Let $n$ independent instances of $\{X_i\}_{i=1}^\infty$ be $X^n = \{X_1, X_2, \ldots, X_n\}$ and similarly $Y_i^n = \{Y_{1i}, Y_{2i}, \ldots, Y_{mi}\}$, for $i = 1, 2, \ldots, m$. Consider the system depicted in Figure (1). Data sequences $X^n$ and $Y_i^n$ are separately encoded to $\varphi_0(X^n)$ and $\{\varphi_i(Y_i^n)\}_{i=1}^m$. The encoder functions $\varphi_0$ and $\varphi_i$’s are defined by

- $\varphi_0: X^n \rightarrow C_0 = \{1, 2, \ldots, C_0\}$
- $\varphi_i: Y_i^n \rightarrow C_i = \{1, 2, \ldots, C_i\}$

The coded (compressed) sequences are sent to a fusion center, and the rates are

$$\frac{1}{n} \log C_i \leq R_i + \delta, i = 0, 1, 2, \ldots, m$$
where \( \delta \) is an arbitrary positive number. Note that, all logarithms in this paper are to the base 2. The decoder function observes the \((m+1)\)-tuple \( (\varphi_0(X^n), \varphi_1(Y_1^n) \ldots, \varphi_m(Y_m^n)) \) to estimate the main source as \( X^n \). The decoder function \( \psi_0 \) is given by

\[
\psi_0 : C_0 \times C_1 \times \ldots \times C_m \rightarrow X^n
\]

Note that the goal is to reproduce only \( X \), the main source. The other sources, \( \{Y_i\}_{i=1}^m \), are used as helpers, and are not reproduced. Hence, there is no distortion constraint on the helpers. Any available rate can be used for coding the helper information. Let

\[
d_0 : X^2 \rightarrow [0, \infty)
\]

be the squared distortion measure. The average distortion, \( \Delta_0 \), for \( X^n = \psi_0(\varphi_0(X^n), \varphi_1(Y_1^n), \ldots, \varphi_m(Y_m^n)) \) is defined by,

\[
\Delta_0 = \frac{1}{n} \sum_{t=1}^{n} d_0(X_t, \hat{X}_t) \leq D_0
\]

The \( m \)-helper problem is to find the rate-distortion relation between \( R_0 \) and \( D_0 \) for the above coding system.

An attempt to derive the rate-distortion region for the general Gaussian case was made in [2, 1], but that derivation was not entirely correct. Specifically, consider equation (3.5) in [1]:

\[
\begin{align*}
R_n &= \frac{1}{n} \sum_{k=1}^{n} I(X^n; W_k) \\
&\geq I(X^n; \hat{X}^n) - \frac{1}{n} \sum_{k=1}^{n} I(X^n; W_k)
\end{align*}
\]

where \( W_k = \varphi_k(X^n) \) and \( W_i = \varphi_i(Y_i^n) \). The second term in (1) i.e. \( \frac{1}{n} \sum_{k=1}^{n} I(X^n; W_k) \) is the erroneous term. This term does not account for the correlation between \( W_i \)'s.

### III. Solving the \( m \)-Helper Problem

With the constraints and definitions as described in Section II, we state the following theorem:

**Theorem III.1** For the \( m \)-helper coding system, data streams from correlated Gaussian sources can be fused to reduce the data rate, \( R_0 \), required for source \( X \). \( R_0 \) satisfies the lower bound:

\[
R_0(D_0) \geq \frac{1}{2} \log\left[ \frac{\sigma_X^2}{D_0} \prod_{i=1}^{m} (1 - \rho_i^2) \Gamma_i \right]
\]

where \( \Gamma_i = 1 - \rho_i^2 \rho_{XY_i}^2 + \rho_i^2 \rho_{XY_i}^2 \cdot 2^{-2R_i} \), \( \rho_i^2 = 1 - \frac{\sigma_X^2_Y \sigma_{X_i} \sigma_{Y_i} \sigma_{X_iY_i}}{\sigma_X^2} \), and \( \log^+ x = \max\{\log x, 0\} \).

**Proof.** To simplify the presentation we derive the rate-distortion region for the 2-helper case and then generalize it for the \( m \)-helper system.

Set \( W_0 = \varphi_0(X^n) \), \( W_1 = \varphi_1(Y_1^n) \) and \( W_2 = \varphi_2(Y_2^n) \). Then

\[
\begin{align*}
n(R_0 + \delta) &\geq \log C_0 \\
&\geq h(W_0) \\
&\geq h(W_0|W_1; W_2) \\
&\geq I(X^n; W_0|W_1; W_2) \\
&\geq I(X^n; W_1; W_2) - I(X^n; W_1) - I(X^n; W_2|W_1)
\end{align*}
\]

(3)

Here, (a) holds because conditioning reduces entropy, (b) is obtained using the fact that \( W_0 \) is a function of \( X^n \), and (c) follows from chain rule of mutual information. Now we express the rate of the second helper, accounting for the correlation among the helpers:

\[
\begin{align*}
n(R_2 + \delta) &\geq \log C_2 \\
&\geq h(W_2) \\
&\geq h(W_2|W_1; Y_1^n) \\
&= I(Y_1^n; W_2|W_1; Y_1^n)
\end{align*}
\]

(4)

Observe that for \( i = 1, 2 \)

\[
\begin{align*}
W_i &\rightarrow Y_i^n \rightarrow X^n \\
(W_i, W_2) &\rightarrow (Y_1^n, Y_2^n) \rightarrow X^n
\end{align*}
\]

are Markov chains. We use (3) to derive a lower bound on \( R_0 \).

For this, let

\[
F_n(D_0) = \inf_{X^n, \Delta_0 \leq D_0} \frac{1}{n} I(X^n; \hat{X}^n)
\]

\[
G_n(R_1) = \sup_{W_1 : \frac{I(Y_1^n; W_1) \leq R_1}{W_1 \rightarrow Y_1^n} \rightarrow X^n} \frac{1}{n} I(X^n; W_1)
\]

\[
G_n(R_2) = \sup_{W_2 : \frac{I(Y_2^n; W_2) \leq R_2}{W_2 \rightarrow Y_2^n} \rightarrow X^n} \frac{1}{n} I(X^n; W_2|W_1)
\]

(6)

Therefore,

\[
R_0 + \delta \geq F_n(D_0 + \delta) - G_n(R_1 + \delta) - G_n(R_2 + \delta)
\]

(7)

A lower bound on \( F_n(D_0) \) can be derived as in [13]:

\[
F_n(D_0) \geq \frac{1}{2} \log \frac{\sigma_X^2}{D_0}
\]

(8)

An upper bound on \( G_n(R_1) \) is as derived in [13]:

\[
G_n(R_1) \leq \frac{1}{2} \log \left( \frac{1}{1 - \rho_{XY}^2} + \frac{1}{1 - \rho_{X_iY_i}^2} \cdot 2^{-2R_i} \right)
\]

(9)
Now we consider $G_{n2}(R_2)$. This is different from the calculation of $G_{n1}(R_1)$ as the correlation between $Y_1$ and $Y_2$ also needs to be considered. To evaluate $G_{n2}(R_2)$, define the random variables $X(y_1) = X_1|Y_1 = y_1$ and $Y_2(y_1) = Y_2|Y_1 = y_1$. Now, $E[X(y_1)|Y_2(y_1)] = aY_2(y_1)$, where $a = \rho_{XY_1} \sigma_{Y_2|Y_1}$. Hence, we can write
\[ X(y_1) = aY_2(y_1) + N \]
where $N$ is a zero-mean Gaussian random variable with variance $\sigma_N^2 = \sigma_{X_1}^2(1 - \rho_{X_2|Y_1}^2)$ and is independent of $Y_2(y_1)$.

Since the sequences are memoryless, this leads to
\[ X^n(y^n_1, w) = aY_2^n(y^n_1, w) + N^n \]  
(10)
where $w = (w_1, w_2)$. $X^n(y^n_1, w)$ is the conditional random variable $X^n$ conditioned on $Y_1^n = y^n_1$ and $W = w$, and $Y_2^n(y^n_1, w)$ is similarly defined.

Using the entropy power inequality [6] in (10),
\[ 2^{\frac{\hat{h}}{n}(X^n(y^n_1, w))} \geq 2^{\frac{\hat{h}}{n}(aY_2^n(y^n_1, w))} + 2^{\frac{\hat{h}}{n}(N^n)} = 2^{\frac{\hat{h}}{n}(N)} + a^2 2^{\frac{\hat{h}}{n}(Y_2^n(y^n_1, w))} \]  
(11)

The entropy of $N$ can be substituted in the above expression. This entropy is given by:
\[ h(N) = \frac{1}{2} \log \left\{ 2\pi e \left( \sigma_X^2(1 - \rho_{X_2|Y_1}^2)) \right) \right\} \]
where $\sigma_X^2 = \sigma_Y^2(1 - \rho_{X_2|Y_1}^2)$. With this, (11) becomes
\[ 2^{\frac{\hat{h}}{n}(X^n(y^n_1, w))} \geq a^2 2^{\frac{\hat{h}}{n}(Y_2^n(y^n_1, w))} + 2\pi e \left( \sigma_X^2(1 - \rho_{X_2|Y_1}^2)(1 - \rho_{X_2|Y_1}^2) \right) \]
Taking the logarithm of the above equation, we get:
\[ \frac{1}{n} h(X^n(w, y^n_1)) \geq T \left( \frac{1}{n} h(Y_2^n(y^n_1, w)) \right) \]  
(12)
where:
\[ T(x) = \frac{1}{2} \log \left\{ a^2 2^{2x} + 2\pi e \sigma_X^2 \left\{ (1 - \rho_{X_2|Y_1}^2)(1 - \rho_{X_2|Y_1}^2) \right) \right\} \]  
(13)

Next, we take expectations on both sides of (12) with respect to $W = (W_1, W_2)$ and $Y^n_1$. Note that from the definition of our conditional random variables, it follows that
\[ E_{W,Y^n_1}[h(X^n(w, y^n_1))] = h(X^n|W, Y^n_1) \]
\[ E_{W,Y^n_2}[h(Y^n_2(y^n_1, w))] = h(Y^n_2|W, Y^n_1) \]
where $E_Z[\cdot]$ denotes expectation w.r.t. $Z$. Observe that $T(x)$ is a convex function of $x$. Applying Jensen’s inequality, we get
\[ \frac{1}{n} h(X^n|Y^n_1, W) \geq T \left( \frac{1}{n} h(Y_2^n|Y^n_1, W) \right) \]  
(14)
Since $T(x)$ is monotone increasing with respect to $x$, the inequality is preserved. From the definition of mutual information, (14) can be rewritten as,
\[ \frac{1}{n} h(X^n|Y^n_1, W_1, W_2) \geq T \left( \frac{1}{n} h(Y_2^n|Y^n_1) - \frac{1}{n} I(Y^n_2; W_1, W_2|Y^n_1) \right) \]  
(15)
By chain rule of mutual information,
\[ I(Y^n_2; W_1, W_2|Y^n_1) = I(Y^n_2; W_1|Y^n_1) + I(Y^n_2; W_2|Y_1^n, W_1) \]
Also, from the definition of $W_1$ it follows that $I(Y^n_2; W_1|Y^n_1) = 0$. Using this in (15), we get
\[ \frac{1}{n} h(X^n|W_1, W_2, Y^n_1) \geq T \left( \frac{1}{n} h(Y^n_2|Y^n_1) - \frac{1}{n} I(Y^n_2; W_2|W_1, Y^n_1) \right) \]
Now, using (4) in the above equation:
\[ \frac{1}{n} h(X^n|W_1, W_2, Y^n_1) \geq T \left( \frac{1}{n} h(Y^n_2|Y^n_1) - R_2 \right) \]  
(16)
This can be used to derive $G_{n2}(R_2)$, defined in (6), as follows:
\[ \frac{1}{n} I(X^n; W_2|W_1) = \frac{1}{n} h(X^n|W_1) - \frac{1}{n} h(X^n|W_1, W_2) \]
\[ \leq \frac{1}{n} h(X^n) - \frac{1}{n} h(X^n|W_1, W_2, Y^n_1) \]
\[ \leq \frac{1}{n} h(X^n) - T \left( \frac{1}{n} h(Y^n_2|Y^n_1) - R_2 \right) \]
\[ = \frac{1}{2} \log(2\pi e \sigma_X^2) - T \left( \frac{1}{2} \log(2\pi e \sigma_Y^2|Y^n_1) - R_2 \right) \]
where $(a)$ holds because conditioning reduces entropy, and $(b)$ follows from (16).

Now, expressing $T(x)$ using (13) with $x = \frac{1}{2} \log(2\pi e \sigma_Y^2|Y^n_1) - R_2$ we obtain
\[ G_{n2}(R_2) \leq \frac{1}{2} \log \left( \frac{1}{(1 - \rho_{XY1}^2)|Y^n_1} \right) \]  
(17)
where
\[ \Gamma_2 = 1 - \rho_{XY2|Y^n_1}^2 + \rho_{XY2|Y^n_1}^2 \cdot 2^{-2R_2} \]
Finally, using (8), (9) and (17) in (7) we get:
\[ R_0 + \delta \geq \frac{1}{2} \log \frac{\sigma_X^2}{D_0 + \delta} + \frac{1}{2} \log \left( 1 - \rho_{XY1}^2 + \rho_{XY1}^2 \cdot 2^{-2R_1} \right) + 1 \log \left( 1 - \rho_{XY1}^2 \right) \]
\[ (1 - \rho_{XY2|Y^n_1}) + \rho_{XY2|Y^n_1}^2 \cdot 2^{-2R_2} \]

Letting $\delta \to 0$, the outer region for the two helper case becomes:
\[ R_0(D_0) \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{\sigma_{D_0}^2} \prod_{i=1}^{2} \left( 1 - \rho_i^2 \right) \right] \]
where $\Gamma_i = 1 - \rho_{XY_i|Y_1, \ldots, Y_{i-1}}^2 + \rho_{XY_i|Y_1, \ldots, Y_{i-1}}^2 \cdot 2^{-2R_i}$, and $\rho_1^2 = 1 - \frac{\sigma_X^2}{\sigma_Y^2}$ leading to $\rho_1^2 = 0$, and $\rho_2^2 = \rho_{XY1}^2$. Since the joint distribution $p_{X,Y_1,Y_2}(x,y_1,y_2)$ is known, the correlation coefficient $\rho_{XY2|Y^n_1}$ required for evaluating $\Gamma_2$, can be calculated to be:
\[ \rho_{XY2|Y_1} = \frac{\rho_{XY2} - \rho_{XY1}\rho_{Y_1}Y_2}{\sqrt{1 - \rho_{XY1}^2} \sqrt{1 - \rho_{Y_1}^2}} \]

Generalizing the two helper case to $m$-helpers using exactly the same arguments as above, we obtain Theorem III.1.
Note that when there is no helper, (2) collapses to the classic Gaussian rate-distortion expression [6]:

\[ R_0(D_0) \geq \frac{1}{2} \log \frac{\sigma_X^2}{D_0} \]  

(18)

We now consider some examples for which our derived rate-distortion region for the \( m \)-helper system collapses to previously known cases.

**Example III.2 (One-helper System.)** On substituting \( m = 1 \) in (2), we obtain:

\[ R_0 \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{D_0} \left( 1 - \rho^2 + \rho^2 \cdot 2^{-2R_1} \right) \right] \]

where \( \rho \) is the correlation between the main source \( X \) and the helper \( Y \). This is same as the result stated in [13].

**Example III.3 (Two-helpers with \( R_2 = 0 \).)** Consider a main source \( X \) and two helpers \( Y_1 \) and \( Y_2 \). Since \( R_2 = 0 \), there is no help obtained from \( Y_2 \). This is equivalent to the one helper case and thus we should obtain the rate for one-helper. On substituting \( m = 2 \) and \( R_2 = 0 \) in (2), we obtain:

\[ R_0 \geq \frac{1}{2} \log \left[ \frac{\sigma_X^2}{D_0} \left( 1 - \rho_{XY}^2 + \rho_{XY}^2 \cdot 2^{-2R_1} \right) \right] \]

which is indeed the expected rate.

**IV. Significance of Helpers**

We now consider the potential benefit that may be derived from using the helper rates to reduce the distortion in reproduction.

Suppose a sensor is able to report on source \( X \). Also, suppose two other sensors, \( Y_1 \) and \( Y_2 \) (helper sources), are able to sense the source. However they are farther from the source than \( X \) and hence their measurements are not worth reproducing. The algorithm for selecting which sensors act as helpers may depend on the quality of measurement at each sensor.

Assume now that the correlation of the helpers with the source \( X \) depends on their distances from \( X \). Let the correlation, \( \rho \), follow an inverse power law with distance, \( d \):

\[ \rho = \frac{\rho_0}{d^\alpha} \]

where \( \rho_0 \) is a constant of proportionality. Let us take \( \alpha = 2 \) and evaluate \( R_0(D_0) \). Other correlation models can also be used, such as exponential in distance [12, 17].

![Figure 2: Source Placement](image)

Suppose that each of the helpers is located at distance \( d = 1 \) from the main source \( X \), and if the three sensors lie along a straight line, the distance between the two helpers becomes \( d = 2 \) as depicted in Figure 2.

\( R_0(D_0) \) is plotted for this scenario in Figure 3. The figure shows that the rate \( R_0 \) is reduced when the helpers are used. While the maximum potential benefit is shown by the curve using infinite rates for both the helpers, it can be observed that even with a finite rate, the helpers improve the distortion in the reproduction of \( X \). Also, the graph shows that using more helpers reduces the rate further. However, it may be noted that in practice the distance between the sources will increase as more and more sources are added and hence the correlation will fall. This will make more sources yield diminishing improvement in the rate-distortion performance.

**V. Conclusions**

We considered a multi-terminal network information theory problem when several correlated sources are fused to reproduce a source of interest under a distortion constraint. We presented a generalized solution to this rate-distortion problem with side information and showed that previously known results can be viewed as special cases of the derived expression. The close match for special cases also suggests that the derived lower bound is close to the rate distortion function; however the derivation of the inner region is still an open problem. We also discussed the significance of helper rates and the correlation between them for reducing the distortion in reproduction.

The problem can be extended to the more practical case of non-Gaussian sources. The bound will help definitively compare various data fusion and network coding schemes for wireless networks, with regards to their performance and efficiency.
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