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ABSTRACT
The primary function of current Web search engines is essentially relevance ranking at the document level. However, there is lots of structured information about real-world objects embedded in static Web pages and online Web databases. Document-level information retrieval will unfortunately lead to highly inaccurate relevance ranking in answering object-oriented queries. In this paper, we consider a new paradigm shift to enable searching at the object level. In traditional information retrieval models, document is taken as the retrieval unit and the content of a document is reliable. However the reliability assumption is no longer valid in the object retrieval context where usually exist multiple copies of information about the same object. These copies may be inconsistent because of the diverse Web site qualities and the limited performance of current information extraction techniques. If we simply combine the noisy and inaccurate attribute information extracted from different sources, we will not be able to achieve satisfactory retrieval performance. In this paper, we introduce a probabilistic model to handle the inconsistency problem using the source quality information, and our empirical evaluation shows that our object-level model is significantly better than the existing document-level models.
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1. INTRODUCTION
Today search engines have become one of the most critical applications on the Web, driving many important online businesses that connect users to information. As the Web continues to grow its size with a variety of new data and penetrate into every aspect of our life, the need for developing a more intelligent search engine is increasing.

The primary function of current Web search engines is essentially relevance ranking at the document level, an old paradigm in information retrieval for more than 25 years [1]. We believe in 2-5 years this type of general Web search technologies will become commodity. In this paper, we are considering a new paradigm shift to enable searching at the object level. For example, when a user is looking for information about a researcher, the user is not interested in just retrieving a set of papers or documents in which this researcher’s name appears, but more interested in finding insight and knowledge about what works he has done in different period of time, what important contributions he has brought to the research community, how influential he is, and his social network, etc. Such kind of intelligence is not possible to obtain through current web search engines.

If we start to think of a user information need or a topic to search on the Web as a form of “Web Object", the search engine will need to address at least the following technical issues in order to provide intelligent search results to the user:

- Object-level Information Extraction – Information (e.g. important attributes) about a Web object is usually distributed in many Web sources and within small segments of Web pages. To extract the information, we need techniques to detect the Web page segments (i.e., object blocks and elements that will be discussed in details later) and then label each element in the object block accordingly.

- Object Identification and Integration – Each extracted instance of Web object needs to be mapped to a real world object and stored into the Web data warehouse. To do so, we need techniques to integrate information about the same object and disambiguate different objects.

- Object-level Web information retrieval – After information extraction and integration we should provide retrieval mechanism to satisfy users’ information needs. Basically, the retrieval should be conducted at the object level, which means that the extracted objects should be indexed and ranked against to user queries.

We believe object-level Web search is particularly necessary in building vertical web search engines such as product search (e.g. Froogle [31]), people search, scientific Web search (e.g. Google Scholar [32], CiteSeer [29]), job search, community search, and so on.

Below we will use OSSE (real name omitted for double-blind reviewing purposes), a scientific Web search engine we have built to motivate the need for object-level Web search and its advantages and challenges over existing search engines.

Motivating Example: As shown in Figure 1, we extract and integrate information from different Web databases and pages to build structured databases of Web objects including researchers, scientific papers, conferences, and journals. The objects can be retrieved and ranked according to their relevance to the query. The relevance is calculated based on all the collected attribute information about this object on the Web. For example, paper information is stored with respect to the following attributes: title,
author, year, conference, abstract, and full text. In this way, we can also handle structured queries and give different weights to different attributes when calculating the relevance score. Compared with Google Scholar and CiteSeer which solely search paper information at the document level, this new engine can retrieve and rank other types of Web objects such as authors, conferences and journals with respect to a query. This greatly benefits junior researchers and students in locating important scientists, conferences, and journals in their research field.

In this paper, we focus on exploring suitable models for retrieving Web objects. We argue that simply applying traditional IR models on Web object retrieval will not be able to achieve satisfactory ranking results. In traditional IR models, document is taken as the retrieval unit and the content of a document is reliable. However, the reliability assumption is no longer valid in the object retrieval context. There usually exist multiple copies of the same object. These copies may be inconsistent because of the diverse Web site qualities and the limited performance of current information extraction techniques. If we simply combine the noisy and inaccurate attribute information extracted from different sources, we will not be able to achieve satisfactory ranking results. For example, in Table 1 we show the title and author information about a paper from DBLP [30] and CiteSeer. As can be seen, the information from DBLP is almost correct because it is manually input. However, the information from CiteSeer is noisy and inaccurate because it is automatically extracted. The unreliability of objects is caused by the following reasons:

- **Unreliable data sources:** As we show in the above example, the quality of the Web sources can vary significantly, and some information about an object may be simply wrong.
- **Incorrect object detection:** Since we need to locate and extract the block of a Web page containing information about an object [18], it is inevitable that the object extraction process will introduce additional errors.
- **Incorrect attribute value extraction:** Even if the Web source is reliable and the object block is correctly detected, the description of an object (i.e. object element labeling) may be still wrong because of incorrect attribute value extraction.

In this paper, we focus on this unreliability problem in the object-level Web information retrieval. We use the quality score for each Web source as the confidence of the extracted object information. Specifically, we introduce an object description generation model to explain how to estimate the correct description of an object extracted from multiple inconsistent Web sources.

We also propose several Web object retrieval models: unstructured object retrieval model, structured object retrieval model, and a hybrid model with both structured and unstructured retrieval features. We conclude that the best way of scoring Web objects is to use confidence score of the extracted information as the parameter to find the balance between the structured and unstructured way of scoring the objects. This is because the unstructured object retrieval method has the advantage of handling blocks with irregular patterns at the expenses of ignoring the structure information, while structured retrieval method can take the advantage of structure information at the risk of amplifying the extraction error.

<table>
<thead>
<tr>
<th>Source</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>Towards Higher Disk Head Utilization: Extracting Free Bandwidth From Busy Disk Drives</td>
<td>Christopher R. Lumb, Jiri Schindler, Gregory R. Ganger, David Nagle, Erik Riedel</td>
</tr>
<tr>
<td>CiteSeer</td>
<td>Towards Higher Disk Head Utilization: Extracting Free Bandwidth From Busy Disk Drives</td>
<td>Christopher R. Lumb, Jiri...</td>
</tr>
<tr>
<td>DBLP</td>
<td>Towards Higher Disk Head Utilization: Extracting “Free” Bandwidth from Busy Disk Drives</td>
<td>Christopher R. Lumb, Jiri Schindler, Gregory R. Ganger, David Nagle, Erik Riedel</td>
</tr>
</tbody>
</table>

The rest of the paper is organized as follows. Next we define the Web object information retrieval problem. In Section 3, we introduce the models for Web object retrieval. After that we report our experimental results in Section 4. Finally we discuss the related work in Section 5 and conclude the paper in Section 6.

## 2. PROBLEM DEFINITION

In this section we first introduce the concept of Web objects and object blocks. We then define the Web object retrieval problem.

### 2.1 Web Objects & Attributes

We define the concept of Web Objects as the principle data units about which Web information is to be collected, indexed and ranked. Web objects are usually recognizable concepts, such as authors, papers, conferences, or journals which have relevance to the application domain. Different types of objects are used to represent the information for different concepts. We assume the same type of objects follows a common relational schema: $R(a_1, a_2, ..., a_n)$.

Attributes $A = \{a_1, a_2, ..., a_n\}$ are properties which describe the objects. There are three types of object attributes:
• Key attributes: properties which can uniquely identify an object,
• Important attributes: distinctive properties other than the key attributes,
• Others attribute: all the other properties

The designer of the system needs to determine the types of objects which are relevant to the application, and the key and important attributes of these objects.

2.2 Object Blocks & Elements

The information about an object on a Web page is usually grouped together as a block, since Web page creators are always trying to display semantically related information together. Using explicit or implicit visual separators such as lines, blank area, image, font, and color, we can first locate these object blocks based on existing Web page segmentation technologies like [2]. Figure 2 shows that four object blocks are located in a Web page generated by Froogle.

Given an object block found on a Web page, it is straightforward to further segment it to atomic extraction entities using the visual information and delimiter, such as font, position, color, appearance pattern, and punctuation. Figure 3 shows an example object block with four atomic extraction entities, which are called object elements. Each element only belongs to an attribute of the object, and an attribute can contain several elements.

There have been many existing technologies such as [35, 36] have been proposed to further extract the attribute values based on template discovery in HTML codes. Moreover, object identification techniques [37] are then used to integrate all the labeled attribute values from various Web sources about the same object into a single information unit.

2.3 Web Object Retrieval

Figure 4 shows that a Web object with multiple attributes and each attribute may contain information from multiple object blocks. The importance of the $i^{th}$ attribute, $imp_i$, indicates the importance level of the attribute in calculating the relevance probability. The problem of using difference weights for different attributes has been well studied in existing structured document retrieval work [24] and can be directly used in our Web object retrieval scenario. The confidence level, $conf_i$, of the object block $i$ is dependent on the quality of its information source and the accuracy of the wrapper which is used to detect the object blocks and extract the attribute values. As we discussed in the previous section, the existence of inconsistent attribute values is the major difference between object-level information retrieval and traditional document-level retrieval.

Given a Web object $O$ and query $Q$, we aim to calculate the probability $P(R|O)$, i.e. the probability that the object $O$ is relevant to $Q$ given that it has the correct description about the real world object.

In document-level information retrieval, there is no concept of correctness. This is because there is no pre-defined semantic meaning of a document, and all the words and sentences in the document will define the meaning of the document. However the
meaning of real world objects is pre-defined and the descriptions about the objects on the Web may be incorrect. Since the users usually want to see the correct information about the most relevant real-world objects first, it is critical to be able to use the confidence of the extracted object descriptions in calculating the relevance probabilities of their corresponding real-world objects.

This paper studies the problem of handling the inconsistency issues in calculating the object relevance probability. Specifically, we introduce a novel object description generation model to estimate the frequencies of all terms in the correct description of a Web object, and use the confidence of the extracted object information from a block to decide the weight of structure information of the block to be used in calculating the term frequency.

3. MODELS FOR WEB OBJECT RETRIEVAL

In this section, we propose several models to estimate the frequency of a term appearing in the correct description of a Web object. We first introduce an object description generation model to explain how to estimate the term frequency of a Web object, and use the confidence, conf, of the object block to approximate the probability, \( P(E_{ik}) \), of \( E_{ik} \). As we discussed before, the confidence level of an object block is source and wrapper dependent, and it’s a prior knowledge which can be estimated empirically or predicted mathematically.

In the following subsections, we introduce several models to weight the frequencies of the terms in each structured object block before we apply the generation model to calculate the term frequency of each word in the object.

3.2 Unstructured Object Retrieval

One simple way of scoring a Web object against a query is to consider each object block as the minimum retrieval unit, and use our object description generation model to estimate the term frequency of each query term. In this way, all the information within an object block is considered as a bag of words without further differentiating the attribute values of the object, and we only need to know the confidence level for each object block. The advantage of this method is that no attribute value extraction is needed, so we can avoid amplifying the extraction error for some irregular blocks whose information can not be accurately extracted.

We use the object description generation model to get an approximate of the term frequency of each word by combining the corresponding term frequencies in each block using its confidence level.

3.3 Structured Object Retrieval

For the object blocks with good extraction patterns, we do hope to use the structural information of the object to estimate its relevance. It has been shown that if we can correctly segment a document into multiple weighted fields, we can get much better precision [24].

In [24], the authors show the effectiveness of converting a structured document with multiple weighted fields into an unstructured document, by simply combining the term frequencies of the different fields by forming a linear combination weighted by their weights. Similarly we can convert a structured object block into an unstructured block, and then apply the block-level object retrieval method described in the above subsection to get an approximate of term frequency in the object.

Let’s use \( tf_{in} \) to denote the term frequency of \( word_i \) in \( attribute_j \) of \( block_n \), \( w_j \) to denote the weight of \( attribute_j \), and then we can calculate \( tf_{in} \) in the following way:
3.4 Balancing Structured and Unstructured Retrieval

As we discussed earlier, the block-level unstructured object retrieval method has the advantage of handling blocks with irregular patterns at the expenses of ignoring the structure information, while attribute-level retrieval method can take the advantage of structure information at the risk of amplifying the extraction error.

We argue that the best way of scoring Web objects is to use the confidence of the extracted object information as the parameter to find the balance between the structured and unstructured way of scoring the objects.

Let’s use $t_{nm}$ to denote the term frequency of $word_i$ in attribute $\alpha$ of block $m$, $w_j$ to denote the weight of attribute $\alpha$, $conf_m$ to denote the confidence of the information extraction from block $m$, $t_f\alpha m$ to denote the term frequency of $word_i$ in block $m$ obtained by considering the object block as an unstructured block, and then we can calculate $t_{in}$ in the following way:

$$t_{in} = (1 - conf_m) t_f\alpha m + conf_m \sum_j w_j t_{kmj}$$

4. EVALUATION

The goal of the evaluation is to show that the best way of scoring Web objects is to the balancing structured and unstructured retrieval method, when the object information is collected from multiple inconsistent data sources. Since there is little work on retrieving information from multiple inconsistent sources, we can not find any publicly available collections (datasets) for evaluation. For this reason, we evaluate the work in the context of OSSE, the paper search engine we developed.

4.1 Datasets

We select 25 frequent queries from the query log of OSSE, which contains 1 million computer science papers extracted from Web databases and pages, as the test query set. OSSE integrates paper information from three Web databases: DBLP, ACM Digital Library [28], and Citeseer. In order to evaluate the retrieval effectiveness of the method on object collected from multiple sources, we purposely select only the objects whose information is extracted from all the three sources for evaluation. The paper titles are used as the key to uniquely identify by a paper object. In addition to the OSSE sources, we also extract paper information from two other online Web databases CSB [34] and IEEE Xplore [33] by querying them using the 25 test queries:

- data mining, web search, information retrieval, data, web classification, data integration, machine learning, association rules, image retrieval, design pattern, database, data cluster, mobile web search, video retrieval, volume rendering, minimum cut, block web, web mining, Hierarchical clustering, web security, web data extraction

computer vision, Application level multicast, personalized Web search, information retrieval language model

All together we collected 19866 objects, among them there are 15629 objects that have more than three sources.

4.2 Noisy Data

The quality of the extracted object information is determined by the quality of the corresponding information sources, object block detection accuracy, and attribute value extraction accuracy. Since the quality of the sources is fixed. We can only change the block detection and attribute extraction accuracy to add noisy data. The object block detection error will cause some attributes containing information from other blocks, and the attribute extraction error will cause some attributes containing information which belongs to other attributes in the same object block. For example, as explained in table 1, the author information from Citeseer contains some words from the title. In order to simulate the two types of errors we mentioned, we add noisy data to the CSB and IEEE datasets in the following way:

- During the crawling process, our wrapper will extract inaccurate abstract of a paper in certain probability. The inaccurate data may be a subset of the true abstract, or a superset containing information from other fields. We set the error rate of CSB to 40% and IEEE to 30%.
- After the crawling process, we randomly choose the block detection error rate from 10% to 80% for the papers from CSB and exchange their abstract to introduce error across blocks.

4.3 Retrieval Models

We implement two other simple retrieval models in addition to the three models we introduced in section 3, and observe their precisions in our experiments.

- Bag of Words (BW): In this model, we treat all the term occurrences in an object block equally and there is no difference between blocks either. This is actually the traditional document retrieval model which considers all the information about the same object as a bag of words.
- Unstructured Object Retrieval (UOR): This is the model described in section 3.2. Comparing to the BW model, this model takes the confidence level of each block into account.
- Multiple Weighted Fields (MWF): This method assigns a weight to each attribute and amend the frequency of a term occurrence by multiplying the weight of the corresponding attribute of the occurrence.
- Structured Object Retrieval (SOR): This model is described in section 3.3.
- Balancing Structured and Unstructured Retrieval (BSUR): This model is described in section 3.4, and we consider it as best model.

We use a simplified BM25 [24] as the ranking function for the backend retrieval system. It is of the form
\[ \sum_{j} \frac{(k_i + 1)d_j}{k_i((1-b)+b \frac{dl}{avdl}) + df_j} \log \frac{N - df_j + 0.5}{df_j + 0.5} \]

Where \( df_j \) is the document frequency of term \( j \), \( dl \) is the document length, \( avdl \) is the average document length across the collection, and \( k_i \) and \( b \) are free parameters. We set \( kI = 2.0 \) and \( b = 0.25 \) for all the retrieval models. For each model, \( df_j \) is the amended term frequency and \( dl \) is the sum of frequency of every term. Because we treat all the words of an object as a document, the document frequency of term \( j \) is identical in every model.

### 4.4 Parameter Setting

Comparing to the traditional unstructured document retrieval, we have two additional parameters to be set: the weight of each attribute and the confidence of each source. The weights of the attributes are tuned manually by considering the importance of attributes, while the confidence of data source is predefined. The wrapper will be changed to add more noisy data as the confidence level of the source decreases. To be fair, we fix the values of parameters for all the models.

### 4.5 Experimental Results

For each query, we collect the top 30 results of each algorithm and label the relevance of each paper. In order to ensure a fair labeling process, all the top papers from all the models are mixed together before they are sent to the person doing the labeling. In this way the person can’t know the specific ranking position and the connection between the models and the ranking results. We observe the precision at 10 and precision at 30 of all the 5 models. The result clearly shows that the BSUR (Balancing Structured and Unstructured Retrieval) model is significantly and consistently better than other models.

In Figure 6 we show the precision at rank=10 of the results returned by the five retrieval models, and in Figure 7 we show the precision at rank=30 of the results returned by the five retrieval models, and the noisy data is added according to the block detection error rate of CSB as 20%, and attribute extraction error rate of CSB as 40% and IEEE Xplore as 30%. As we can see the all the models considering the confidence level of the extracted object information have better precision, this is especially true if we observe more ranking results (for example at rank=30), and BSUR model is significantly better than other models, this is especially true if we want to reduce the error for the top ranked results (for example at rank=10).

In Figure 8 we show the precision variations at rank=10 for all models as we change the block detection error rate of CSB data source from 10% to 80%. The result clearly illustrates that 1). The BSUR (Balancing Structured and Unstructured Retrieval) model is almost insensitive to the noise from a low quality data source when there are many high quality data sources; 2) the models which consider the confidence level of the extracted information are consistently better than its comparative models; 3) the gap between models considering confidence and models not considering confidence will increase when the noise increases; 4) when the noise is not very strong, the MWF (multiple weighted fields) model is better than the UOR (unstructured object retrieval) model which considers confidence but treating all the words in a block equally. This is because the MWF model assigns larger weight to the title field which equals to duplicate the words in the title field, and we did not purposely introduce error into the title field, so the heavier weight in the correct extracted title information can neutralize the negative effect caused by noise in the abstract field.

### 5. RELATED WORK

There has been much work on passage retrieval [4, 15] in traditional document retrieval area. In recent years, researchers began to segment web pages into blocks [18, 2, 3] to promote the retrieval precision in web search. In the passage retrieval or block retrieval works, researchers primarily care the way of segmenting documents or web pages, and usually simply use the highest
relevance score of a passage or block as the score of whole document or page. There are also lots of works on structured document retrieval [26, 16] and utilizing multiple fields of web pages for web page retrieval [22, 25, 8, 6]. These methods linearly combine the relevance score of each field to solve the problem of scoring structured documents with multiple weighted fields. In [24], the authors show that the type of score linear combination methods is not as effective as the linear combination of term frequencies. In our work, we follow this way of handling the multiple attributes problem.

However, our work focuses on object level retrieval which is much closer to users’ requirements, and considers the quality of each data source during retrieval. This is a completely new perspective, and differs significantly from the structured document retrieval and passage/block retrieval work we discussed above.

We noticed that document-level Web page retrieval also need to handle the anchor text field of a page which is extracted from multiple Web pages [7, 10]. The researchers in this area often treat all of the anchor texts as a bag of words for retrieval. There is little work which considers the quality of the extracted anchor text. Moreover, since the anchor text is a single field extracted from multiple Web pages independently, there is no need for unstructured retrieval. Because ignoring the structure information will not help improving the quality of the anchor text. So there is no need for balancing structured and unstructured retrieval model.

The works on distributed information retrieval [5, 13, 19, 27] are related to our work in the sense of combining information from multiple sources to answer user queries. However they focus on selecting the most relevant search engines for the query and ranking their query results instead of integrating the object information.

Information Quality is one of the most important aspects of Web information integration, and it is closely related to our work since we need to know the confidence level of the extracted object information. Many interesting techniques have been studied on estimating the quality of the Web sources and databases [21, 20]. We can leverage these techniques in compute the confidence of the extracted object information.

6. CONCLUSION AND FUTURE WORK
There is lots of structured information about real-world objects embedded in static Web pages or online Web databases. Extracting, integrating and retrieving the information about the same Web object will enable us to build more powerful and intelligent search engines. This paper studies the problem of Web object retrieval. In particular, we introduce a Web object generation model to estimate the correct description of a Web object, and propose a novel retrieval model to score the Web object with respect to a user query. The model takes into account the confidence of the extracted object information and finds the balance point between structured and unstructured retrieval in calculating the relevance score of a Web object. The experimental results show that our Web object retrieval is significantly and consistently better than traditional retrieval models.

As we pointed out, the unreliability of objects is caused by unreliable data sources, incorrect object region detection and incorrect attribute value extraction. In this paper, we mainly focus on dealing with unreliable data sources and incorrect attribute value extraction problems. In the next step, we will include the factor of incorrect object region detection in the framework and make the model more resistant to the variety of data quality.
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