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Abstract

The emergence of the Internet was the main trigger for the exploration of problems in the intersec-
tion of computer science and economics. Existing tools from the two disciplines were found to be
insufficient for the design and analysis of these new environments, and a joint analysis of these fields
appeared to be necessary. Examples for such new environments include large electronic commerce
arenas, computerized stock markets, web search engines, Peer-to-Peer systems and web-based social
networks. Mechanism Design is a mathematical theory that puts the foundations for constructing
protocols for environments with selfish players. A mechanism is a protocol that determines the
output and the monetary payments according to the players’ “messages” or “actions”. The mech-
anism aims to optimize some system-wise goal, although the preferences of the players may be in
conflict with this goal.

A considerable part of the mechanism-design literature relies on the “revelation principle”, say-
ing that we can restrict the attention to direct-revelation mechanisms where players simply report
their true private secrets. However, such direct-revelation mechanisms are rare in practice, due to
various behavioral, technical or regulatory reasons. This dissertation considers environments where
the revelation principle cannot be applied. Instead, the participants are restricted to using some
common, feasible or natural communication patterns. We study the power and limitations of each
communication pattern, and study the loss incurred relative to environments with unconstrained
information transmission. The information revealed in some of these patterns also supports the
implementation of the optimal outcomes in an equilibrium, and the information is proved to be
insufficient for this task for other patterns. The presented results therefore offer guidelines for
designing complex decision-making systems that involve strategic agents, and classify the proposed
models according to their potential power.

The first part of the dissertation studies environments where the expressiveness allowed for
the players is severely limited — a very small number of actions is available for each player. The
discussion starts with a comprehensive analysis of single-item auctions, and shows that nearly
optimal results can be achieved even with a very small number of players’ actions. We then give a
full description of both the socially-efficient auctions and the revenue-maximizing auctions, and we
present a tight analysis of the loss incurred by the informational restrictions. Similar questions are
also explored for a more general framework, for which a characterization of the optimal solutions
is presented for a wide family of mechanism-design settings and the applicability of these results is
demonstrated in various models. One of the main results in this part of the dissertation characterizes
a general setting where the best solution for the information-theoretic restriction can be obtained
in an equilibrium without additional informational cost.

The second part of this dissertation considers the most prominent problem on the interface of
economics and computer science — combinatorial auctions. In such auctions, multiple heterogeneous



items are for sale. Unlike the analysis of single-item auctions in the first part of this dissertation,
a huge amount of information is required even for guaranteeing a reasonable approximation of
the optimal outcome in combinatorial auctions. Most of the suggested combinatorial auctions try
to circumvent this informational problem by designing iterative auctions, where the information
revelation is only partial. In this dissertation, we embark on a systematic analysis of the power
and limitations of iterative combinatorial auctions. Most existing iterative combinatorial auctions
are based on repeatedly suggesting prices for bundles of items, and querying the bidders for their
“demand” under these prices. We prove a large number of results showing the boundaries of what
can be achieved by auctions of this kind. We first focus on the power of different kinds of the
most popular way to implement combinatorial auctions — auctions where the prices are ascending
over time: we show that ascending combinatorial auctions that do not use both bundle (non-linear)
prices and personalized (non-anonymous) prices can not achieve social efficiency for general bidder
valuations, or even a reasonable fraction of the optimal result. We also show settings when the
information elicited by ascending auction can reveal the socially-efficient allocation, but it cannot
reveal the prices of the “VCG” scheme that enables implementing the outcome in an equilibrium.
We then prove several results regarding iterative auctions in which the prices are not necessarily
ascending, but only use a polynomial number of such “demand queries”: (1) that such auctions can
simulate several other natural types of queries; (2) that they can approximate the optimal allocation
as well as generally possible using polynomial communication or computation, while weaker types
of queries can not do so; (3) that such auctions can solve the linear-programming relaxation of the
winner-determination problem in combinatorial auctions.
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Chapter 1

Introduction

1.1 Computational Economics

In recent years, the field of computer science has expanded towards other areas, creating new
interdisciplinary fields like computational biology and quantum computing. One of the fascinating
emerging disciplines lies in the intersection of computer science and social sciences, and especially
in the interface with economic theory — computational economics.

The research that was traditionally carried out in computer science and the social sciences
differs in many fundamental aspects: the questions asked, the methodologies that are used, the
objectives of the research and in the terminology. Here we list few notable differences:

e (Normative vs. informative approach.) The main motivation behind the classic eco-
nomic theory is to explain phenomena that occur in existing real-world scenarios by defining
the right models or by an empirical study. Computer-science theory has an engineering vi-
sion at its foundation: how can we design computers or protocols, and to what extent these
protocols can be improved.

e (Self-interested vs. controlled parties.) The participants in most economic settings have
preferences that may be in conflict with the objective function of the designer. Therefore,
any analysis of such environments must pay attention to the incentives of these players that
will affect their behavior. Classic computer science, on the other hand, studied the behavior
of a single computer or a private network where the protocol designer has full control over
the behavior of the different components of the system.

e (What is a reasonable solution?) The main effort in economics is in overcoming the
incentives issues and try predicting and explaining the behavior of the players. If a “good”
solution is proved to exist, then the common assumption is that the “market forces” will
converge to this solution. However, computing or converging to such solutions may be com-
putationally intractable, making them less relevant in practice. Rather, computer scientists
will attempt to obtain approximate solutions for the problems, and these types of solutions
are rare in the economic research.

e (Asymmetric information vs. common knowledge.) The complexity of many economic
or game-theoretic environments stems from the fact that different players have different lev-
els of knowledge about the state of the world. In particular, the players may hold private



information that is hidden from the other participants. The designed protocols in such sys-
tems cannot access the relevant input, and efforts should be exerted in order to extract the
relevant information from the players. The computer-science literature mostly assumes per-
fect knowledge of the system’s description, and unclarities are usually attributed to other
reasons (e.g., time uncertainties in online algorithms). Additionally, computational environ-
ments raise motivations for new objectives and measures that usually do not have a natural
economic meaning. One example is minimizing the “makespan” (the load on the busiest
machine) in scheduling models.

e (Worst-case vs. average case analysis.) Economic theory usually tries to model the
average and the common behavior and therefore assumes a Bayesian model with statistical
priors over the possible states of the world. Computational issues were mostly studied from
the opposite approach and studied a worst-case viewpoint for these questions, possibly trying
to avoid unwanted extremal behavior of the protocols.

Despite these differences, some remarkable research has been conducted in recent years in the
border of the two disciplines. This research was triggered by the rapid advances in information
technology, that allowed the emergence of new computational environments that are composed of
self-interested parties. These environments became central for the interactions between individual
and organizations, and the most notable platform for such interactions is the World Wide Web.
An enormous rapidly-growing amount of trade is now carried out electronically, e.g., in electronic
commerce transactions, in computerized stock exchanges and for selling online advertisements. The
Internet also provides the infrastructure to other prominent interactions like file-sharing systems
and social communities. It seems that the existing tools and methodologies are insufficient for
designing and analyzing these new environments. One cannot separately solve the economic and
the computational problems since there are tradeoffs between the economic and the computational
properties. Researchers must have deep mathematical understanding of both aspects in order to
be able to build systems that will perform well in practice. This dissertation belongs to this line
of research that tries to contribute to a theory that will lay the foundation for designing and
understanding such systems in the future.

The young computational-economics literature has already defined several novel and interesting
contributions. We now briefly mention few of the prominent concepts. This dissertation belongs
the field of Algorithmic Mechanism Design [116] that tries to interleave computational considera-
tions with th classic “Mechanism Design” theory that considers the design of economic mechanisms
like auctions and voting systems. A paradigmatic problem in this field concerns complex resource-
allocation problems is the combinatorial auction problem, and it models markets for selling multiple
non-identical items (see Chapter 2.3 for a survey on combinatorial auctions). Another important
line of research studied the inefficiency of equilibrium solutions (also known as the “price of an-
archy”) in games (see the survey [132]), that is, the fraction of the optimal solution that may be
captured when the players act selfishly. Much attention was given to such questions in networks,
trying to analyze the results of selfish routing of packets in large-scale networks. Another major
question has been extensively studied in recent years concerns the complexity of computing equi-
libria, or converging to equilibria, in various settings (e.g., [55, 43] and the references within), also
in general-equilibrium models (e.g., [46]). Several recent papers studied methods for selling digital
goods ([64]), goods with a zero marginal production costs like MP3 songs or digital images, and
“online” settings where the algorithms should be “competitive” relative to the optimal decisions,



although they do not have any information in advance about the order in which bidders arrive
(e.g., [90, 71, 8]). Finally, a recent exciting line of research considers selling advertisements in
search engines (e.g., [15, 100, 119]); in such environments there is an intriguing interaction between
individuals that search for information, companies that ask to advertise their products or services,
and the search engines themselves (like Google, Yahoo and MSN) that try to maximize revenue
and compete with the other engines.

1.2 Overview of the Results

Every economic interaction is based on some sort of communication between the agents. The
communication protocol is especially important when some collective decisions should be made that
depends on the players’ private information. Many patterns of communication can be encountered
in such settings, like raising the hand in an auction, publish prices in a menu, sending packets of
information over the Internet, announce a take-it-or-leave-it offer, or even burning a pile of cash in
front of the other players.

From a basic theoretic point of view, it seems that there is no need for sophisticated means of
communication in the design of economic mechanisms. The celebrated revelation principle argues
that every result that is achievable in equilibrium among rational agent can essentially be obtained
by truthful mechanisms in which the players sincerely report their private data to the mechanism,
and the mechanism performs any manipulation of that data on behalf of the players. In practice,
however, such direct revelation mechanism are uncommon due to several reasons. First, it is
sometimes infeasible to exactly reveal the exact data of the players; the information may be too
large to transmit or to be figured out by the players, or the interface that the players are using
may have capacity limitations. Second, mechanisms with indirect revelation may have some desired
properties, like simplicity and intuitiveness, that may encourage participation and rational behavior.
In addition, the expressiveness of the different parties may be asymmetric; for example, a seller my
publish a price (a “take-it-or-leave-it offer”) and the only two actions available to the buyer are to
buy the good or not. Finally, players are usually reluctant to reveal their true private data and
would prefer to participate in mechanisms where they can reveal only the relevant data.

This dissertation centers on several natural settings where indirect revelation of the private
data is reasonable. We try to describe the tradeoff between the expressiveness that is allowed for
each player and the results that can be obtained. This is done by presenting hardness results and
positive results for each setting. One central goal of this dissertation is to analyze the informational
requirements for obtaining the desired results in an equilibrium, and whether they differ from the
information needed for realizing the optimal solution in the non-strategic setting. In other words,
does handling the players’ incentives requires additional amount of information over the information
needed for merely determining the desired outcome?

1.2.1 Part I: Mechanism Design with Restricted Action Spaces

In classic mechanism-design settings, each player has some privately-known data — his type — and,
according to this data, the player chooses an action that reveals some information to the mechanism.
The mechanism designer determines the output and the monetary payments given the players’
actions, and aims to implement some global goal that depends on the players’ types. For example,
in a simple auction model, the type of each bidder is the amount of money he is willing to pay for



the item, and the mechanism designer might attempt to allocate the item to the player with the
highest value.

Most of the mechanism-design literature hides an implicit assumption that the direct revelation
of the private data is possible, that is, that the action space is isomorphic to the type space. As
mentioned, this assumption does not hold in many settings due to various reasons. One example
is in the well known “signaling” model [146], where workers send signals about their productivity
levels by acquiring education. In this example, one may expect to find a small number of discrete
education levels, although the type space for each player may have infinite size. Similarly, consumers
usually have a multitude of different types but firms only advertise and sell a small number of
possible “packages” of products and services (like in selling insurance policies and cellular phones
deals). The restrictions on the action space can also come from technical reasons. For instance,
implementing auctions over large networks must use very limited bandwidth.

The first part of dissertation studies such restrictions on the action space. We first present a
thorough analysis of these questions in single-item auctions, and then we extend the discussion to a
wider family of mechanism-design models where the players have one-dimensional types. Informally,
that means that the private value of each player is a single scalar the possible values of which can
be linearly ordered in terms of preference.! We study a Bayesian model where the players’ types
are independently distributed according to commonly known priors, and we measure the quality of
the mechanisms on average, and compare them to the results that could be obtained without any
restrictions on the action space.

Single-Item Auctions

Consider an auctioneer that has a single item for sale among a set of bidders. Each bidder ¢ gains
some secret value v; from receiving the item, and he aims to maximize his (quasi-linear) utility: v;-
pi, where p; is his payment for the item (the utility is zero when the player loses). Unlike standard
models, we assume that each bidder only has k possible actions. A strategy for each player would
specify how he selects an action according to his value. For example, if there are two possible
actions “0” and “1” (i.e., k = 2), one possible strategy is “bid 0 when the value is smaller than 1/3,
and 1 otherwise”.

Two of the most reasonable and natural objectives for the social planner are welfare (or social
efficiency) maximization, when the auctioneer aims to allocate the item to the bidder with the
highest value, and revenue maximization, where the goal is to maximize the expected monetary
payment that the seller receives. We would like to implement these objectives when the players use
dominant strategies — this is a strong equilibrium concept requiring that the strategy of each player
always chooses the best action for this player, regardless of the actions of the other players. Without
restrictions on the action space these problems are essentially solved. Vickrey [147] characterized
the second-price auction that maximizes the social welfare in dominant strategies. Myerson [108]
characterized revenue-maximizing auctions, and showed that this optimal result can be achieved in
dominant strategies under a technical regularity condition on the distribution functions.

In this dissertation we try to optimize the above two objectives, but with an action space that
may be severely restricted. The bottom line of our results is that a very small number of actions
can be sufficient for having nearly optimal results, and we describe the mechanisms that achieve
the optimal results. Another surprising result is that the optimal mechanisms must discriminate

"We provide a general definition of environments with one-dimensional types in Chapter 4.



between the players, even though the players are ex-ante symmetric. Following are our main
findings:

o Welfare mazimizing auctions: we present a full characterization of the socially-efficient games
both for the case of 2 bidders and k actions and for n bidders and 2 actions. For arbitrary
numbers of bidders and actions (i.e., any n bidders and & actions), we construct mechanisms
that achieve asymptotically optimal results - mechanisms with a welfare loss of O(kl—Q) that
is proved to be a tight upper bound. The characterization of the optimal mechanisms for
arbitrary number of bidders and actions remains an open question.

e Revenue-maximizing auctions: we fully characterize the revenue-maximizing 2-bidder mech-
anisms and 2-action mechanisms, and give a tight asymptotic analysis of the optimal revenue
loss and describe mechanisms that obtain this optimal loss. This is done via a reduction of
the revenue-maximizing problem to the welfare-maximization problem.

o Sequential auctions: we show that if the players are allowed to send parts of their messages
sequentially, then better results can be obtained. However, we show that the improvement is
not overwhelming — the transmitted information may be decreased only by a linear factor.

General Mechanism Design Models

We also consider a more general model where the social planner has to choose an abstract “alter-
native”. Each alternative gains the social planner with a “social value”, and he attempts to choose
an alternative that maximizes this social value. The social value, however, may be a function of
the players’ types, and therefore the social planner should also motivate the players to reveal in-
formation on their types. In the single-item auction case, the possible alternatives are “Bidder 1
wins” with a corresponding social value v; and the second alternative is “Bidder 2 wins” with the
social value vy. Indeed, a welfare-maximizing auctioneer will choose the alternative that maximizes
the social value. Another example is “public-good” project, where players have a benefit v; from
using a public good (e.g., a bridge) and the social planner would like to construct this public good
only if the sum of benefits exceeds the construction cost c¢. The first alternative here is “build the
bridge” with a social value of v; +v9 — ¢, and the second alternative is “do not build” with a social
value of 0.

Most of our results are proved for the wide family of models where the social-value functions
are multilinear in the players types, that is, they are polynomials where the degree of each variable
in each monomial is at most 1. Both the single-item auction example and the public-good example
are multilinear, but note that the objective functions in this model are not restricted to welfare
maximization (i.e., the goal is not necessarily to maximize the sum of the players values). We
illustrate a non-welfare-maximization application in a model for routing messages in networks. We
study a general mechanism-design model that captures and extends the properties of most of the
existing models with one-dimensional types. The preferences of the players should hold a “single-
crossing” property and the social-value functions should be compatible with these preferences for
having a dominant-strategy equilibrium. Although similar models have been described in the
literature, either explicitly or implicitly, we believe that our description of this model has value of
its own, especially for handling different preferences over discrete alternatives.

We consider this general model when the action space of the players is limited. We first notice
that the problem of characterizing the optimal mechanism is actually composed of two questions.



The first question, is how to overcome the information-theoretic problems that arise due to the
limited expressiveness of the bidders. That is, what is the best way to use the allowed action
space in order to achieve good expected results. The second question involves game-theoretic
considerations, as we want to implement the desired results in an equilibrium. An interesting
question is whether the additional requirement for an equilibrium degrades the performance of the
system, and to what extent. Our first result states that for a wide family of environments — with
multilinear social-value functions — implementing the information-theoretic optimum in dominant
strategies requires no additional communication at all!

We then asymptotically analyze the loss in social value as a function of the number of possible
actions, and show that the rate of O(k%) holds for general multi-linear settings. Still, this is the
best possible general upper bound.

We also give a full description of the optimal 2-player mechanisms, for any number of possible
actions, and show that some of the properties of the optimal auctions do not extend to the general
case. For example, the optimal mechanisms are not always symmetric, and, surprisingly, in some
settings they do not exploit all the actions that are available to to the players.

Finally, we illustrate applications of our general result to signaling games, public-good models
and routing in faulty networks.

1.2.2 Part II: The Power of Iterative Combinatorial Auctions

In combinatorial auctions, a set of heterogeneous indivisible goods is for sale. Each bidder may
have a different value for every combination of these items. The goal is to partition the items
among the bidders such that the social welfare (the total value of the bidders for the bundles
they receive) is maximized. Combinatorial auctions abstract many important resource allocation
problems. Examples include allocating truckload transportation, airport slots, radio spectrum,
bus routes and various industrial procurement environments. The reader is referred to Chapter 2
Section 2.3 for a survey on combinatorial auctions, and to the recent books on this topic [103, 37].
Combinatorial auction design involves severe strategic and computational problems. One significant
problem is the communication problem: Given that the private data that each bidder holds may
be composed of exponential number of values, how can the auctioneer elicit information from the
bidders in order to find the optimal, or nearly optimal, allocation?

Many iterative auctions have been suggested in the literature to overcome this problem (see
the survey in [122]): the bidders do not disclose their exact preferences, but only partially report
the relevant data to the auctioneer. Most of the designed mechanism in theory and in practice use
prices for this task in the following way: at each stage of the auction, bidders are presented with
a set of prices, and choose their demand - their most desired bundle under the published prices.
Such scenario is called in the literature a “demand query”. This part of this dissertation centers
on the family of auctions that use demand queries. We have special interest in the popular family
of auctions ascending auctions. In such auctions, the published prices can only be raised at each
stage. The most prominent application that uses ascending auctions are radio-spectrum auctions
for wireless communication conducted in the US [57, 125] and all over the world (see survey in
[40]). Ascending auctions are also used for selling railroad tracks [32], airport slots [39] and, of
course, in e-commerce web-sites like Ebay and Amazon [52, 1]. There are several reasons for the
popularity of ascending auctions (see [38]). One reason is their intuitiveness, that may encourage
them to participate in the auctions, behave in a rational way and have more trust in the procedure.
Also, ascending auctions have the desired property that bidders are only required to reveal partial



information about their preferences. In addition, ascending auctions may also help reducing the
“winner’s curse” [104], and are believed to raise more revenue for the seller (“if they are willing
to pay so much for this, it may worth it”). See Cramton [38] for a survey on the advantages and
disadvantages of ascending auctions.

The main difference between the various models of ascending combinatorial auctions is in their
pricing methods. The pricing method is subject to an interesting debate among the planners of the
FCC spectrum auctions in the US (see, e.g., [57]). Some models present only item prices (linear
prices), where the price of each bundle is the sum of the prices of its items. Others choose to use
bundle prices (non-linear prices) in which each bundle is allowed to have a price of its own. In
some auctions, the same anonymous prices are presented to all bidders, while in auctions that use
non-anonymous (personalized) prices, each bidder is presented with a personalized set of prices.

The Informational Power of Ascending Auctions

In this dissertation we present a systematic analysis of ascending combinatorial auctions. We
provide several strong negative results that characterize the boundaries of what can be achieved by
different types of ascending auctions. We study which types of ascending auctions can determine the
socially optimal allocation of the items, and which ascending auctions can also calculate equilibrium
prices.

We study a general model, where the auctioneer may use all the information gathered during
the auction. Unlike most of the existing work, we are not focusing on reaching particular types of
equilibria at the final stage of the auctions. Our hardness results are robust in other senses as well:
they do not depend on any computational assumptions on the bidders or the auctioneer, and they
also do not depend on the strategic behavior of the bidders or on how “rational” they are. The
results only analyze the information that may be elicited during the auction.

Following are our two main results on the power of ascending auctions. The first results says
that no item-price ascending auction can determine the optimal allocation for any profile of bidder
valuations. The second result shows that no anonymous-price ascending auction can perform this
task. These results cast doubts on the applicability of several auction designs that either use item
prices or anonymous prices (e.g., [86],[125] and [149]) and justifies the added complexity added in
the auctions of Parkes and Ungar [124] and Ausubel and Milgrom [4]. These results solve two open
problems from [20] and [21].

The above two negative are proved using simple constructions of combinatorial auctions with
only two bidders. We then present extensions to these results, which require using more sophisti-
cated combinatorial constructions.

We first show that item-price ascending auctions and anonymous ascending auctions cannot
even approximate the optimal social welfare to a better fraction than O(ﬁ), where m is the
number of items in the auction. We even show that an exponential number of item-price ascending
auctions (i.e., separate ascending trajectories of prices) may be needed in order to find the optimal
allocation.

We also consider a well-studied sub-class of valuations - substitutes (or gross-substitutes) val-
uations. For any profile of bidders with substitutes valuations, the optimal allocation can be
determined by a simple item-price ascending auction ([82, 45, 70]). We show that slight deviations
from substitutes preferences imply that this property no longer exists: for any profile of substitutes
bidders we can add a single bidder such that no ascending item-price auction can compute the
socially-efficient allocation. While the efficient allocation can be computed by an ascending auction



for substitutes valuations, [70] showed that Vickrey-Clarke-Groves (VCG) prices cannot be calcu-
lated by anonymous ascending auctions. We strengthen this result by showing that VCG prices
cannot be found even by non-anonymous ascending auction that uses n different ascending-price
trajectories (one per each bidder), solving an open question from [44]. We prove another interesting
property of substitutes valuations, and show that although item-price ascending auctions can de-
termine the optimal allocation for any number of bidders, they cannot exactly learn the valuation
function of a single bidder. We actually prove the above properties for a subclass of substitutes
valuations - valuations that can be defined as an aggregation of bidders that each one interested
in a single item (denoted as OXS valuations in [93]), and prove that such valuations do have a
succinct representation.

The Power if Iterative Auctions: demand queries

Several auctions recently proposed in the literature use demand queries whose prices are not ascend-
ing over time (e.g., [12, 47, 58, 91]). The complexity of answering such a demand query depends
on the bidder’s internal representation of his valuation. For some internal representations this
may be computationally intractable, while for others it may be computationally trivial. It does
seem though that in many realistic situations the bidders will not really have an explicit internal
representation, but rather ‘know” their valuation only in the sense of being able to answer such
queries.

We give a thorough analysis of what can be achieved using a polynomial number of demand
queries. We first present the first algorithm to achieve the (best-possible unless P = NP) O(y/m)
approximation. This is a deterministic algorithm that uses demand queries, but, unfortunately, is
not incentive compatible. (Recent papers present randomized incentive-compatible approximation
mechanisms with the same approximation ratio [91, 48].) We then compare the power of demand
queries to several natural or well-studied types of queries, and show how we can simulate such
queries using demand queries. Finally, we formally prove a fact that was pointed out in [117]
that a polynomial number of demand queries enables solving the linear-programming relaxation of
the winner determination problem in combinatorial auctions. This is a surprising fact, since such
linear programs have an exponential number of variables and the “oracle” that is required by the
algorithm turns out to be exactly a demand query. This result has been extensively used recently
for the design of algorithms for combinatorial auctions (e.g.,[47, 58, 59, 91, 50]).

1.3 Presentation and Prerequisites

1.3.1 Prerequisites

This dissertation is self contained and should be accessible for computer scientists, economists and
researchers in related fields. In particular, the presentation does not require previous knowledge
in game theory or mechanism design, for which a detailed survey is given in Chapter 2. Previous
knowledge of game theory may shed more light on the context of the results in this thesis, and the
reader is referred to [118, 61] for background on game theory. The reader should be familiar, at least
at the concept level, with elementary notions in theory of computing, like basic asymptotic analysis
of functions (see, e.g., [35]), NP-completeness (e.g., [120]) and Linear programming (e.g., [80]). I
made an effort to make this dissertation comfortable to all relevant audiences, and thus I tried to
avoid the usage of terms with double meaning, especially in computer science and economics (like
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“efficiency”, “competitive”,”non determinism” etc.). I apologize for all the places in the text that
I missed, and where such terms could be ambiguously interpreted.

1.3.2 Structure of Thesis

Chapter 2 surveys existing results in mechanisms design; it begins in Section 2.1 with a description
of the foundations of mechanism design in a general setting, and then lists main results in auction
theory, starting from single-item auctions (Section 2.2) and then discussing multi-item (“combina-
torial”) auctions (Section 2.3) with an emphasis on iterative combinatorial auctions. This survey
on mechanism design does not attempt to cover all the vast literature in this field, but rather tries
to draw the background for the work presented in this thesis. For more details on mechanism design
and auction theory see, e.g., [98, 84, 118, 79, 115].

The body of this dissertation divides into two parts. The first part concerns mechanism-design
settings where the number of actions (or the “amount of communication”) is restricted for each
player. We first give a comprehensive study of such restrictions on single-item auctions in Chapter
3, and a more general setting is discussed in Chapter 4. In the second part of the dissertation
we systematically study the power of different natural families of iterative combinatorial auctions.
Chapter 5 measures the quality of the information that can be elicited by ascending-price auctions,
and Chapter 6 further studies ascending auctions, taking into account additional factors like in-
centives issues. Chapter 7 considers iterative price-based auctions whose prices are not necessarily
ascending. Finally, some conclusions are given in Chapter 8.

All the chapters are self contained, and can be accessed separately (except for Chapter 6 that
uses definitions from Chapter 5).

1.3.3 Bibliographic Notes

Chapter 3 is based on joint work with Noam Nisan and Ilya Segal [26, 30, 31]. Chapter 4 contains
joint work with Michal Feldman [25]. Chapter 5 is joint work with Noam Nisan that appeared in
[28, 29], and Chapter 6 is also joint work with Noam Nisan that partially appeared in [28] and is
partially unpublished. Finally, Chapter 7 is joint work with Noam Nisan that appeared in [27].
Other work that I have done and published during my PhD studies includes papers with Moshe
Babaioff [9, 10] and with Shahar Dobzinski [23].



Chapter 2

Preliminaries: Mechanism Design

Mechanism Design is a sub-field of game theory that studies how to design decision rules that
aggregate the information held by multiple parties in environments where the players’ private in-
formation and private actions are not publicly observable. In the absence of the input to the
decision rule, and since the parties are self-interested, one has to design mechanisms that elicit the
information from the participants by motivating them to follow the “rules” of the mechanism. The
designed mechanism forms a game, and the players in this game are expected to act rationally in
order to maximize their own benefit. If the mechanism designer can somehow predict the behavior
of the players in the game, then it may be able to choose the mechanism that optimizes the collec-
tive objective function. Auctions are probably the most notable application of mechanism-design
theory, and parts of the classic auction theory and some more recent results, both in economics
and computer science, will be surveyed in Sections 2.2 and 2.3. Among the other applications of
mechanism design we mention the design of voting systems, allocating public goods and contract
theory.

2.1 Classic Mechanism Design

The mechanism-design literature is divided into two main sub-disciplines: with or without money.
Mechanism without money refers to environments where the players preferences can take unre-
stricted forms. These preferences are usually represented by some orderings on the set of possible
outcomes, rather than a quantitative measure of the players’ payoffs. Such models are used, for in-
stance, for modeling different voting environments - when protocols are needed for aggregating the
preferences of the participants. Unfortunately, strong negative results are known for such models,
showing that the concept of aggregation is not well defined (e.g., the Condorcet Paradox), that only
trivial aggregation methods possess basic requirements (Arrow’s impossibility theorem [2]), and that
all mechanisms, except trivial ones, can be manipulated by the players (the Gibbard-Satterthwaite
Theorem [63, 140]).

This thesis concentrates on “quasi-linear” environments where we have some special type of
commodity — “money” — that has a constant marginal utility for all players, and that performs
as medium for exchanging utilities between players. Such environments actually assume that the
players have unlimited budgets, and ignore any “income effect” of trades (i.e., changes in the
preferences of players as a consequence of changes in the total amount of money they can spend).
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2.1.1 Mechanisms, Strategies and Equilibria

A mechanism is a game with incomplete information among a set of players N, where each player
holds a privately known type 6; drawn from the set ©;. The social planner that designs the
mechanism needs to choose an alternative from a set of alternatives denoted by A. Each player
i has some benefit from each chosen alternative A € A, that may depend on his type: v;(6;, A).!
The social planner cannot observe the types of the players, and he receives information on these
types from the players’ actions.

Definition 2.1. A mechanism is composed of:
e A, — a set of possible actions for each player.

e a: xi' A, — A — a decision function that outputs an alternative according to the players’
actions.

o p: x' A — R" — a payment scheme that defines the payment for the players according to
their actions (p;(-) denotes the payment for player i).

The rules of the mechanisms are common knowledge, and each player observes these rules and
decide about a strategy. The strategy of each player decides how the player selects his action for
every possible type, i.e., it is a function s; : ©; — A;. The utility of a player from the mechanism,
when the players use the strategies si, ..., sn, is quasi-linear:

uZ(GZ, Sy eeey Sn) = V; («9@, a(31(91), ceny Sn(en))) — pi(sl(ﬁl), veey Sn(en))

In Bayesian models, where the types are drawn from a commonly known distribution, the utility
u; (01,81, ..., sp) for player ¢ will denote player i’s expected utility over the types of the other players.

A strategy is a dominant strategy, if it is the best plan for determining the actions in the
mechanism, regardless of the behavior of the other players. We use a standard notation to denote
a vector when one item is excluded. For example, we denote the strategies of all the players except

player i (81,..., 81, Si41, - n) by 5.

Definition 2.2. A strategy s; is dominant? in a mechanism if for every profile of strategies of the
other players s_; and every other strategy s, we have, w;(0;, si, s—;) > u;(0;, s}, s—;).

A key solution concept in the mechanism-design literature is the dominant-strategy equilibrium.

Definition 2.3. The profile of strategies s1, ..., S, s a dominant-strategy equilibrium, if for every
player i, the strategy s; is a dominant strategy.

When a dominant-strategy equilibrium exists, it is indeed reasonable to expect bidders to play
according to it. This is a strong equilibrium concept that does not assume any statistical prior
distributions, and requires no coordination among the players nor assumptions of one player on the
information held by the others. The prominent caveats of this equilibrium is that it does not exist

In more general models the values of the players may also depend on the types of the other players (“inter-
dependent types”). We will not treat such models in this dissertation (except an implicit treatment in Chapter
4).

2This notion is often called in the literature a weakly dominant strategy, since it is defined by weak inequalities.
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in many settings, and that it may lead to socially-inefficient outcomes (the “Prisoners Dilemma”
is one well-known example).

The following important solution concept appears in environments where the types of the players
are distributed by a joint distribution function f which is known both to the auctioneer and to the
players. In a Bayesian-Nash equilibrium, no player has a profitable deviation from his strategy,
assuming that the other players are not deviating as well.

Definition 2.4. A strategy s; is a best response for player i to the profile of strategies s_;, if no
other strategy can strictly increase the (expected) payoff of player i, i.e., for any other strategy s,
we have u;(6;, i, 5-;) > u;(0;, s}, 5_;).

A profile of strategies (s1, ..., Sn) is called a Bayesian-Nash Equilibrium if for every player i, the
strateqy s; is a best response to s_;.

One can think of Bayesian-Nash equilibria as Nash equilibria ([110]) where the possible actions
for the players are actually functions — their strategies. Definition 2.4 defines a “pure” Nash
equilibrium, in the since that the players are not allowed to randomize over strategies. Note that
even if we allowed “mixed” strategies, Bayesian-Nash equilibria do not necessarily exist in general,
since the action space and the payoff space must satisfy some convexity assumptions. More details
can be found, e.g., in [98].

2.1.2 Implementation

The mechanism aims to satisfy a “collective” decision that depends on the types of the players — a
social-choice function

Definition 2.5. A social-choice function is a function c: ©1 X ... X O, — A.

If a mechanism always outputs, in equilibrium, the same alternative as specified in some social-
choice function ¢, we say that this mechanism “implements” ¢. The “quality” of the implementation
depends on the type of equilibrium by which ¢ is implemented. This dissertation will focus on two
types of implementation: dominant-strategy implementation and Bayesian-Nash implementation.

Definition 2.6. Let M = ({A;}ien,a(:),p(+)) be a mechanism and let ¢ be a social-choice function.
We say the M implements ¢ with dominant strategies (resp. Bayesian-Nash equilibrium) if there
exists a dominant-strategy equilibrium (resp. Bayesian-Nash equilibrium) (s1, ..., Sn) such that the
decisions of the mechanism are always compatible with c, that is, for every 8 € ©1 X ... X O,

a(s1(01), ..., sn(0n)) = (01, ...,0,)

One important well-studied social-choice function is the one that maximizes the social welfare.
The welfare-maximizing social-choice function chooses, for every profile of types, the alternative A
that maximizes the total value gained by the players, i.e., c(6) € argmazpea Y ;—, vi(B,0). Intu-
itively, the social welfare measures how “content” is the whole society from choosing the alternative
A. This function is not sensitive, for example, to whether the division of the welfare is “fair” among
the players, or to the number of players the receive positive values. The alternative that maximizes
the social welfare is often called the socially-efficient outcome, or the Pareto-efficient outcome or
simply the efficient outcome.

One desired property from any equilibrium is that no player is forced to participate in the game.
This property is known as individual rationality. A profile of strategies in a mechanism is said to
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hold interim individual rationality if the strategy of each player, after observing his type, gains
him an higher expected utility than his utility from not participating in the game. A profile of
strategies is ex-post individually-rational, if for every player, and for every type of this player, the
player always gains a higher utility than his non-participation utility, regardless of the behavior of
the other players.

2.1.3 The Revelation Principle and Truthfulness

The “holy grail” of mechanism-design theory is to design mechanisms that achieve good results in
an equilibrium — incentive-compatible mechanisms. One key observation is that the attention can be
restricted to truthful mechanisms, where the action space of the players is their type space (“direct-
revelation” mechanisms) and reporting the true values is an equilibrium strategy. Truthfulness can
be defined for Bayesian-Nash equilibria, for the stronger concept of dominant strategies or for other
equilibrium concepts.

Definition 2.7. A direct-revelation mechanism is called truthful in dominant strategies (resp.
Bayesian-Nash equilibrium), if reporting the true types is a dominant strategy (resp. Bayesian-
Nash equilibrium) for every player.

Proposition 2.1. (The Revelation Principle) Consider a mechanism where all the players act
simultaneously, and that implements some social-choice function c in dominant strategies (resp.
Bayesian-Nash equilibrium), then there exists a truthful mechanism that implements ¢ in dominant
strategies (resp. Bayesian-Nash equilibrium,).

The revelation principle is based on an easy observation: if the players can apply transfor-
mations on their types and send the result to the mechanism, then we should be able to design
a mechanism where the players report their actual types and the same transformations are per-
formed inside the mechanism. Given that a deviation from the equilibrium was not profitable in
the original mechanism, it would clearly not be profitable in the direct-revelation mechanism since
both mechanisms implement the same social-choice function.

This principle is fundamental in Mechanism-design theory, and appeared in various sorts in
[108, 66, 42, 63, 109]. One of the main themes of this dissertation is that in many settings we
cannot apply the revelation principle. In such settings, there are some exogenous restrictions on
the mechanism that preclude the usage of the type space as an action space. Most of this dissertation
tries to overcome situations where this principle does not hold, and tries to characterize indirect
mechanisms that achieve good results.

2.1.4 VCG Mechanisms

The main positive result in Mechanism Design claims that welfare-maximizing social choice func-
tions can always be implemented in dominant strategies. This can be done using the celebrated
family of VCG mechanisms due to Vickrey, Clarke and Groves ([147, 34, 67]). Such mechanism
use a clever payment scheme for which the objective function of each player coincides with the
social-welfare function, and therefore, any deviation from truthfulness may decrease both the social
welfare and the player’s utility.

Definition 2.8. A VCG mechanism is a direct-revelation mechanism that, for every profile of
reported types 01, ..., 0, outputs:

13



1. A socially-efficient alternative A*, i.e., A* € argmaxpea Y iy vi(0i, B).

2. The following payment for each player i:

pi(0) = = 0i(0;, A*) + hi(0-;) (2.1)
i#]

where h(-) may be any function that is independent of 0;.

Definition 2.8 leaves one degree of freedom that concerns the functions h;. One well-known
payment rule, known as the Clarke tax or the Clarke pivot rule, suggests using the following h;’s:

hi(0—;) = i(0i, A
(6-4) glg;g;v( )

That is, h;(0_;) is the maximal welfare achievable when player i does not participate in the game.
This payment rule, together with Equation 2.1, results in an intuitive meaning to the VCG payment
scheme: each player pays the loss to the “society” that is incurred by his participation in the
mechanism. Using the Clarke pivot rule, the VCG mechanism also satisfies two desirable properties:
individual rationality (see above) and “no positive transfers” — that the payments are always non-
negative (no player is paid for participating).

This strong result raises the question whether we can implement in dominant strategies social-
choice functions that are not welfare maximizing. This question if of great interest in computer-
science settings, where the optimal result is often computationally hard, and therefore only an
approximate solution can be reached in practice, and some other objective functions exist that
are not “economically-oriented”, e.g., minimizing the “makespan” in scheduling systems. Unfortu-
nately, the VCG scheme no longer implies incentive compatibility for social-choice functions that
are not welfare maximizing ([116]), and no other general scheme is known that ensures truthful im-
plementation. In fact, a result by Roberts [127] proves that in settings where the type space of the
bidders is unrestricted, only welfare maximization or a weighted variant of it (“affine maximizers”)
can be implemented in dominant strategies. Realistic environments usually have a restricted type
space, and several recent results characterized conditions for dominant-strategy implementability
in settings with restricted preferences (e.g., [89, 68, 17, 134]). If the type space is further restricted
such that the type of each player is one-dimensional (e.g., a number drawn from some real inter-
val), then there are various examples for other social-choice functions that can be implemented
and the characterization of such functions is well understood (implementation in one-dimensional
domains will be treated in details in Section 2.2 and in Chapters 4 and 3). In the range between
one-dimensional types and unrestricted types, the set of implementable social-choice functions is
still unclear. Examples for non-trivial incentive-compatible mechanisms that do not use the VCG
scheme are very rare (see, e.g., [12]).

2.2 Single-Item Auctions

An auction for a single item is probably the most studied model in mechanism design. It is a
well-defined, “clean” model that enabled the researchers to develop the most fascinating results in
this area. In Section 4, we will generalize the framework and discuss general mechanism-design
environments with one-dimensional private values.
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A seller wishes to sell a single indivisible item among a set N of n bidders. The type of each
player is its monetary benefit from receiving the item, and will be called the bidder’s value and it
is denoted by the real number v;.

Most of the literature on auctions centers on the following two social criteria for the auctioneer:
(1) Social efficiency (or social welfare) maximization - allocate the item to the bidder with the high-
est value. (2) Revenue maximization - maximize the (expected) payments to the auctioneer. The
problems of characterizing the socially-efficient and the revenue-maximizing auctions are essentially
solved, and the elegant solutions to the two problems are surveyed below.

2.2.1 Socially-Efficient Auctions

We say that an auction is socially efficient if there is a Bayesian-Nash equilibrium in this auction
that always allocates the item to the player with the true highest value. It turns out that social
efficiency can even be accomplished with dominant-strategy equilibrium, as we saw in the previous
section that welfare maximization can always be truthfully implemented by using the VCG scheme.
Applying the VCG framework to single-item auctions results in the well known Vickrey auction, or
the second-price auction:

Definition 2.9. In a second-price auction all the bidders simultaneously report their real-number
bids, and the bidder with the highest bid wins, and pay the second-highest bid. All the other bidders
pay zero.

Theorem 2.1. ([147]) The second-price auction is socially efficient, truthful in dominant strategies
and ex-post individually rational.

Another well-studied auction is the first-price auction, where the bidder with the highest bid
wins and pays exactly his bid. It is easy to see that the first-price auction is not truthful: a winning
bidder has the incentive to lower his bid in order to decrease his payment. However, it turns out
that the first-price auction is socially-efficient when we consider a Bayesian model.

Assume that each value v; is independently distributed over real interval [a, b]. according to the
(cumulative) distribution function Fj, and assume that a corresponding density function f; exists
for every bidder 4. In this case, first-price auctions admit an efficient Bayesian-Nash equilibrium:

Theorem 2.2. First price auctions are socially-efficient, Bayesian-Nash incentive compatible and
ex-post individually rational. When all the values are distributed by the same distribution function
F, the equilibrium strategy of each bidder is

f;F(x)"flda:
s(v) =v— T FapT

For example, when the bidders’ values are distributed uniformly on [0, 1], then bidding according
to the strategy s(v) = ”7717) is a Bayesian-Nash equilibrium.

Most people are more familiar with the iterative versions of first- and second-price auctions.
The English auction starts with a zero price which is raised until only a single bidder demands the
item, and the item is allocated to this bidder at the final price. In the private-value model, this
auction is equivalent to a second price auction. The Dutch auction starts with a very high price
that decreases until some bidder demands the item. This bidder wins the item and pays the final

price. Dutch auctions are equivalent to first-price auctions.?

3Notice that in more complicated information models, where the valuation of a bidder may be influenced by
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2.2.2 Revenue-Maximizing Auctions

Second price auctions and first price auctions do not necessarily maximize the seller’s revenue
in single-item auctions. We first define revenue-maximizing auctions (known in the literature as
optimal auctions. It is clear that the optimal revenue should be achieved in an equilibrium, and we
will consider all the results that can be obtained in Bayesian-Nash equilibria. This definition must
also take into account individual-rationality constraints, otherwise, for example, we can charge each
bidder any amount of money.

Definition 2.10. An auction achieves a revenue x if there is an interim individually-rational
Bayesian-Nash equilibrium in this auction that obtains an expected revenue of x. An auction
achieves maximal revenue, if it achieves the highest revenue over all auctions.

A seminal paper by Myerson [108] contains a neat characterization of revenue-maximizing auc-
tions: for maximizing the revenue, the item should always be handed to the bidder with the highest
virtual valuation:

Definition 2.11. ([108]) When the bidder’s value is distributed according to a probability den-
sity function f and a cumulative function F, the following function is called the bidder’s virtual
valuation:

_1-F(v)
f(v)

In this model, it is convenient to consider the seller as one of the player whose virtual valuation
is constant and equals to his reservation value for the item. The virtual surplus is therefore defined
as the virtual value of the player that receives the item (which may also be the seller, if he does not
allocate the item). For example, when the bidders valuations are distributed uniformly on [0, 1], a
bidder with a valuation v has a virtual valuation of v(v) = 2v — 1. Therefore, if we had 2 bidders
with values of 1/4 and 3/4, then the “virtual” world would have 3 players with values of -0.5, 0.5
and 0 (assuming that the item is worth 0 to the seller). Note that if all the players had negative
virtual valuations (that is, a value smaller than 0.5), then the seller would keep the item, actually
implying a reservation price of 0.5 in the auction.

Myerson observed the surprising fact that, in equilibrium, the expected virtual surplus equals
the expected revenue.

v(v) =wv

Theorem 2.3. (/108]) Consider a normalized model where losing bidders pay their lowest valuation
(a). Let h be a direct-revelation mechanism, which is Bayesian-Nash incentive-compatible and
interim individually rational. Then, the expected revenue in h equals the expected virtual surplus.

The characterization of revenue maximizing auctions is immediately implied by the theorem
above — the item should be allocated to the player (the bidder or the seller) with the highest
virtual valuation. It follows that revenue maximization can be reduced to the well-understood
welfare-maximization problem by replacing the bidders’ values with their virtual values.

One important issue that should be addresses, is whether allocating the item to the player with
the highest virtual valuation will result in an equilibrium. It turns out that if the virtual functions

the values of the other bidders, the participants in English auctions gain information that is not available to them
in second-price sealed bid auctions and therefore these auctions are no more equivalent. The equivalence between
first-price auctions and Dutch auctions is maintained even in such models since no new information is revealed until
the winner is announced.

16



are strictly increasing functions of the bidders’ values, then this allocation rule can be implemented
in dominant strategies. This is because the “regularity” condition implies that the auction has
a monotone allocation: when a bidder increases her bid, she cannot turn from a winner into a
loser. This monotonicity property is central in the analysis of dominant-strategy implementation
for one-dimensional domains, and will be further discussed in Section 4.

Definition 2.12. ([108]) A probability density function f and its cumulative function F are called

regular, if the virtual valuation v(v) = v — l}f;()”) is monotone, strictly increasing function of v.

Theorem 2.4. When the values of the players are distributed by the same reqular function, then
maximizing the virtual surplus (and thus, maximizing the expected revenue) can be implemented in
dominant strategies.

One corollary is that when the values are symmetrically distributed with a regular distribution,
the second-price action also maximizes the expected revenue.

Finally, Theorem 2.3 also implies one of the most remarkable results of mechanism design - the
revenue equivalence theorem. Since the virtual valuation depends only on the allocation decisions
in the auction, and not on the auction’s payment scheme, it follows that the revenue in auctions is
also solely determined by the allocation decisions in the mechanism. Therefore, two auctions that
always allocate the item to the same bidder will necessarily have, in equilibrium, the same expected
seller’s revenue! For example, second-price auctions and first-price auctions will have the same
expected revenue: the first achieves the revenue in a dominant-strategy truthful equilibrium, and
the latter is achieved in a Bayesian-Nash equilibrium where bidders bid a fraction of their value,
e.g., ~=gv; for the uniform distribution. The intuition here is that people will adjust their behavior
according to the rules of the mechanism: they will report lower bids when the auctioneer charges
them with “higher” payments.

Definition 2.13. (The Revenue Equivalence Theorem) Consider an auction model where the
bidders values are independently drawn from always positive density functions f;. If two auctions
have Bayesian-Nash equilibria that have the same allocation decision for each profile of values, and
where losing players pay their lowest possible value, then the two auctions have the same expected
revenue.

2.3 Combinatorial Auctions

The combinatorial auction setting is formalized as follows: there is a set of m indivisible items that
are concurrently auctioned among n bidders. For the rest of this chapter we will use n and m in this
way. The combinatorial character of the auction comes from the fact that bidders have preferences
regarding subsets — bundles — of items. Formally, every bidder ¢ has a valuation function v; that
describes his preferences in monetary terms:

Definition 2.14. A wvaluation v is a real-valued function that for each subset S of items, v(S)
gives the value that bidder i obtains if he receives this bundle of items. A valuation must have “free
disposal”, i.e., be monotone: for S C T we have that v(S) < v(T), and it should be “normalized”:

v(0) = 0.

The whole point of defining a valuation function is that the value of a bundle of items need not
be equal to the sum of the values of the items in it. Specifically for sets S and T, SNT = (), we say
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that S and T are complements to each other (in v) if v(SUT) > v(S)+v(T), and we say that S and
T are substitutes if v(SUT) < v(S)+ v(T). Note that implicit in this definition is the assumption
that there are “no externalities”, i.e. a bidder only cares about the item that he receives and not
about how the other items are allocated among the other bidders.

Definition 2.15. An allocation of the items among the bidders is Sy...S, where S; N S; =0 for
every i # j. The social welfare obtained by an allocation is y_, vi(S;). A socially-efficient allocation
is an allocation with mazimum social welfare among all allocations.

In our usual setting the valuation function v; of bidder ¢ is private information — unknown to the
auctioneer or to the other bidders. Our usual goal will be to design a mechanism that will find the
socially optimal allocation. What we really desire is a mechanism where this is found in equilibrium,
but we will also consider the partial goal of just finding the optimal allocation regardless of strategic
behavior of the bidders. One may certainly also attempt designing combinatorial auctions that
maximize the auctioneer’s revenue, but much less is known about this goal.

Combinatorial auctions are an abstraction of the allocation problem that occurs in many real-
life applications. “Spectrum auctions”, held world wide and, in particular, in the united states,
received most attention (see, e.g., [56, 40, 41]). Generally speaking, in such auctions, bidders
desire licenses covering the geographic area that they wish to operate in, with sufficient bandwidth.
Most of the spectrum auctions held so far escaped the full complexity of combinatorial nature
of the auction, by essentially holding a separate auction for each item (but usually in a clever
simultaneous way). In such a format, bidders could not fully express their preferences, thus leading,
presumably, to sub-optimal allocation of the licenses. In the case of FCC auctions, it has thus been
decided to move to a format that will allow “combinatorial bidding”, but the details are still under
debate. Another common application area is in transportation. In this setting the auction is
often “reversed” — a procurement auction — where the auctioneer needs to buy the set of items
from many bidding suppliers. A common scenario is a company that needs to buy transportation
services for a large number of “routes” from various transportation providers (e.g. trucking or
shipping companies). Nice surveys on industrial applications of combinatorial auctions can be
found in [135, 16]. Several commercial companies are operating complex combinatorial auctions
for transportation services, and commonly report savings of many millions of dollars. As a final
example, we wish to mention auctions for paths between two specified nodes in networks. The items
sold are the edges of the network, and the players have the different connection requests between
nodes. This example demonstrates how various types of problems can be viewed as special cases
of combinatorial auctions.

This section covers the topics in combinatorial auctions that are relvenant for the content of
this dissertation and centers on theoretical results. The reader is referred to the recent surveys
[103, 37, 114] that present a comprehensive treatment of various aspects of combinatorial auctions.

2.3.1 Computational Hardness and Communication Complexity

There are multiple difficulties that we need to address:

e Computational complexity — the allocation problem is computationally hard (NP-complete)
even for simple special cases. How do we handle this?

e Representation and Communication — Specifying a valuation in a combinatorial auction of
m items, requires providing a value for each of the possible 2™ — 1 non-empty subsets. How
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can we even represent such valuations? A naive representation would thus require 2™ —
1 real numbers to represent each possible bid. It is clear that this would be completely
impractical for more than about two or three dozen items. The computational complexity
can be effectively handled for much larger auctions, and thus the representation problem
seems to be the bottleneck in practice.

e Strategies — How can we analyze the strategic behavior of the bidders? Can we design for
such strategic behavior?

The combination of these difficulties, and the subtle interplay between them is what gives this
problem its generic flavor, in some sense encompassing many of the issues found in algorithmic
mechanism design in general.

The algorithmic problem of computing the optimal welfare is NP-complete even for bidders
with very simple valuation functions that only desire a single bundle of items (“single-minded”
bidders). Even achieving a better approximation than m2~¢ is NP-hard Jfor every € > 0 [136].
The hardness of approximation is based on the hardness of approximation of clique size of [73],
with the strong version as stated appearing in [151]. This hardness results is tight fo single-
minded bidders, where a simple greedy algorithm achieves an O(y/m) approximation; The /m
lower bound is tight also for general valuations, as we show in this dissertation (Chapter 7) an
v/m-approximation algorithm. This algorithm is deterministic but not incentive-compatible; but
later work described randomized algorithms that matches this lower bound for general valuation
with incentive-compatible mechanisms [91, 48].

For general valuation, one may attempt to overcome the communication problem by designing
iterative mechanisms that allow partial revelation of the bidders preferences. A strong result by
Nisan and Segal [117] shows that obtaining the optimal solution for the winner determination prob-
lem, or even any approximation better than min{n, mae requires the transmission of exponential
number of bits of information. This holds even when all the bidders’ values are either 0 or 1.

One possible solution for the computational and the commincation problems is focusing on
restricted classes of valuations. Indeed, for some sub classes of valuations the optimal allocation
can be computed in polynomial time. One prominent example is the case of “susbtitute valuations”
(see definition later in this section), where the integrality gap of the linear programming relaxation
of this problem is proved to be zero [18] and therefore the optimal solution can be found using
the Ellipsoid method (see [80]). Approximation algorithm are also known for the specific classes
of submodular and subadditive valuations (e.g., [47, 59]). A multitude of algorithms, auctions and
heuristics that either work under reasonbale assumption or work well in practice appear in the
recent surveys on the winner determination problem [94, 107, 137].

Bidding Languages

This subsection concerns the issue of the representation of bids in combinatorial auctions. Namely,
we are looking for direct representations of valuations that will allow bidders to simply encode their
valuation and send it to the auctioneer. The reader is referred to [113] for a comprehensive survey
on bidding languages for combinatorial auctions.

When attempting to choose or design a bidding language we are faced with the same types of
trade-offs common to all language design tasks: exrpressiveness vs. simplicity. On one hand we
would like our language to express important valuations well, and on the other hand we would like
it to be as simple as possible. One would expect the goals of expressiveness and simplicity to be
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relatively conflicting, as the more expressive a language is, the harder it becomes to handle it. A
well chosen bidding language should aim to strike a good balance between these two goals.

The common bidding languages construct their bids from combinations of simple atomic bids.
The usual atoms in such schemes are the “single-minded bids”: (.S, p) meaning an offer of p monetary
units for the bundle S of items. Formally, the valuation represented by (.5, p) is one where v(7T") = p
for every T' 2 S, and v(T) = 0 for all other T. Intuitively, bids can be combined by simply
offering them together using two possible semantics. One considers the bids as totally independent,
allowing and subset of them to be fulfilled (“OR bids”), and the other considers them to be mutually
exclusive and allows only one of them to be filled (“XOR bids”).

An OR bid is composed from an arbitrary number of atomic bids, i.e., a collection of pairs
(Si, pi), where each S; is a subset of the items, and p; is the maximum price that he is willing to
pay for that subset. Implicit here is that he is willing to obtain any number of disjoint atomic bids
for the sum of their respective prices. Thus, an OR bid is equivalent to a set of separate atomic
bids from different bidders. More formally, for a valuation v = (S1,p1) OR...OR (Sk, px), the value
of v(9) is defined to be the maximum over all possible valid collections W, of the value of } 1 pi,
where W is valid if for all i # j € W, S; NS; = 0.

A XOR bid ([136]) contains an arbitrary number of pairs (S;,p;), where S; is a subset of
the items, and p; is the maximum price that he is willing to pay for that subset. Implicit here
is that he is willing to obtain at most one of these bids. More formally, for a valuation v =
(S1,p1) XOR...XOR (S, pr), the value of v(S) is defined to be maz; g,cs pi (we may also use the
sign @ instead of “XOR").

The size of a bid denotes the number of atomic bids in it. The following propositions (due to
Nisan [111]) provide some intuition about the representational power of OR bids and of XOR bids:

Proposition 2.2 ([111]). XOR bids can represent all valuations. OR bids can represent all bids
that don’t have any substitutabilities, i.e., those where for all SNT =0, v(SUT) > v(S) +v(T),
and only them.

Proposition 2.3 ([111]). A valuation is called “additive” if v(S) = > ;cq v({j}) for all S. A
valuation is called “unit demand” if v(S) = maxjes v({j}) for all S.

o Any additive valuation can be represented by OR bids of size m but requires XOR bids of size
2™ — 1 (as long as all items j get positive value).

o Any unit-demand valuation can be represented by a XOR bid of size m, but no unit-demand
valuation can be represented at all by an OR bid (except trivial ones that only give positive
value to a single item).

The Query Model

The last subsection presented ways of encoding valuations in bidding languages as to enable the
bidders to directly send their valuation to the bidder. In this subsection, and in the next subsection,
we consider indirect ways of sending information about the valuation: iterative auctions. In these,
the auction protocol repeatedly interacts with the different bidders, aiming to adaptively elicit
enough information about the bidders’ preferences as to be able to find a good (optimal or close to
optimal) allocation. The idea is that the adaptivity of the interaction with the bidders may allow
pinpointing the information that is relevant to the current auction and not requiring full disclosure
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of bidders’ valuations. This may not only reduce the amount of information transferred and all
associated complexities, but also to preserve some privacy about the valuations, only disclosing the
information that is really required.

Such iterative auctions can be modeled by considering the bidders as “black-boxes”, represented
by oracles, where the auctioneer repeatedly queries these oracles. In such models, we should specify
the types of queries that are allowed by the auctioneer. The auctioneer would be required to be
computationally efficient in two senses: the number of queries made to the bidders and the internal
computations. Efficiency would mean polynomial running time in m (the number of items) even
though each valuation is represented by 2 numbers. The running time should also be polynomial
in n (the number of bidders), and in the number of bits of precision of the real numbers involved
in the valuations.

Our first step is to define the types of queries which we allow our auctioneer to make to the
bidders. Probably the most straightforward query one could imagine is where a bidder reports his
value for a specific bundle:

Value query: The auctioneer presents a bundle S, the bidder reports his value v(S) for this bundle.

It turns out that value queries are pretty weak and are not expressive enough in many settings.
Another natural and widely-used type of queries is the demand query, in which a set of prices is
presented to the bidder, and the bidder responds with his most valuable bundle under the published
prices.

Demand query (with item prices4): The auctioneer presents a vector of item prices pi...pm;
the bidder reports a bundle in his demand set under these prices, i.e., some set S that maximizes
v(S) = Xics Pi-

Both value queries and demand queries were extensively studied in the recent literature. A
systematic analsyis of such queries, and comparing them to other natural types of queries is given
in Section 7 if this thesis (and was published in [27]). Among other results, Section 7 shows that
value queries are signifcantly weaker than demand queries, and one cannot approximate the optimal
social welfare to a better ratio than O(\/%gm) using a polynomial number of value queries. Yet,
several positive results use value queries. For instance, a 2-approximation to the social welfare can
be achieved for submodular valuations [93], and they can help to efficiently eliciting the preferences
in restricted, but natural, settings [139, 150].

Demand queries are widely used in practice, mainly in the framework of ascending-price auctions
(see below). As shown in Section 7, they allow to efficiently solve the linear-programming relaxation
of the winner determination problem; several recent algorithms use this fact [91, 47, 50, 59]. More
work on the power and limitations of demand queries appears in [12, 21, 117], and relations to
machine-learning theory can be found in [21, 87] and in the references within.

2.3.2 Ascending Combinatorial Auctions

This section concerns a large class of combinatorial auction designs which contains the vast majority
of implemented or suggested ones: ascending auctions. These are a subclass of iterative auctions
with demand queries in which the prices can only increase. I.e., in this class of auctions, the
auctioneer publishes prices, initially set to zero (or some other minimum prices), and the bidders

“In this section we consider demand queries where the auctioneer presents item prices, and the price of a bundle
is the sum of the prices of the items it contains. In Section 2.3.2, we also consider demand queries where a different
price per each bundle is allowed.
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An Item-Price Ascending Auction for Substitutes Valuations:

Initialization:
For every item j € M, set p; < 0, and let Sy < M and for every i # 1 let S; < 0.
Repeat:
For each bidder i, let D; be an e-demand at prices p1...p, relative to .S; that contains S;.
If for all 4, S; = D; exit the loop; else, find i with S; # D; and update:
e For every item j € D; \ S;, set p; < pj + €
e S; < D; and for every bidder k # i, Sy, < S \ D;
Finally: Output the allocation 51, ..., S,.

Figure 2.1: A socially-efficient ascending auction for substitutes bidders.

repeatedly respond to the current prices by bidding on their most desired bundle of goods under
the current prices. The auctioneer then repeatedly updates the prices by increasing some of them
in some manner, until a level of prices is reached where the auctioneer can declare an allocation.
(Intuitively, prices related to over-demanded items are increased until the demand equals supply.)
There are several reasons for the popularity of ascending auctions, including their intuitiveness, the
fact that private information is only partially revealed, that it is clear that they will terminate, and
that they may increase the seller’s revenue in some settings (see, e.g., [38]).

We will center on two representative families of ascending auctions. One auction uses a simple
price scheme (item prices), and guarantees economic efficiency for a restricted class of bidder
valuations. This discussion is based on the work of [82, 45, 70]. The second family, based on
[124, 4], is socially efficient for every profile of valuations, but uses a more complex pricing scheme
- prices for bundles — extending the demand queries defined earlier.

Definition 2.16. (Item/Bundle prices) An auction uses item prices (or linear prices), if, at
each stage, the auctioneer presents a price p; for each item j, and the price of every set S is
additive: p(S) =3 ;c5pj. We say that an auction uses bundle prices (or non-linear prices) if each
bundle S may have a different price p(S) (and we allow having a bundle S where p(S) # Ejes Pj)-

Ascending Item-price Auctions

Figure 2.1 describes an auction that is very natural from an economic point of view: increase
prices until supply equals demand. The auction starts with zero item prices, iteratively collects
the demands of the bidders at current prices, and increases the prices of over-demanded items by
€. Intuitively, when no item is demanded by more than a single bidder we are close to a Walrasian
equilibrium which is socially optimal.

Of course, we know that a Walrasian equilibrium does not always exist in a combinatorial
auction, so this can not always be true. The problem is that it does not suffice that the auction
terminates when no item is over-demanded, since a Walrasian equilibrium requires that no item is
under-demanded. Unfortunately, this may indeed happen: increasing the price of one item may
reduce the demand for another item that is complementary to it, in this case it will not be possible
to find a (near)-demand set D; that contains the current set of items S;. The following definition
captures a class of valuations in which this cannot happen.

Definition 2.17. A valuation v; satisfies the substitutes (or gross-substitutes) property if for every
pair of item-price vectors ¢ > P (coordinate-wise comparison), and for every D € D;(p), there
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exists a bundle A € D;(q’) such that for all j € D with p; = q; we have that also j € A.

Le., in a substitutes valuation, increasing the price of certain items can not reduce the demand
for items whose price has not changed. Simple sub-cases of substitutes valuations are additive
valuations, unit-demand valuations. With such valuations, the auction maintains the property that
every item is demanded by some bidder. The auction terminates when all the bidders receive their
demanded bundles, and consequently, the auction converges to a (nearly) Walrasian equilibrium.
We first formalize the notion of approximation that we use in the proof (and in the algorithm).

Definition 2.18. We say that D; is an e-demand of v; at prices pi...pm relative to an existing
bundle S;, if D; € D(p}...p},) where pl; = pj +¢€ for j & S; and p; = p; for j € S;. An allocation
S1...5, and a price vector py...pm are an €-Walrasian equilibrium if for each i, S; is an e-demand
of bidder i relative to itself.

Theorem 2.5. For bidders with substitutes valuations, the auction described in Figure 2.1 ends
with an e-Walrasian equilibrium. In particular, the allocation obtained is within ne from the opti-
mal social welfare. The total running time is polynomial in n, m and Vmaz/€, where Vyqy s the
mazimum valuation.

Proof. The theorem will follow from the following key claim:

Claim 2.1. At every stage of the auction, for every bidder i there indeed exists an e-demand D;
that contains S;.

First notice that this claim is certainly true at the beginning. Now lets see what an update step
for some bidder iy causes. Clearly for ig, S;, is an e-demand by definition. For i’s with S;N.S;, = 0)
only prices of items outside of it have been increased, so the demand is unchanged; S; is also
unchanged for such i’s, thus it is still contained in ¢’s e-demand. For other i’s we are exactly in a
situation that fits the definition of the substitutes property, as the prices of items in the new S;
have not been raised.

Once we have this claim, it is directly clear that all items are always demanded (at every stage
and for every 4, the items in S; will be contained in some S; at the subsequent stage). Since the
auction terminates only when all D; = S; we get an e-Walrasian equilibrium. The fact that an e-
Walrasian equilibrium is close to socially optimal is obtained just as in the proof of social-efficiency
of Walrasian equilibria (see, e.g., [69, 102]).

For the running time analysis it is clear that the price of each item can be raised at most
Umaz /€ times. Each stage is clearly polynomial time, except that we need to verify that we can find
the required D; (that contains ;) just with a demand query. This will be immediate when the
demand set contains only a single bundle. Otherwise, each bidder should break ties by reporting
an e-demand that contains \S;, and answer consistently (keep reporting the same bundle when the
price level is unchanged). O

It is useful to view this auction as implementing a primal-dual algorithm (see [75] for a survey
on primal-dual algorithms). The auction starts with a feasible solution to the dual linear program
(here, zero prices), and as long as the complementary-slackness conditions are unsatisfied proceeds
by improving the solution to the dual program (i.e., increasing prices of over-demanded items).

A corollary from Theorem 2.5 is that there always exists a Walrasian equilibrium for environ-
ments with substitutes bidders, and it can be revealed by a simple, feasible ascending auction. The
obvious question now is whether this can be obtained for wider classes of valuations. Unfortunately,
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the answer is negative: A Walrasian equilibrium does not necessarily exist for any wider class of
valuations (see, e.g., [69, 102]). [70] show that no item-price ascending auction can determine the
VCG prices, regardless of whether it reaches an equilibrium or not. [5] showed that the VCG prices
can be computed by n + 1 separate ascending trajectories of item prices.

The above results are obtained given that the bidders truthfully reveal their demand sets at
each stage. Is this a reasonable assumption? If the valuation functions exhibit complementarities,
then bidders will clearly have strong incentives not to report their true preferences in such auctions,
due to a problem known as the exposure problem: Bidders who bid for a complementary bundle
(e.g., a pair of shoes), are exposed to the risk that part of the bundle (the left shoe) may be taken
from them later, and they are left liable for the price of the rest of the bundle (the right shoe) that
is worthless for them.

However, even for substitutes preferences the incentive issues are not solved. The prices in
Walrasian equilibria are not necessarily VCG prices, and therefore truthful bidding is not an ex-post
equilibrium. The strategic weakness of Walrasian equilibria is that bidders may have the incentive
to demand smaller bundles of items ( “demand reduction”), in order to lower their payments (see
the discussion in [54, 6]). When we further restrict the class of substitutes valuations such that
each bidder desires at most one item (“unit-demand” valuations), then it is known that the auction
reaches the lowest possible Walrasian-equilibrium prices that are also VCG prices, and hence these
auctions are ex-post Nash incentive compatible ([96, 69]).

Ascending Bundle-price Auctions

We saw that a simple notion of a competitive equilibrium that uses item prices only exists under
very restrictive assumptions. We will now extend the concept of a competitive equilibrium and see
that such equilibria always exist and they can be reached by ascending auctions. However, such
equilibria may use an exponential number of prices — a distinct price per each bundle — and also use
a more expressive pricing method that uses personalized prices (or non-anonymous prices). That
is, personalized bundle prices specify a price p;(S) per each bidder i and every bundle S.

Definition 2.19. Personalized bundle prices p and an allocation
S = (S1,...,5n) are called a competitive equilibrium if:

e For every bidder i, S; € Di(p;), i.e., for any bundle T C M, v;(S;) — pi(S;) > vi(T) — pi(T).

e The allocation S maximizes the seller’s revenue under the current prices, i.e., for any other
allocation (Ti,..,Ty), Yoiy pi(Si) > doi pi(Th).

It is easy to see that with personalized bundle prices, competitive equilibria always exist. An
efficient allocation and the prices p;(S) = v;(S) is a trivial example. It is known that both bundle
prices and personalized prices are necessary to guarantee the existence of a competitive equilibrium.
Even this weak notion of equilibrium, however, guarantees optimal social welfare:

Proposition 2.4. In any competitive equilibrium (p,S) the allocation is socially efficient.

Proof. Let (P',S) be a competitive equilibrium, and consider some allocation T' = (T1, ..., T},).
Since S; € D;(p;) for every bidder i, we have that v;(S;) — p;(S;) > vi(T;) — pi(T;). By summing
over all the bidders we get:

n n

viSi) =Y _pi(Si) = Y wil(Ti) = Y pi(Ty)
i=1 =1 =1

i=1 =
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Incremental Auctions:

Initialization: For every player ¢ and bundle S, p;(S) < 0.
Repeat:
e Let A, = D;(p; +¢), i.e., all the bundles S that maximize v;(S) — (p;(S) + €).
o Let T1,...,T), be a revenue-maximizing allocation with p;(T;) > 0 for every 1,
i.e., for every allocation {Y;};ien we have > o pi(T3) > Y0 pi(V3).
e Terminate when A; = {(} for every losing bidder i (i.e., where T; = 0)
e For every losing bidder ¢ and for every non-empty bundle S € A;, p;(S) « p;(S) + €.

Figure 2.2: Incremental auctions end up with the socially-efficient allocation for any profile of bidders.

Since Y pi(Si) > > pi(T;), the welfare in the allocation S exceeds the welfare in 7. O

Several iterative auctions are designed to end up with competitive equilibria. Figure 2.2 de-
scribes a family of such ascending-price auctions, we call here Incremental Auctions. Such auctions
collect the demand of the bidders at each price level, then the auctioneer computes a tentative
allocation, and all the losing bidders raise their bids on their demanded bundles. The auction
maintains the property that the surplus of each bidder from all the bundles he demanded during
the auction is equal (up to an €), and it terminates when this surplus reaches zero for all the losing
players. Note that the communication volume transmitted in Incremental Auctions is infeasible
when auctioning more then a few items, since an exponential number of prices may be published
at each stage, and each bidder may transmit an exponential number of bundles during the auction.

Again, since our auction uses discrete price increments, it will only reach an approximate
competitive equilibrium. Following are the approximation definitions that we use.

Definition 2.20. A bundle S is an e-demand for a player i under the bundle prices p; if for
any other bundle T, v;(S) — pi(S) > vi(T) — pi(T) — €. An e-competitive equilibrium is similar
to a competitive equilibrium (Definition 2.19), except each bidder receives an e-demand under the
equilibrium prices.

Theorem 2.6. For any profile of valuations, Incremental Auctions (described in Figure 2.2) end
with an e-competitive equilibrium. In particular, the allocation obtained is within ne from the
optimal social welfare.

Proof. We will show that such auctions terminate at an e-competitive equilibrium. Similar argu-
ments as in Proposition 2.4 show that an e-competitive equilibrium is close up to an additive factor
of en to the optimal social welfare.

At each step of the auction, at least one price will be raised. Since a bundle price will clearly
never exceed its value, the auction will terminate. What is left to be shown is that, upon termina-
tion, each bidder receives an e-demand.

Losing bidders will clearly receive their e-demand, the empty set, since by definition their surplus
from all the other bundles is at most e.

For each winning bidder, the surplus from every two bundles that were demanded (in A;) during
the auction will differ by at most €. To see that, note that once a bundle S is in A; gaining a surplus
of x, its price may be raised by € turning the surplus to z-e. S must be demanded again before
any bundle with a surplus smaller than z-e. This way, a gap of at most € is maintained between
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the surplus from S and the surplus from every bundle previously demanded. A winning bidder
will receive only bundles that were once demanded (with non-zero prices), and it follows that each
winning bidder will receive an e-demand. O

Incremental Auctions will not necessarily terminate at VCG prices, and therefore myopic bidding
(i.e., telling your true demand set at each stage) is not an ex-post Nash equilibrium. Overall, when
comparing the pricing schemes of the two socially-efficient auctions — VCG and Incremental auctions
— no strict conclusion can be reached in favor of one of them. See [4, 103] for a detailed comparison
of VCG auctions and Incremental auctions (also called “Proxy auctions”). The VCG auction has
the obvious advantage that truthful bidding is an ex-post Nash equilibrium. This also implies that
the strategic and the computational burdens on the bidders will be low, as they simply report their
true preferences.

The payment scheme calculated by Incremental Auctions, on the other hand, circumvents many
flaws that make VCG mechanism impractical. For example, the revenue gained in VCG auctions
is not monotone, in the sense that the revenue may decrease as the set of bidders expands. Also,
the bidders in VCG auctions may have incentives to impersonate to several shill bidders or to
plan collusive deviations with other players. The bidding rules in Incremental Auctions are simple
and intuitive. Yet, they cannot overcome the inherent communication-complexity hardness. They
do not possess a truthful ex-post equilibrium, what makes analyzing the strategic behavior of the
bidders difficult. One weak positive equilibrium property is achieved when each bidder is committed
in advance to a particular valuation (“proxy bidding”). Then, the auctions do admit ex-post Nash
equilibria but these equilibria require the participants to possess considerable knowledge of the
preferences of the other bidders.

Anonymous Ascending Auction for Super-Additive Valuations

Another restircted setting where a simpler ascending auction can compute the socially-efficient allo-
cation is the case of super-additive valuations. These are valuations that admit “no-substitutabilities”,
i.e., the value of a bundle is always at least the sum of the values of its disjoint parts.

Definition 2.21. A valuation v is called super-additive, if for any bundles S, T such that SNT = ()
we have that v(SUT) > v(S) +v(T)

An anonymous bundle-price auction can terminate with an optimal allocation for every profile
of super-additive bidders (the iBundle(2) auction in [124, 123]). The optimal allocation cannot be
found by such auctions for general valuation, where more complex non-anonymous auctions should
be used [124, 4]. We give here a simple argument showing that anonymous auctions can determine
the optimal allocation for super-additive valuations. A proof is given in Appendix A.1l.

Proposition 2.5 ([123]). An anonymous bundle-price auction can determine the optimal allocation
for every profile of super-additive bidders.
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Chapter 3

Auctions with Severely Bounded
Communication

3.1 Introduction

Recent years have seen the emergence of the Internet as a platform of multifaceted economic
interaction, from the technical level of computer communication, routing, storage, and computing,
to the level of electronic commerce in its many forms. Studying such interactions raises new
questions in economics that have to do with the necessity of taking computational considerations
into account. This chapter deals with one such question: how to design auctions optimally when
we are restricted to use a very small amount of communication.

This chapter studies the effect of severely restricting the amount of communication allowed in
a single-item auction. Each bidder privately knows his real-valued willingness to pay for the item,
but is only allowed to send k possible messages to the auctioneer, who must then allocate the item
and determine the price on the basis of the messages received. (For example, a bidder may only
be able to send t bits of information, in which case k = 2'). The simplest case is k = 2, i.e., each
bidder sends a single bit of information. This is in contrast to the usual auction design formulation,
in which bidders communicate real numbers.

While communicating a real number may not seem excessively burdensome, there are several
motivations for studying auctions with such severe restrictions on the communication. First, if
auctions are to be used for allocating low-level computing resources, they should use only a very
small amount of computational effort. For example, an auction for routing a single packet on
the Internet must require very little communication overhead, certainly not a whole real number.
Ideally, one would like to “waste” only a bit or two on the bidding information, perhaps “piggy-
backing” on some unused bits in the packet header of existing networking protocols (such as IP or
TCP). Second, the amount of communication also measures the extent of information revelation
by the bidders. Usually, bidders will be reluctant to reveal their exact private data (see, e.g.,
[130]). This work studies the tradeoff between the amount of revealed data and the optimality of
the auctions. We show that auctions can be close to optimal even using a single Yes/No question
per each bidder. Our results can also be applied to various environments where there is a need for
discretize the bidding procedure; One example is determining the optimal bid increment in English
auctions (see [97]). Finally, a restriction on communication may sometimes be viewed as a proxy for
other simplicity considerations, such as simple user interface or small number of possible payments

27



to facilitate their electronic handling. Chapter 4 show that the ideas illustrated in this work extend
to general mechanism-design frameworks where the requirement for a small number of “actions”
per each player are natural and intuitive, and the reader is referred to Chapter 4 for examples and
references.

We examine the effect of severe communication bounds on both the problem of maximizing
social welfare and that of maximizing the seller’s expected profits (the latter under the restrictions
of Bayesian incentive-compatibility and interim individual rationality of the bidders, and under a
standard regularity condition on the distribution of bidders’ valuations). We study both simul-
taneous mechanisms, in which the bidder send their bids without observing any actions of the
other bidders, and sequential mechanisms where messages may depend on previous messages. We
find that single-item auctions may be very close to fully optimal despite the severe communication
constraints. This is in contrast to combinatorial auctions, in which exact or even approximate
efficiency is known to require an exponential amount of communication in the number of goods
[117).t

Both for welfare maximization and revenue maximization, we show that the optimal 2-bidder
auction takes the simple form of a “’priority game” in which the player with the highest bid wins,
but ties are broken asymmetrically among the players (i.e., some players have a pre-defined priority
over the others when they send the same message). We show how to derive the optimal values
for the parameters of the priority game. These optimal mechanisms are asymmetric by definition,
although the players are a priory identical. Furthermore, we show that for any number of players,
as the allowed number of messages grows, the loss due to bounded communication is in order of
O(7). The bound is tight for some distributions of valuations (e.g., for the uniform distribution).
In addition, we consider the case in which the number of players grows while each player has exactly
two possible messages. We show that priority games are optimal for this case as well, and we also
characterize the parameters for the optimal mechanisms and show that they can be generated from
a simple recursive formula. We offer an asymptotic bound on the welfare and profit losses due to
bounded communication as the number of players grows (it is O(%) for the uniform distribution).

Our analysis implies some expected as well as some unexpected results:

e Low welfare and profit loss: Even severe bounds on communication result in only a mild
loss of efficiency. We present mechanisms in which the welfare loss and the profit loss decrease
exponentially in the number of the communication bits (and quadratically in the number & of
the allowed bids). For example, with two bidders whose valuations are uniformly distributed
on [0, 1], the optimal 1-bit auction brings expected welfare 0.648, compared to the first-best
expected welfare 0.667.

e Asymmetry helps: Asymmetric auctions are better than symmetric ones with the same
communication bounds. For example, with two bidders whose valuations are uniformly dis-
tributed in [0, 1], symmetric 1-bit auctions only achieve expected welfare of 0.625, compared
to 0.648 for asymmetric ones. We prove that both welfare- and profit-maximizing auctions
must be discriminatory in both allocation and payments.

e Dominant-strategy incentive-compatibility is achieved at no additional cost: The

!There have been several other studies considering various computational considerations in auction design: timing
(e.g., [90, 129]), unbounded supply (e.g., [60, 65, 11]), computational complexity in combinatorial auctions (see survey
in [37]) and more.
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auctions we design have dominant-strategy equilibria and are ex-post individually rational?,
yet are optimal even without any incentive constraints (for welfare maximization), or among
all Bayesian-Nash incentive-compatible and interim individually rational auctions (for profit
maximization). This generalizes well-known results for the case without any communication
constraints.

e Bidding using “mutually-centered” thresholds is optimal: We show that in the opti-
mal auctions with & messages, bidders simply partition the range of valuations into k intervals
ranges and announce their interval. In 2-bidder mechanisms, each threshold will have the in-
teresting property of being the average value of the other bidder in the respective interval.
We denote such threshold vectors as “mutually-centered”.

e Sequential mechanisms can do better, but only up to a linear factor: Allowing
players to send messages sequentially rather than simultaneously can achieve a higher payoff
than in simultaneous mechanisms. However, the payoff in any such multi-round mechanism
among n players can be achieved by a simultaneous mechanism in which the players send
messages which are longer only by a factor of n. This result is surprising in light of the fact
that in general the restriction to simultaneous communication can increase communication
complexity exponentially.

Although the welfare-maximizing mechanisms are asymmetric, we show that symmetric mech-
anisms may also be close to optimal when the allowed communication grows: We show that as
the number k of possible messages grows, while the number of players is fixed, the loss in optimal
symmetric mechanisms converges to zero at the same rate as the loss in efficient “priority games”.
However, the loss in optimal priority games is still smaller by a factor. On the other hand, when
we fix the number of messages, and let the number n of players grow, we show that the loss in
optimal asymmetric mechanisms converges asymptotically faster to zero than in optimal symmetric
mechanisms (O(1) compared to O(l"%)7 for the uniform distribution).

We now demonstrate the properties above with an example for the simplest case: a 2-player
mechanism where each player has two possible bids (i.e., 1 bit) and the values are distributed
uniformly.

Example 3.1. Consider two players, Alice and Bob, with values uniformly distributed between
[0,1]. A 1-bit auction among these players can be described by a 2x2 matriz, where Alice chooses
a row, and Bob chooses a column. Each entry of the matrix specifies the allocation and payments
given a bids’ combination. The mechanism is allowed to toss coins to determine the allocations.
Figure 8.1 describe an example for such a mechanism, and denote this mechanism as g;.

A strategy defines how a player determines his bid according to his private value. We first note
that in g1, both players have dominant strategies, i.e., strategies that are optimal regardless of the
actions of the other players: consider the following threshold strategy: “bid 1 if your valuation is
greater than %, else bid 0”. Clearly, this strategy is dominant for Alice in g1: when her valuation
is smaller than % she will gain a negative utility if she bids “17; When her valuation is greater than
%, bidding “0” gives her a utility of zero, but she can get positive utility by bidding “1”. Similarly,
a threshold strategy with the threshold % is dominant for Bob.

2A mechanism is ex-post individually rational if a player never pays more than her value. Interim individual
rationality is a weaker property, in which a player will not pay more than his value on average. Individual rationality
constraints are essential for the study of revenue maximization (otherwise, the potential revenue is unbounded).
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The social welfare in a mechanism measures the total happiness of the players from the alloca-
tion, or in our case, the value of the player that receives the item. Now, the expected welfare in g1,
given that the players follow their dominant strategies, is easily calculated to be g—i = 0.648: Both
player will bid “0” with probability %%, where the expected welfare equals the expected value of Bob,

% . % Similar computations show that the expected welfare is indeed:

(1+3) 1 2(1+§)_§
2 54

We see that despite restricting the communication from an infinite number of bits to a single bit
only, a relatively small welfare loss of 5i4 was incurred. Of course, a random allocation that can be
implemented without communication at all will result in an expected welfare of %, and this may be
regarded as our naive benchmark.

It turns out that the mechanism described in Figure 3.1 mazximizes the expected welfare: no other
1-bit mechanism achieves strictly higher expected welfare with any pair of bidders’ strategies (that is,
regardless of the concept of equilibrium we use). We note that the optimal mechanism is asymmetric
(a “priority game”) — ties are always broken in favor of Bob, and that this mechanism is optimal
even when we allow randomized decisions. Note that the optimal symmetric 1-bit mechanism uses
randomization, but only achieves an expected welfare of 0.625 (the mechanism is illustrated in
Appendiz B.2 and see also Footnote 17).

Finally, we note that the optimal thresholds of the players are “mutually centered”. That is,

Alice’s value % is the average value of Bob when he bids 0 and Bob’s value % is the average value
of Alice when she bids 1. The intuition is simple: given that Bob bids “07, his average value is
% : % = % For which values of Alice an efficient mechanism should give her the item? Clearly when
her value is greater than the average value of Bob. Therefore, Alice should use the threshold %

The most closely related studies in the economic literature are by Harstad and Rothkopf [97],
which considers similar questions in cases of restricting bid levels in oral auctions to discrete levels,
and Wilson [148] and McAfee [99] who analyze the inefficiency caused by discrete priority classes
of buyers. In particular, Wilson shows that as the number & of priority classes grows, the efficiency
loss is asymptotically proportional to k% While in [148] the buyers’ aggregate demand is known
while supply is uncertain, in our model the demand is uncertain. Both [148, 97] restrict attention
to symmetric mechanisms, while we show that creating endogenous asymmetry among ex ante
identical buyers is beneficial. Another related work is by Bergemann and Pesendorfer [13], where
the seller can decide on the accuracy by which bidders know their private values. This problem is
different than ours, since the bidders in our model know their valuations.

The organization of the chapter is as follows: Section 3.2 presents our model definition and
introduces our notations and Section 3.3 presents a characterization of the welfare- and profit-
optimal 2-player auctions. Section 3.4 characterizes optimal mechanisms with arbitrary number
of bidders, but 2 possible bids for each player. In Section 3.5 we give an asymptotic analysis of
the minimal welfare and profit losses in the optimal mechanisms. Finally, Section 3.6 compares
simultaneous and sequential mechanisms with bounded communication.
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B
A 0 1
B wins and pays 0 | B wins and pays 0
1 A wins and pays % B wins and pays %

Figure 3.1:  (g1) A 2-bidder 1-bit game that achieves maximal expected welfare (efficiency). For example,
when Alice (the rows bidder) bids “1” and Bob bids “0”, Alice wins and pays %

3.2 The Model

3.2.1 The Bidders and the Mechanism

We consider single item, sealed bid auctions among n risk-neutral players. Player ¢ has a private
valuation for the object v; € [a,b].> The valuations are independently drawn from cumulative
probability functions F;. In some parts of our analysis*, we assume the existence of an always-
positive probability density function f;. We will sometime treat the seller as one of the bidders,
numbered 0. The seller has a constant valuation vy for the item. We consider a normalized model,
i.e., bidders’ valuations for not having the item are a.

The novelty in our model, compared to the standard mechanism-design settings, is that each
bidder i can send a message of t; = lg(k;) bits to the mechanism, i.e., player ¢ can choose one of
possible k; bids (or messages). Denote the possible set of bids for bidder i as 3; = {0,1,2, ..., k; —1}.
In each auction, bidder i chooses a bid b; € ;. A mechanism should determine the allocation and
payments given a vector of bids b = (by, ..., by ):

Definition 3.1. A mechanism g is composed of a pair of functions (a,p) where:

e a: (B X ...x B) — [0,1]""! is the allocation scheme (not necessarily deterministic). We
denote the i’th coordinate of a(b) by a;(b), which is bidder i’s probability for winning the item
when the bidders bid b. Clearly, Yi Vb a;(b) > 0 and Vb I ja;i(b) = 1. If ag(b) > 0, the
seller will keep the item with a positive probability.

e p: (01 X ... X fBy) — R" is the payment scheme. p;(b) is the payment of the ith bidder given
a bids’ vector b.%

Definition 3.2. In a mechanism with k-possible bids, for every bidder i, |5;| = k; = k. We denote
the set of all the mechanisms with k-possible bids among n bidders by Gy . We denote the set of
all the n-bidder mechanisms in which |B;| = k; for each bidder i, by Gy, (k, ... k.-

A strategy s; for bidder i in a game g € Gy, (1, k,) describes how a bidder determines his
bid according to his valuation, i.e., it is a function s; : [a,b] — {0,1,...,k; — 1}. Let s_; denote
the strategies of the bidders except i, i.e., s_j = (51, ..., Si—1, Si+1, .., Sn). We sometimes use the
notation s = (s;, ;).

3For simplicity, we use the range [0,1] in some parts of the chapter. Using the general interval will be required,
though, for the characterization of the optimal mechanisms, mainly due to the reduction we use for maximizing the
revenue that translates the original support to another interval.

4That is, in the characterization of the optimal mechanisms in Sections 3.3.2 and 3.4 and when using the concept
of virtual valuation in Sections 3.3.3 and 3.5.2

®Note that we allow non-deterministic allocations, but we ignore non-deterministic payments (since we are inter-
ested in expected values, using lottery for the payments has no effect on our results).
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Definition 3.3. A real vector (to,t1,...,tx) is a vector of threshold values if to < t; < ... < ty.

Definition 3.4. A strategy s; is a threshold strategy based on a vector of threshold values (to, t1, ..., tx),
if for every bid j € {0,...,k; — 1} and for every valuation v; € [t;,tj41), bidder i bids j when his
valuation is v;, i.e., s;(v;) = j (and for every v;, v; € [to,tr]). We say that s; is a threshold strategy,
if there exists a vector t of threshold values such that s; is a threshold strategy based on c.

3.2.2 Optimality Criteria

The bidders aim to maximize their (quasi-linear) utilities. The utility of bidder 7 is 0 when he loses
(and pay nothing), and v; — p; when he wins and pay p;. Let u;(g,s) denote the expected utility of
bidder i from a game g when the bidders use the vector of strategies s (implicit here is that this
utility depends on the value v;).

Definition 3.5. A strategy s; for bidder i is dominant in a mechanism g € G, (x,....x,) if regardless
of the other bidders’ strategies s_;, i cannot increase his expected utility by a deviation to another
strategy, i.e.,

Vsi Vs—i uilg, (si,s-i)) = ui(g, (5i,5-i))

Definition 3.6. A profile of strategies s = (1, ..., 8n) forms a Bayesian-Nash equilibrium (BNE)
in a mechanism g € Gy, (k... k), if for every bidder i, s; is the best response for the strategies s_;
of the other bidders, i.e.,

Vi Vsi ui(g, (sis$—i)) = ui(g, (i, s-i))

We use standard participation constraints definitions: We say that a profile of strategies s =
(81, -, Sn) is ex-post individually rational in a mechanism g, if every bidder never pays more than
his actual valuation (for any realization of the valuations). We say that a strategies profile s =
(81, .., Sn) is interim Individually Rational in a mechanism ¢ if every bidder i achieves a non-
negative expected utility, given any valuation he might have, when the other bidders play with
S_i.

Our goal is to find optimal, communication-bounded mechanisms. As the mechanism designers,
we will try to optimize “social” criteria such as welfare (efficiency) and the seller’s profit.

The expected welfare from a mechanism g, when bidders use the strategies s, is the expected
social surplus. Because the item is indivisible, the social surplus is actually the valuation of the
bidder who receives the item. If the seller keeps the item, the social welfare is vg.

Definition 3.7. Let w(g,s) denote the expected welfare (or expected efficiency) in the n-bidder
game g when the bidders’ strategies are s, i.e., the expected value of the player (possibly the seller)
who receives the item in g. Let w?ftkl,...,kn) denote the maximal possible expected welfare from any
n-bidder game where each bidder i has k; possible bids, with any vector of strategies allowed, i.e.,

opt

wn,(k1,...,kn) = max ’LU(g,S)

geGn,(kl ..... kn)» S

When all bidders have k possible bids we use the notation wzp]i = wzpék )

Actually, the optimal welfare should have been defined as the maximum expected welfare that
can be obtained in equilibrium. Since we later show that the optimal welfare without strategic
considerations is dominant-strategy implementable, we use the above definition for simplicity.
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Definition 3.8. The seller’s profit is the payment received from the winning bidder, or vg when the
seller keeps the item.5 Let r(g,s) denote the expected profit in the n-bidder game g where the bidders’
strategies are s. Let 7‘2’7’2 denote the maximal expected profit from an n-bidder mechanism with k
possible bids and some vector of interim individually-rational strategies s that forms a Bayesian-
Nash equilibrium in g:

T = max r(g,s)
g e Gn,k
s is interim IR and in BNE in g

Note that we define the optimal welfare as the maximal welfare among all mechanisms and
strategies, not necessarily in equilibria, and we define the optimal profit as the maximal profit
achievable in interim-IR Bayesian-Nash equilibria in any mechanism. Yet, the optimal mechanisms
(for both measures) that we present in this chapter implement these optimal values with dominant
strategies and ex-post IR.”

Definition 3.9. We say that a mechanism g € G, 1, achieves the optimal welfare (resp. profit),
if g has an interim-IR Bayesian-Nash equilibrium s for which the expected welfare (resp. profit)
is w(g,s) = wff,i ( resp. r(g,s) = r?lﬁ:

We say that a mechanism g € Gy, 1, incurs a welfare loss (resp. profit loss) of L, if it achieves
an expected welfare (resp. profit) which is additively smaller than the optimal welfare (Tesp.
profit) with unbounded communication by L (the optimal results with unbounded communications

are the best results achievable with interim-IR Bayesian-Nash equilibria,).

3.3 Optimal Mechanisms for Two Bidders

In this section we present 2-bidder mechanisms with bounded communication that achieve optimal
welfare and profit. In Section 3.4 we will present the characterization of the welfare-optimal and
profit-optimal n-bidder mechanisms with 2 possible bids for each bidder. The characterization of
the optimal mechanisms in the most general case (n bidders and k possible bids) remains an open
question. Anyway, our asymptotic analysis of the optimal welfare loss and the profit loss (in Section
3.5) holds for the general case, and shows asymptotically optimal mechanisms.

We first show that the allocation rules in efficient mechanisms have a certain structure we call
priority games. The term priority game means that the allocation rule uses an asymmetric tie
breaking rule: the winning player is the player with the highest priority among the bidders that
bid the highest bid. One consequence is that the bidder with the lowest priority will win only
when his bid is strictly higher than all other bids. Note that the term “priority game” refers to
the asymmetry in the mechanism’s allocation function, but additional asymmetry will also appear
in the payment scheme. A modified priority game has a similar allocation, except the item is not
allocated when all the bidders bid their lowest bid.?

5When vg = 0, the expected profit is equivalent to the seller’s expected revenue.

"Note that ex-ante IR, i.e., when bidders do not know their type when choosing their strategies, is non-interesting
in this model, since the auctioneer can then simply ask each bidder to pay her expected valuation.

8Modified priority games can be viewed as priority games that treat the seller as one of the bidders with the lowest
“priority” (then, the seller always bids his second-lowest bid).
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Definition 3.10. A game is called a priority game if it allocates the item to the bidder i that bids
the highest bid (i.e., when b; > b; for all j # i, the allocation is a; (b) =1 and a; (b) =0 for j # i),
with ties consistently broken according to a pre-defined order on the bidders.

A game is called a modified priority game if it has an allocation as of a priority game, except
when all bidders bid 0, the seller keeps the item.

It turns out to be useful to build the payment scheme of such mechanisms according to a given
profile of threshold strategies:

Definition 3.11. An n-bidder priority game based on a profile of threshold values’ vectors T =
(t, .., 1) € X REFL (where for every i, th <t} < ... < %) is a mechanism whose allocation is
a priority game and its payment scheme is as follows: when bidder j wins the item for a vector
of bids b she pays the smallest valuation she might have and still win the item, given that she uses
the threshold stmtegisj based on t/, i.e, p;(b) = min{vjla; (s;(v;),b_;) = 1}. We denote this
mechanism as PGr(t). A modified priority game with a similar payment rule is called a modified
priority game based on a profile of threshold-value vectors, and is denoted by MPGk(?).

For 2-bidder games, we may use the notations PGy (z,y), M PGy(z,y) (where z,y are some
vectors of threshold values). The mechanisms PGy (z,y) and M PGy (x,y) are presented in Figure
3.2. Note PGy(x,y) and M PGj(x,y) differ only when bidder A bids “0” (i.e., the first line of the
game’s matrix).

We now observe that priority games and the modified priority games, with the payments schemes
that were described above, have two desirable properties: they admit a dominant-strategy equilib-
rium, and they are ex-post individually rational when the players follow these dominant strategy.

As for the dominant strategies, a well known result in mechanism design (see, e.g., [25, 74]
and the references within) states that for any monotone® allocation rule there is some transfer (i.e.,
payment) rule that would implement the desired allocation in dominant strategies. For deterministic
auctions, to support this equilibrium, each winning bidder should pay the smallest valuation for
which she still wins (fixing the behavior of the other bidders). The payments in Definition 3.11 are
defined in this way, and therefore they support the dominant- strategy implementation. It follows
that the threshold strategies based on the threshold values vector t are dominant in both PGk( )
and M PGy(t ) It is clear from the definition of priority games and modified priority games that,
when playing their dominant threshold strategies, winning players will never pay more than their
value, and losing players will pay zero. Ex-post IR follows.

Actually, the observation about the payments that lead to dominant strategies is even more gen-
eral. We observe that monotone mechanisms reveal enough information, despite the communication
constraints, to find transfer rules that support the dominant-strategy implementation. Therefore,
when characterizing the optimal mechanisms we can focus on defining monotone allocation schemes
under the communication restrictions, and the transfers that lead to dominant-strategy equilibria
can be concluded “for free”. In other words, we can use the 2-stage approach that is widely used in
the mechanism-design literature also for bounded-communication settings: first solve the optimal
allocation rule, and then construct transfers that satisfy the desired incentive-compatibility and
individual-rationality constraints.

9A mechanism is monotone if the probability that some bidder wins increases as he raises his bid, fixing the bids
of the other bidders. See Definition 3.12 below for our model.
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0 1 k-2 k-1 0 1 k-2 k-1
0 |Byywo |Biyo || Biyo | Byyo 0 ¢ |Byi| .| By B,y
1 A,l‘l B,yl B,yl B,yl 1 A,I‘l B,yl B,yl B,yl
2 A,Jfl A,l’g B,yg B,yg 2 A,le A,xg B,yg B,yg
k-2 | Ajxq | Ayxo | ... | B,yp—o | B,yr_o k-2 | Ajxy | Ayxo | ... | Byr—o | B,yr_o
k-1 A, I A, €To A, L1 B, Yk—1 k-1 A, T A, xTo A, Thk—1 B, Yk—1

Figure 3.2: A priority game (left) and a modified priority game (right) both based on the threshold values
vectors x,y. In each entry, the left argument denotes the winning bidder, and the right argument is the price
she pays. The mechanisms differ in the allocation for all-zero bids, and the payments in the first row.

Remark 3.1. This argument holds for more general environments: in environments in which each
player has a one-dimensional private value and a quasi-linear utility, if a non-monetary allocation
rule can be implemented in dominant strategies with some transfers, then any communication pro-
tocol'® realizing this rule also reveals enough information to construct supporting transfers for the
dominant strategies. To see this, recall that in direct-revelation mechanisms (i.e., with unbounded
communication), if the allocation rule proves to be monotonic, there are transfers that support a
dominant-strategy equilibrium. The transfers will be defined according to some allocation-dependent
thresholds, e.g., for a deterministic allocation rule every bidder should pay the smallest valuation
for which she still wins. By standard revelation-principle arguments, any monotonic allocation rule
in bounded communication mechanisms, can be viewed as a monotonic direct-revelation mechanism
with unbounded communication, and therefore such supporting transfers exist. The supporting trans-
fers are determined by the changes in the allocation rule as the valuation of each bidder increases,
so the transfers change as the allocation rule changes. Thus, with the same communication protocol
that is used for determining the allocation, we can reveal the transfers that support a dominant-
strategy implementation.

3.3.1 The Efficiency of Priority Games

The characterization of the welfare-maximizing mechanism is done in two steps: we first show that
the allocation scheme in 2-bidder priority games is optimal''. Afterwards, we will characterize the
strategies of the players that lead to welfare maximization in priority games; this will complete
the description of the outcome of the mechanism for every profile of bidder valuations. These two
stages do not take strategic behavior of the bidders into account. Yet, as observed before, since
the allocation scheme is proved to be monotone, there exists a payment scheme for which these
strategies are dominant.

Definition 3.12. A mechanism g € G, i, is monotone if for any bids’ vector b and for any bidder
i, the probability that bidder i wins the item cannot decrease when only his bid increases, i.e.,

Vb Vi Vb >b;  ai(bi,b_i) < ai(b;,b_;)

0Here we deal with simultaneous communication, i.e., where all bidders send their messages simultaneously. Our
observation is not true for sequential mechanisms (see Section 3.6).

1We assume, w.l.o.g., throughout this chapter that in 2-bidder priority games B > A, i.e., the mechanism allocates
the item to A if she bids a higher bid than B, and otherwise to B
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In the following theorem we prove that priority games are welfare maximizing. The proof
is composed of four steps: We first show that we can assume that the bidders in the optimal
mechanisms use threshold strategies. Then, we show that the allocation in the optimal mechanisms
is, w.l.o.g., monotone and deterministic. We then show that the optimal mechanisms do not “waste”
communication, i.e., no two “rows” or two “columns” in the allocation matrix of the optimal
mechanism are identical. Finally, we use these properties, together with several combinatorial
arguments, to derive the optimality of priority games.

Theorem 3.1. (Priority games’ efficiency) For every pair of distribution functions of the
bidders’ valuations, and for every vy, the optimal welfare (i.e., wgp,: ) is achieved in either a priority
game or a modified priority game (with some pair of threshold strategies).

Proof. We first prove the theorem given that the seller has a low reservation value, i.e., vg < a.
Recall that at this point we aim to find the welfare-maximizing allocation scheme, without taking
the incentives of the bidders into account. The proof uses the following three claims. For a later
use, Claims 3.1 and 3.2 are proved for n players.

Claim 3.1. (Optimality of threshold strategies) Given any mechanism g € G (k.. kn)s there
exists a vector of threshold strategies s that achieve the optimal welfare in g among all possible
strategies, i.e., w(g,s) = maxgw(g,s)

Proof. (sketch - a formal proof is given in Appendix B.1)

Given a profile of welfare-maximizing strategies in g, we can modify the strategy of each bidder
(w.l.o.g., bidder 1) to be a threshold strategy maintaining at least the same expected welfare. The
idea is that fixing the strategies s_; of the other bidders, the expected welfare achieved when
bidder 1 bids some bid by is a linear function in bidder i’s value v;. The maximum of all these
linear functions is a piecewise-linear function, and it specifies the optimal welfare as a function of
v1. Bidder 1 can use a threshold strategy according to the breaking points of this piecewise-linear
function that choose the welfare-maximizing linear function at each segment. Clearly, there are at
most k — 1 breaking points. O

Claim 3.2. (Optimality of deterministic, monotone mechanisms) For everyn and ki, ..., ky,
there exists a mechanism g € Gy, (.. k) With optimal welfare (i.e., there exists a profile s of strate-

gies such that w(g, s) = wzp(tkl kn)) which is monotone, deterministic (i.e., the winner is fixed for
each combination of bids) and in which the seller never keeps the item.

Proof. Consider a mechanism g € Gy, (x,,..k,) and a profile s of strategies that maximize the
expected welfare, that is, w(g, s) = w;f fkl ). A social planner, aiming to maximize the welfare,
will always allocate the item to the bidder with the highest expected valuation. That is, for each
bids’ combination b = (by, .., b,) we will allocate the item (i.e., a;(b) = 1) to a bidder ¢ such that
i € argmaz;(E(vj|s;j(vj) = b;)). The expected welfare clearly did not decrease. In addition, we
always allocate the item (we assume that vy < a), and the allocation is deterministic. Finally,
we can assume, w.l.o.g., that for each bidder i the bids’ names (i.e., “0”,”1” etc.) are ordered
according to the expected value this bidder has. Then, the mechanism will also be monotone: if
a winning bidder ¢ increases his bid, his expected valuation will also increase, while the expected
welfare of all the other bidders will not change. Thus, bidder ¢ will still have the maximal expected
valuation. O
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Claim 3.3. (Additional bids strictly help) Consider a deterministic, monotone mechanism
g € Gay in which the seller never keeps the item. If g achieves the optimal expected welfare, then
in the matriz representation of g no two rows (or columns) have an identical allocation scheme.

Proof. The idea that an optimal protocol exploits all its communication resources is intuitive,
although it does not hold in all settings (a trivial example is calculating the parity of two binary
numbers, more involved examples can be found in [85]). We do not have a simple proof for this
statement in our model, and the proof is based on Lemma B.1 in the appendix in the following way:
Consider such an optimal mechanism g € Gy, with two identical rows. This mechanism achieves
the optimal welfare when the players use some profile of strategies s. ¢g’s monotonicity implies that
the two identical rows are adjacent. Thus, there is a mechanism with g € Gy (r_1 ) with k — 1
possible bids for the rows bidder that achieves exactly the same expected welfare as g (when the
identical rows are united to one). This welfare is achieved with the same strategies s of the bidders,
where the rows player bids the united row instead of the two identical rows. The claim will now
follow from Lemma B.1 in the appendix; According to this lemma, the optimal welfare from a game
where both bidders have k possible bids cannot be achieved when one of the bidders has only k£ — 1

possible bids (i.e., wgp,f > wgp&il k)). O

Now, due to Claim 3.2, there is a deterministic, monotone game in which the item must be sold
that achieves wgf’ ,ﬁ . In such games, the allocation scheme in some row i looks like [A, ..., A, B...B].
Due to Claim 3.3, in the matrix representation of this optimal game, there are no two rows with the
same allocation scheme. There are k+1 possible monotone rows for the game matrix (with prefix of
0 to k A’s), but our mechanism has only k rows. Similarly, we have k different columns (of possible
k+1) in the mechanism. Assume that the row [B, B, ..., B] is in g. Then, the column [A, A..., 4] is
clearly not in g. Therefore, our game matrix consists of all the columns except [A, A, ..., A], which
compose the priority game where B > A. If the row [B, B, ..., B] is not in g, then g is the priority
game where A > B.

Next, we complete the proof for any seller’s valuation vyg. Consider a mechanism h € Goy
and a pair of threshold strategies based on some threshold-value vectors Z,%y that achieve the
optimal welfare among all mechanisms and strategies (due to Claim 3.1, such strategies exist).
We will modify h, such that the expected welfare (with z,y) will not decrease. Let a be the
smallest index such that E(valz, < va < Tap1) > vo. Let b be the smallest index such that
E(vplyy < vp < ypt1) > vo. If a =0 or b = 0, the item is never allocated to the seller, and the
efficient mechanism is as if vg < a.

When a, b > 0, consider some bids’ vector (i,j). When i < a and j < b, the expected valuations
of both A and B are smaller than vy . Thus, the seller should keep the item for optimal welfare.
When i < a and j > b, the expected welfare of bidder B is above vy, and A’s expected welfare is
below vg, thus we can allocate the item to B and the welfare will not decrease. Similarly, we should
allocate the item to A when i > a and j < b. When ¢ < a, the allocation is done regardless to 4,
thus we can assume that z, is the first threshold (i.e., a = 1), and similarly b = 1.

Now, we show the optimal allocation for bids’ combinations (7, j) such that ¢ > a and j > b.
Here, the item will not be allocated to the seller, so we actually perform an auction with & — 1
possible bids for each bidder, when the bidders’ valuation are in the range [x7, 1], [y1, 1]. Note that
the proof (above) for the case of vy < a holds for such ranges, so the optimal welfare is achieved in
a priority game. Altogether, the optimal mechanism turns out to be a modified priority game. [
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3.3.2 Efficient 2-bidder Mechanisms with £ Possible Bids

Now, we can finally characterize the efficient mechanisms in our model. It turns out that the
optimal threshold values for priority games are mutually centered, i.e., each threshold is the expected
valuation of the other bidder, given that the valuation of the other bidder lies between his two
adjacent thresholds.

Definition 3.13. The threshold values © = (xo,T1,..., Tk—1,%k), Y = (Yo, Y1s--r» Yk—1,Yk) for
bidders A, B respectively are mutually centered, if the following constraints hold:

;:_1 fB(UB) . ’UBdUB
Fp(yi) — Fp(yi-1)
V1 <i<k—1 Eoalzi < va < ) Jott fa(va) -vadva

ST Yi VA |V =~ VA > Titl FA(xiJ,-l) — FA(%)

It is easy to see that given any pair of distribution functions, a pair 2, 7/ of mutually-centered
vectors is uniquely defined (when xp = y; and, w.l.o.g., y1 > x1). The basic idea is that if z is
known, we can clearly calculate y; (the smallest value that solves x; = E,,(vg|yo < vp <y1)).
Similarly, it is easy to see that all the variables x; and y; can be considered as continuous, monotone
functions of z1. Now, let z be the solution for the equation y;_1 = E(va|lxg_1 < vqa < z). For
satisfying all the 2(k—1) equations, z must equal 2. Since z is also a continuous monotone function
of x1, there is only a single value of x1 for which all the equations hold.

The following intuition shows why the optimal thresholds in priority games must be mutually-
centered: Assume that Alice bids 4, that is, her value is in the range [x;, z;+1]. In a monotone
mechanism, the mechanism designer has to decide what is the minimal value for which Bob wins
when Alice bids ¢. If the value of Bob is at least the average value of Alice, given that she bids i,
then Bob should clearly receive the item. Therefore, Bob’s threshold will be exactly this expected
value of Alice. The proof has to handle few subtleties for which the intuition above does not suffice
(like the characterization of the first thresholds in the optimal modified priority games, see below),
thus we will derive the mutually-centered condition from the solution of the optimization problem.

Let 2% = (a = af,z¥,...,2¥ |,z =b) and y* = (a = y¥,y¥, ..., ¥ 1,y = b) be mutually-
centered threshold values (w.lo.g., y}’ > z¥).

Let = (a = Zg, %1, ..., Th—1, Tk = b) and J = (a = Yo, U1, ..., Ye—1, Uk = b) be two threshold values
vectors for which the following constraints hold:

Vi<i<k—-1 z; = E(plyii1<vp<y) =

e (T7,...,7p_1,b) and (U1, ..., Yk_1,b) are mutually-centered vectors'2.

e T =t ond T = oty (10Fa() + [T vafavaina)

The following theorem says that if the valuation of the seller for the item (vg) is small enough
(e.g., a), the efficient mechanism is a priority game based on z* and y* (which are mutually
centered). Otherwise, the optimal welfare can be achieved in a modified priority game based on T
and 7.

Theorem 3.2. For any pair of distribution functions of the bidders’ valuations, and for any seller’s
valuation vy for the item, the mechanism PGy (x",y") or the mechanism M PGy (T,7) achieves the
optimal welfare (i.e., wgp,i). In particular, PG (z",y") achieves the optimal welfare when vy = a.

12Again, a unique solution exists when, w.l.o.g., y2 > T2
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We demonstrate the characterization given above by showing an explicit solution for the case
of uniformly-distributed valuations in [0, 1].

Corollary 3.1. When the bidders’ valuations are distributed uniformly on [0,1] and vg = 0, the
mechanism PGy (xz,y) achieves the optimal welfare where

1 3 2% — 3 2 4 2% — 2
1 - 1
U1 a1 ) y=0 oY

Proof. According to Theorem 3.2 optimal welfare is achieved with PGy(z,y), when x,y are mu-
tually centered. With uniform distributions, this derives the following constraints, for which the
given vectors x,y are the unique solution: Vi<j<x—1 o = yl%ﬂ” Y = L;““ To see how the

above constraints are implied, note that the conditional expectation of the second player’s value,

x=(0

given that his value is uniformly distributed between y; 1 and y;, is exactly yl%ﬂ/’ O
For example, when k = 2 we have the constraints 1 = Ogyl and y; = m; L implying that
1 = 1/3 and y; = 2/3 as in the optimal 1-bit mechanism from Example 3.1. The optimal

mutually-centered thresholds for & = 4 are, for instance, x = (0, %, %, %, 1) and y = (0, %, %, %, ).

3.3.3 Profit-Optimal 2-bidder Mechanisms with k Possible Bids

Now, we present profit-maximizing 2-bidder mechanisms. Most results in the literature on profit-
maximizing auctions, assume that the distribution functions of the bidders’ valuations are regular
(as defined below). When the valuations of all bidders are distributed with the same regular
distribution function, it is well known that Vickrey’s 2nd-price auction, with an appropriately
chosen reservation price, is profit-optimal ([147, 108, 62]) with unbounded communication.

Definition 3.14. ([108]) Let f be a probability density function, and let F be its cumulative func-
tion. We say that f is regular, if the function

g(v):v_ﬂ

fw)

is monotone, strictly increasing function of v. We call the function v(-) the virtual valuation of the
bidder.

For example, when the bidders valuations are distributed uniformly on [0, 1], a bidder with a
valuation v has a virtual valuation of v(v) = 2v — 1.

Definition 3.15. The virtual surplus in a game is the virtual valuation of the bidder (including
the seller'®) who receives the item.

The key observation of Myerson ([108]), which we also use, is that in a Bayesian-Nash equilib-
rium, the expected profit equals the expected virtual-surplus (in interim individually-rational equi-
libria where losing bidders are not getting any surplus). We use this property to reduce the
profit-optimization problem to a welfare-optimization problem, for which we have already given a
full solution. Myerson’s observation was originally proved for direct-revelation mechanisms. We ob-
serve here that Myerson’s observation also holds for auctions with bounded communication. That
is, given a k-bid mechanism, the expected profit in every Bayesian-Nash equilibrium equals the
expected virtual surplus.

13The seller’s virtual valuation is defined to be his “original” valuation (vo).
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Proposition 3.1. Let g € G, 1, be a mechanism with a Bayesian Nash equilibrium s = (s, ..., sp)
and interim individual rationality. Then, the expected revenue achieved by s in g is equal to the
expected virtual-surplus of s in g.

Proof. Consider the following direct-revelation mechanism g4: each player ¢ bids her true valua-
tion v;. The mechanism calculates s;(v;) for every i, and determines the allocation and payments
according to g. An easy observation is that gy is incentive-compatible (i.e. truthful bidding is a
Bayesian-Nash equilibrium for the players) and interim individually rational. According to Myerson
observation for direct revelation mechanisms, the expected revenue in g4 is equal to the expected
virtual-surplus. However, for every combination of bids, both mechanism output identical alloca-
tions and payments. Thus, the expected revenue and the expected virtual-surplus are equal in both
mechanisms. O

According to Theorem 3.2, the optimal welfare is achieved in either a priority game or a modified
priority game. In a model where bidders consider their virtual valuations as their valuations, let
MPG(z,y) or PG(Z,y) be the mechanisms which are the candidates to achieve the optimal welfare
(see Theorem 3.2 for a full characterization). Now, consider the same mechanisms, except each
payment ¢ in them is replaced by the respective “true” valuation ¢ = v-1(¢) (i.e., ¢ = v(c) ).
Denote these mechanisms by PGy (xR, yR), MPGg(2",y"). These mechanisms achieve the optimal
profit in our (original) model. Note that the distribution functions must be regular (but not
necessarily identical) for this reduction to work.

Theorem 3.3. When both bidders’ valuations are distributed with reqular distribution functions,
the mechanism M PGy, (z",y") or the mechanism PGy(x, yf) (see definitions above) achieve the
optimal expected profit among all profits achievable in an interim-IR Bayesian-Nash equilibrium of
a mechanism in Gy, (i.e., rgfjkt)

Proof. Consider the threshold values vectors (z,y) and (7,y) defined above. The mechanism
MPG(Z,y) is efficient in the model where the bidders consider their virtual valuations as their
valuation (the same proof holds if PG(Z,7) is the efficient mechanism). The density function f is
regular, and therefore the virtual valuation v(-) is strictly increasing. Thus, M PGy(x",y") (when
the bidders use their original valuations) will have exactly the same allocation for every bids’ com-
bination as M PGy (z,y) (when the bidders consider their virtual-valuations as their valuations).
We conclude that M PGy (x",y") achieves the optimal ezpected virtual-surplus and thus also the
optimal profit. O

As in the case of welfare optimization, we give an explicit solution for the case of uniform
distribution functions. This is a direct corollary of Theorem 3.3. Note that the optimal profit is
achieved in a modified priority game. This holds since for the uniform distribution the bidders’
expected virtual valuation is negative when they bid “0”, so an efficient mechanism will not sell
the item when all bidders bid “0”.

Corollary 3.2. When the bidders’ valuations are distributed uniformly on [0,1] and vy = 0, the
modified priority game M PGy(z,y) achieves the optimal expected profit among all the profits achiev-
able in interim-IR Bayesian-Nash equilibria of mechanisms in G, where

(2k —5)- (1 —0)
% — 3

vy 0+ 1)
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2-(1-190) (2k—4)-(1-19)
=(0,0,0 + ———,...,0 1
y=00.04 = gm0t b
and § = _23‘&7_ V;)FSO‘ for a = m (0 = 2 when k=2).

3.4 Optimal Mechanisms for n Bidders with Two Possible Bids

In this section we consider games among n bidders where each bidder has 2 possible bids (i.e., they
can send only 1 bit to the mechanism). We give the characterization of the optimal mechanisms
for general distribution functions. The characterization of the optimal n-bidder mechanism with &
possible bids seems to be harder, and it remains an open question. The difficulty stems from the
fact that the monotonicity of the allocation rule does not dictate the exact allocation rule in the
general case. Rather, there are many possible allocation schemes that we cannot rule out before
we know the strategies of the bidders.!* Therefore, it seems that one should solve the involved
combinatorial problem of finding the optimal allocation rule together with finding the optimal
payments. Priority games with 2 possible bids per player can be interpreted as a sequence of take-
it-or-leave-it-offer; the player with the highest priority in this interpretation is the first player to
be offered, if he accepts the offer (i.e., bids “1”) he will receive it. See [138] for the analysis of such
take-it-or-leave-it mechanisms.

3.4.1 The Characterization of the Optimal Mechanisms

We first observe that priority games also maximize the welfare in n-bidder games with 2 pos-
sible bids. This is easier to see than in the k-possible-bids case. By Claim 3.1 in Theorem
3.1, the bidders will use threshold strategies. An efficient mechanism will allocate the item, for
each bids’ combination ?, to the bidder with the highest expected welfare when he bids b;.
Given that the distributions are i.i.d, if z; > z; then E (v; |v; € [2;,0]) > E (v; |v; € [x;,b]) and
E (vi|v; € [a,zi]) > E (vj|v; € [a,z;]). Therefore, ties will be broken according to the order of
the thresholds. If the seller’s reservation price vg is high enough, the efficient mechanism will be a
modified priority game.!®

We now show the characterization of the optimal thresholds for the priority games. We show
that the optimal mechanisms use fully discriminatory payments: the bidder with the highest priority
in the priority game pays the highest payment when she wins, and so forth. The optimal modified
priority game is given by a simple recursive formula. When the seller allocates the item for when
all bids are zero, the constraints become cyclic.

Let @ = (x1,...,2,) and ¥ = (y1,...,¥n) be the profiles of threshold values for the n bidders

Y Consider, for example, a 3-player 3-bid priority game, where the item is allocated to the player with the second-
highest priority when all the players bid their highest bid. This mechanism is also monotone with no identical actions
for the players.

1570 see this, we must note that in an efficient mechanism the seller will never keep the item when one of the bidder
bids 1 (then, a threshold higher than vo for this bidder will gain a higher welfare).
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such that the following constraints hold:

x1 = E@Wwla<v<uzy,) (3.1)
Vi<m<n—2 Tmy1 = (1—F(xy))-E (v ‘U c [xm,g]) + F(xm) - Tm
YT Fa) (1= F() E (v |v € [2:,0])
Tn = — (3.3)
1 =[5 F(w)
Y1 = o (3.4)
Vicm<n—2 Ymi1 = (1= F(ym)) - E (U ‘U € [ym,E]) + F(Ym) - Ym (3.5)

We will now prove that either the mechanism PGo(Z) or the mechanism M PGy (y') achieve the
optimal welfare. As the thresholds description shows, the thresholds for the modified priority
game (i.e., when the seller keeps the item when all bids are zero) are defined by a simple, easy-
to-compute recursive formula. The optimality of these thresholds can be shown by the following
intuitive argument: Consider a new bidder ¢ that joins a set of i—1 bidders. An efficient auction will
allocate the item to bidder 7 if and only if his value is greater than the optimal welfare achievable
from the first ¢ — 1 bidders. Therefore, the threshold for each bidder will equal the optimal welfare
gained from the preceding bidders; and indeed, with probability of 1 — F'(y;—1), bidder i’s valuation
will be greater than the expected welfare attained from the other bidders (y;—1) and his average
contribution will be E (v ‘v € [Ym,b])); with probability of F(y;—1) he will not contribute to the
optimal welfare which remains y;—1. This intuition shows why the revenue-maximizing thresholds
above (Equations 3.4,3.5) are independent of the number of players.

Theorem 3.4. When the bidders’ valuations are distributed with the same distribution function,
the mechanism PGo(T') or the mechanism M PGy () achieves the optimal expected welfare. In
particular, when vy = a, PG2(%) is the efficient mechanism.

Proof. We already observed that there exists a priority game that achieves the optimal welfare with
threshold strategies. Consider a priority game among n bidders, indexed by their priorities (i.e.,
1 < 2... < n ). Every bidder wins the item if he bids 1 and all the bidders with higher priorities

bid 0. Thus, the probability that bidder i wins is (H?:i » F(xj)) (1 = F(z;)). When all bidders
bid 0, either bidder n wins or the seller keeps the item for herself. The expected welfare from this
game, where the bidders use threshold strategies 1, ..., x,, is:

" n (vi) 1)ch1}Z

i=1 \j=i+1

Where Ey = E(vp|vp, € [a,2,]) in the priority game and E, = vg in a modified priority game (the

second term relates to the case when all the bidders bid 0). For maximum, the partial derivatives

with respect to x1, ..., z, should equal zero, resulting a characterization of the optimal solution.
For bidders 1 < m < n—1 we get (both in the priority game and in the modified priority game):

m—1 m—1 m—1
Ty = Z H F(z;) | (1= F(z;)) E (vi ’vi € [xi,g]) + H F(z;) | E(vy |vn € [a, 2,])
i=1 \j=i+l i=1i%m

The recursive formula is reached by calculating x,,11 — @, from which Equations 3.2 and 3.5
follow. For bidder n in the priority game the first order conditions yield the constraint in Equation
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3.3. When m = 1, we have 1 = E (v, |a < v, < z,,) (in the priority game) and z; = vy (in the
modified priority game). O

As in Section 3.3, we characterize the profit optimal mechanism by a reduction to the welfare
optimizing problem. Again, the reduction can be performed only for regular distributions. Consider
the model where bidders take their virtual valuations as their valuations. Let PGa(u) or M PG3(Z)
be the mechanisms that achieve the optimal welfare in this model (see Theorem 3.4 above). Let
PGy(u) and M PGy(z) be similar mechanisms respectively, except each payment ¢ is replaced with
its respective “original” valuation ¢ = v~1(¢).

Theorem 3.5. When the bidders’ valuations are distributed with the same regqular distribution
function, the mechanism PGa(u) or the mechanism M PGy(z) achieves the optimal expected profit
among all the profits achievable with a Bayesian-Nash equilibrium and interim IR.

Proof. This is a corollary of Theorem 3.4. The reduction is done as in Theorem 3.3, and it is
possible due to the regularity of the distribution function. O

Again, the optimal thresholds for the modified priority game can be given by a simple recursive
formula with an intuitive meaning. The recursion is identical to the welfare optimizing formula
(Equation 3.2), and the only difference is in the value of the first threshold that should hold
y1 = v Y(vg). The intuition is that given that the best revenue achievable from the first i — 1
bidders is y;_1, with probability F(y;—1) a new player ¢ will not be able to pay a higher price (due
to the individual-rationality restriction) and therefore the optimal revenue remains y; 1. When his
value is greater than y;_1, he cannot be charged more than his average value (E(v|y;—1 < v < b)).

Now, we give explicit solutions for the uniform distribution on the support [0,1]. The follow-
ing recursive constraints characterize the efficient and profit-optimal mechanisms — these are the
constraints given in Theorems 3.4 and 3.5 for uniform distributions.

Let (x1,...,25) € [0,1]" be threshold values for which the following constraints hold:

r = (3.6)

2

m (3.7)

S (ko) (1 - a?)
2 (1 . :c>

VYme{l,..n—2} zp1 =

Tn

(3.8)

Let y = (y1, .., yn) € [0,1]" be threshold values where y; = % and:

Y2,

)

DN | =

Corollary 3.3. Consider the threshold values T = (x1,...,2,) and y§ = (y1,...,yn) defined above.
When the bidders’ valuations are distributed uniformly in [0,1] and vo = 0, PG2(Z') achieves the
optimal welfare and M PGy(y) achieves optimal profit.

For example, when n = 5 we have y = (0.5,0.625,0.695,0.741,0.775). We could not find a
simple closed-form formula for the above optimal thresholds.
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3.5 Asymptotic Analysis of the Welfare and Profit Losses

In this section, we measure the performance of the optimal mechanisms presented in earlier sections.
Although we did not present a characterization of the optimal mechanisms in the general model of k
possible bids and n bidders, we present here mechanisms for this general case that are asymptotically
optimal. For simplicity, we assume that the valuations’ range is [0, 1] (all the results apply for a
general range [a, b] which only changes the constants in our analysis).

We analyze the welfare loss (Subsection 3.5.1), the profit loss (Subsection 3.5.2), and finally, in
Subsection 3.5.3 we measure the profit loss and the welfare loss in 1-bit mechanism with n bidders.
All the result are asymptotic with respect to the amount of the communication, except in Section
3.5.3 where it is with respect to the number of bidders.

3.5.1 Asymptotic Bounds on the Welfare Loss

The next theorem shows that no matter how the bidders’ valuations are distributed, we can always
construct mechanisms such that the welfare loss they incur diminishes quadratically in k. This
is true for any number of bidders we fix (when k£ > 2n). In particular, the efficient mechanism
presented in Theorem 3.2 incurs a welfare loss of O(k%) The intuition behind the proof: given
the distribution functions of the bidders, we construct a certain threshold strategy, which will be
dominant for all bidders. When using this strategy, each bidder will bid any bid ¢ with probability
smaller than % This way, the probability that a welfare loss may occur is O(%) (for two players,
for instance, a welfare loss will be possible only on the diagonal of the game’s matrix). The average
welfare loss will also be O(%), resulting in a total expected loss of O(k%) The proof appears in
Appendix B.3.

Theorem 3.6. For any (fized) number of bidders n, and for any set of distribution functions of the
bidders’ valuations, there exist a set of mechanisms gy, € Gy (k = 2n+1,2n+2,...), that incur an
expected welfare loss of O(#)) These results are implemented in dominant strategies with ex-post
individual rationality.

The requirement that & > 2n (here and in Proposition 3.2 below) is due to the construction of
the symmetric mechanism in the following proof. These results hold even without this requirement,
as shown by an asymmetric construction for a more general setting in Chapter 4.

Asymptotic quadratic bounds were also given by Wilson in [148], which studied similar settings
regarding the effect of discrete priority classes of customers. In [148] the uncertainty was about the
supply, while in this chapter the demand is uncertain as well. Both results are illustrations for the
idea that the deadweight loss is second order in the price distortion. (The price distortion in our
model is the maximum difference between the prices that different bidders are facing for the item
given the others’ bids, and it can be bounded above by %) Indeed, a small price distortion ensures
both that the probability of an inefficient allocation is small and that the inefficiency is small when
it does occur.

Theorem 3.6 is related to proposition 4 in [117]. In [117], Nisan and Segal showed that dis-
cretizing an exactly efficient continuous protocol communicating d real numbers yields a “truly
polynomial” approximation scheme that is proportional to d (i.e., for any ¢ > 0 we can realize an
approximation factor of 1 — € using a number of bits which is polynomial in log(e~!) ). Here, we
discretize a continuous efficient auction (e.g., first-price auction), where d is the number of bidders.
Discretization then achieves an approximation error that is exponential in the (minus) number of

44



bits sent per bidder, i.e., asymptotically proportional to % However, here we care about average-
case approximation which is even closer, because worst-case approximation within an error of €
ensures an average case approximation within e? (the probability that an error is made is itself in
the order of €).

We now show that the asymptotic upper bound above is tight, i.e., for some distribution func-
tions (and in particular, for the uniform distribution) the minimal welfare loss is exactly propor-
tional to k% We show this for any constant number of bidders.

Theorem 3.7. Assume that the bidders’ valuations are uniformly distributed and that vg = 0.
Then, the efficient 2-bidder mechanism PGy (x,y) described in Corollary 3.1 incurs a welfare loss

of exactly m. Moreover, for any (fized) number of bidders n and for any v, there exists a

1

positive constant ¢ such that any mechanism g € Gy i, incurs a welfare loss > ¢+ 4.

Proof. We first prove the first part of the theorem, regarding 2-bidder mechanisms. Note that
the given mechanism can make non-optimal allocation only for bids’ combinations that are on the
diagonal or on the lower secondary diagonal in the matrix representation of the 2-bidder game (i.e.,
when by = bp or when by = bp + 1). For such bids (i, ), the overlapping segment of [x;, z;11]
and [y;, y;j4+1] is of size 57-5. Given such bids’ vector (4, j), if one of the valuations is not in this
overlapping segment, the allocation is optimal (note that we allocate the item to B on the main
diagonal, and to A on the secondary diagonal). The probability that both valuation are in this
overlapping range is m The expected valuation in our priority game (when both valuation
are in this overlapping segment) is exactly in the middle of this segment. The expected valuation
in the optimal auction (with unbounded communications), restricted to this overlapping interval,
will be in the % point of this range. Thus, the welfare loss is % of the segment, i.e., % . Tl—l Thus,
for every bids’ vector on the main diagonal or on the secondary-diagonal the expected welfare loss

1

is ém. There are (2k — 1) such bids’ vector, thus the total welfare loss is exactly 6(%%1)2.

A similar argument shows that even when the seller’s valuation vg is non zero, the welfare loss

is asymptotically greater than m: let 21, ..., 2, be the sizes of the overlapping segments (only

when the valuations of both bidders are greater than vg). Clearly, m < 2k —1 and > ;" z; < 1.
Then, the welfare loss from the game is at least 1:

- (1 —v)? = (1—w)? 2k—1 (1—-w)? 1
1— )2 - 2 % _ (L=w)” 3> >
(1 =) ;Z ;Z =76 (-1~ 6 (2k-1)2

The proof of the second statement is easily derived: Consider only the case where bidders 1
and 2 have valuations above %, and the rest of the bidders have valuations below % This occurs
with the constant probability of 2% The best a mechanism can do is to always allocate the item
to one of 1 or 2. But due to the first part of the theorem, in any 2-bidder mechanism a welfare
loss of proportional to 75 will be incurred (the fact that the valuation range is [§, 1] and not [0, 1]
only changes the constant ¢). This will hold for any opportunity cost vg of the seller. Thus, any
mechanism will incur a welfare loss of Q(k%) O

Note that the same asymptotic results hold even if we restrict attention to symmetric mecha-
nisms. Actually, we prove the upper bound in Theorem 3.6 by constructing a symmetric mechanism

1611 the left inequality we use the fact that when z = (21, ..., Zm) is in the m’th dimensional simplex, -, 22 > #
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(we can allocate the item to all the bidders who bid the highest bid with equal probabilities). How-
ever, asymmetric mechanisms do incur a strictly smaller welfare loss than symmetric mechanisms.
For example, when the valuations are distributed uniformly, the optimal welfare loss is m (by
Theorem 3.7) compared with an optimal welfare loss of 6% attained by symmetric mechanisms!'”
(i.e., the welfare loss in asymmetric mechanisms is about 4 times better). This observation is in-
teresting in light of the results of Harstad and Rothkopf ([97]) and Wilson ([148]). [97] studied
symmetric English auctions, and analyzed the optimal price-jumps in such auctions. Our results
show that non-anonymous prices (i.e., different jumps for each bidder) can achieve better results
than symmetric (or anonymous) jumps. We also characterize the optimal price-jumps for such
auctions (mutually centered threshold values). [148] also studies only symmetric priority classes in
his model, and also gives a convergence rate of # for the efficiency loss (where n is the number of
priority classes). We show that asymmetric mechanisms can incur smaller efficiency loss, although
the asymptotic convergence rate is the same.

One obvious drawback of our characterization of the optimal mechanisms is that the design is
not “detail-free” (as in Wilson’s doctrine) — we must know the priors of the bidders for designing
the mechanisms. But can we design a mechanism that regardless of the distribution functions, will
always incur a low welfare loss? The answer is that we can, but they will not be as efficient as
in the commonly-known priors case. We observe that a simple, symmetric mechanism that use

equally spaced thresholds (i.e., PGg(z,...,x), x = (0, %, %, v kgl, 1) ), incurs a welfare loss not

greater than % for all possible distribution functions. We actually show (see Proposition B.1 in
Appendix B.4) that this is actually the best possible “detail-free” mechanism: for any mechanism
there exist distribution functions for which the expected welfare loss is at least in order of %
For severely low communication, the difference between the “detail-free” mechanisms and prior-
aware mechanisms (with loss of O(k%) ) may be substantial. Note that without communication
constraints, socially-efficient results can be achieved by “detail-free” mechanisms — second-price
auctions. In Proposition B.2 in Appendix B.4 we further dicuss detail-free mechanisms: we whow
that when the density functions are bounded from above by a constant, then the simple detail-free
mechanism above actually incurs a loss of O(k%); in addition, given a lower bound on the values
of the desnsity functions, we can show that there are density functions for which every mechanism
incurs a loss if at least Q(k%) Finally, we show (in Proposition B.3 in Appendix B.4) that the above
simple mechanism is actually optimal even when we no longer assume statistical independence of
the valuations: for every k, we can always find a joint distribution such that every k-bid mechanism
incurs a welfare loss of Q(k%)

3.5.2 Asymptotic Bounds on the Profit Loss

As done in Theorem 3.3, the profit optimization problem can be reduced to a welfare-optimization
problem by maximizing the expected virtual surplus.

Proposition 3.2. Assume that the bidders’ valuations are distributed with reqular distribution
functions. Then, for any number of bidders n, there exist a set of mechanisms gr, € G (K =
2n + 1,2n + 2, ...) that incur a profit loss of O(#) The profit loss is compared with the optimal,
individually-rational mechanism that is unconstrained in communication.

17 Tt is easy to show that efficient symmetric mechanisms are similar to priority games, except the item is allocated
with equal probabilities in cases of ties. The thresholds of the bidders simply divide the valuations’ range to identical
segments. Then, it is straightforward to show that the welfare loss is exactly 6%.
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Proof. Consider the model where bidders consider their virtual valuations v;(v;) as their valuations.
As the range of the valuations in this model, we take the union of the ranges of all the bidders’
virtual valuations. Denote this range as [a, 5]. Let g € G, be the mechanism that achieves the
maximal welfare in this model. Due to Theorem 3.6, ¢ incurs a welfare loss smaller than c - %,
for some positive constant ¢ (the constant takes into account the size of the virtual valuations’
range § — «). Let g be the mechanism with the same allocation as in g, only each payment g; for
bidder i in § is replaced with ¢; = 0; () in g, i.e., §; = 0;(¢;). Since each 7; is non-decreasing (by
their regularity), the allocation rules in g and g are identical for every bids’ combination. Thus, g
achieves the maximal expected virtual surplus, and the loss of expected virtual surplus is smaller
1

than ¢ - 77. The proposition follows. O

Again, this upper bound is asymptotically tight: with the uniform distribution, any mechanism
incurs a profit loss of Q(k—lz) This result is derived from Theorem 3.7 using similar arguments as
in Proposition 3.2.

Proposition 3.3. Assume that the bidders’ valuations are distributed uniformly. Then, for any
(fixed) number of bidders n, there exists a positive constant ¢ such that any mechanism g € Gy,
incurs a profit loss > ¢ - k:%

So far, we assumed that the bidders’ valuations are drawn from statistically independent dis-
tributions. We now point out that the relaxation to general joint distributions is non-interesting in
our model. Specifically, we can show that the trivial priority game for which all the bidders use the
threshold strategy based on the vector x = (0, %, %, . %, 1) always incurs an expected welfare
loss smaller than %, and no mechanism can do asymptotically better. In other words, there exists

some joint distribution function for which any mechanism incurs a welfare loss proportional to %

3.5.3 Asymptotic Bounds for a Growing Number of Bidders

In this subsection, we fix the size of communication allowed (to two possible bids), and we show
asymptotic bounds as a function of the number of bidders rather than the amount of communication.
Unfortunately, we have been able to prove such bounds only for the uniform distribution.

When we restrict our attention to symmetric mechanisms, the solution is simple. Using the
threshold & = n~ w1 (for all bidders) achieves the maximal expected welfare, and we have the
exact formula showing that the optimal welfare loss is O(l"%).18

We now show that optimal asymmetric mechanisms incur asymptotically smaller welfare and
profit losses of O(%) These mechanisms fully discriminate between the agents.

Theorem 3.8. Consider the mechanisms PGo(@) and MPGo(y) described in Corollary 8.8 (in
Section 3.4.1). When the bidders’ valuations are distributed uniformly, both the welfare loss in
PGy(T) and the profit loss in MPGs(7y) are smaller than < 2.

Proof. Let x be the revenue-optimizing thresholds from Corollary 3.3. We will bound the welfare
loss in PG9(x), the efficient mechanism will incur even a smaller loss. We assume, w.l.o.g., that in

'"®The expected welfare then is given by: -2+ (1—2")- 2. A maximum is achieved (first order conditions) with:

_a . __1 . . .
z =n 1. The welfare loss is thus: 75 — T 1l-nm1(L-1) (47 is the maximal welfare with unbounded
1
communication). It is easy to see that if 1 — % n converges to 10% then the welfare loss also converges to k’%.
1 logn
And indeed, 1 — % n=1—e n & k’% (since 1 —e™® ~ x for small z’s).
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g, bidders are indexed according to their priorities (i.e., 1 < 2... < n ). When a bidder wins after
bidding “1”, the maximal welfare loss is 1 — x;. When all bidders bid “0”, we use the trivial upper
bound of 1 for the welfare loss . Therefore, we can bound the welfare loss with:

=1 \j=it1 i1

The following two claims can be easily verified by induction:

Claim 3.4. Vv, 1-z,<2

n

Claim 3.5. V515 @, < 223

Now, we prove by induction on n that the first summand in Equation 3.9 is < %. Denote this
first term by wl,. Note that wl, 11 = (1 — 2,11)% + Znr1wl,. Assuming that wl,, < %, and using
the two claims above, it is easy to prove that wl, 1 < %H for n > 14. (the reader can verify that
this also holds for n < 14.)

Next, we prove (again by induction on n) that the second expression is smaller than % We

assume [[;; z; < & and prove that [/} z; < — (using Claim 3.5 ) :
ﬁ ﬁ cp Lol 1 o111 |
T, =X xX; €T — - . L —
U i n+1i:1 i < n+1n_2n—|—2 n 2n+2 n 2nn+1) n+1

Thus, the expected welfare loss is smaller than % + % = %
The statement about the profit loss can be derived from the result about the welfare loss
(again, by reducing profit optimization to welfare optimization). Nevertheless, a direct proof is

straightforward: with the same thresholds = from above, the profit loss is bounded from above by
Yoy (H?:Hl xj) - (1 — ;) - (1 — 2;) that was proved to be smaller than 2.1 O

3.6 Sequential Auctions

In sequential mechanisms, bidders split their bids into smaller messages and send them in an
alternating order. In this section, we show that sequential mechanisms can achieve better results.
However, the additional gain (in the amount of communication) is only up to a linear factor in the
number of bidders.

A sequential mechanism is a mechanism in which each bidder sends several messages, in some
order (not necessarily in a round-robin fashion). In each stage, each bidder knows what messages
the other bidders have sent so far. After all the messages were sent, the mechanism determines the
allocation and payments. The allocation scheme and the payment scheme are known to all bidders
in advance. In addition, the sizes of the messages, their number and the order in which they are
sent are also commonly known in advance. We measure the communication volume in a mechanism
by the number of bits actually transmitted.

Definition 3.16. The communication requirement of the mechanism is the mazimal amount of
bits which may be transmitted by the bidders in this mechanism.

1911 the priority games based on the thresholds 7/, if bidder i wins the item, he pays ;. Thus, the maximal profit
loss when bidder ¢ wins is 1 — y;.
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Figure 3.3:  (hy) This sequential game (when A bids first) attains a higher expected welfare than any
simultaneous mechanism with the same communication requirement (2 bits). This outcome is achieved with
Bayesian-Nash equilibrium.

A strategy for a bidder in a sequential mechanism is a threshold strategy if in each stage ¢ of the
game the bidder determines the message she sends by comparing her valuation to some threshold
values x1,...xq, (where this bidder has a; + 1 possible bids in stage 7).

Example 3.2. The following sequential mechanism has a communication requirement of 2 (see
Figure 3.3 ): Alice sends one bit to the mechanism first. Bob, knowing Alice’s bid, also sends one
bit. When Alice bids 0: Bob wins if he bids 1 and pays %; If he bids zero Alice wins and pays zero.
When Alice bids 1: Bob also wins when he bids 1, but now he pays %; If he bids zero, Alice wins
again, but now she pays %

It is easy to see that this mechanism has a Bayesian-Nash equilibrium?® that achieves an ea-
pected welfare of 0.653. We saw that the efficient simultaneous mechanism with a communication
requirement of 2 bits is 0.648 (see Section 3.1). We conclude that sequential mechanisms can gain
more efficiency than simultaneous mechanisms.

Note that throughout the chapter we searched for optimal mechanisms among all the mech-
anisms with Bayesian-Nash equilibria, but we managed to implement this optimum in dominant
strategy. In sequential mechanisms it is less likely to find dominant-strategy implementations, thus
our above example uses Bayesian-Nash implementation. Our result below, however, do not assume
any particular equilibrium concept in the sequential mechanisms.

How significant is the extra gain from sequential mechanisms over simultaneous mechanisms?
The following theorem states for every sequential mechanism with a communication requirement
of m there exists a simultaneous mechanism that achieves at least the same welfare with a commu-
nication requirement of nm (where n is the number of bidders)?!. Note that in general (see, e.g.,
[85]), multi-round protocols can reduce the communication by an exponential factor. We observe
that the gain from sequential mechanism is actually even smaller. In many environments, all mes-
sages are sent to a centralized authority (auctioneer); therefore, extra bits of communication will
be required to inform the bidders about the previous messages of the other bidders. The following
theorem holds for any order of transmission and any size of the sub-messages, even if these values
are adaptively determined according to previous messages.

The goal of this section is to show that the gain from sequential auctions, compared to si-
multaneous auctions, is mild. We do not offer a comprehensive analysis of this case, not present
welfare-maximizing and revenue-maximizing auctions. Several recent papers studied different as-
pects of sequential auctions with similar constraints. [138] analyze sequential auctions designed

29The following strategies are in Bayesian-Nash equilibrium: Alice uses the threshold %, and Bob uses the threshold
7 when Alice bids “0” and 2 when Alice bids 1.

2INote that in sequential mechanisms the bidders must be informed about the bits the other bidders sent (we do
not take this into account in our analysis), so the total gain in communication can be very mild.
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as sequences of take-it-or-leave-it offers. [83] studied sequential single-item auctions with discrete
price increment, where information can be used in subsequent stages. [122] studied information
elicitation in simultaneous and sequential auctions when the values are uncertain.

First, we observe that we can assume that the welfare-maximizing strategies of the bidders are
threshold strategies. Again, we show that for each message chosen by bidder i, the welfare is a linear
function in v;. To show this we should use a backward-induction argument: in the last message,
the bidders will clearly use thresholds. Therefore, in previous stages the welfare (as a function of
v; fixing the strategies of all the other bidders) is a linear combination of linear functions which is
itself a linear function. The maximum over linear function is a piecewise linear function and the
thresholds will be its crossing points.

Theorem 3.9. Let h be an n-bidder sequential mechanism with a communication requirement m.
Then, there exists a simultaneous mechanism g that achieves, with dominant strategies, at least the
same expected welfare as h, with a communication requirement smaller than nm.

Proof. Consider an n-bidder mechanism h with a Bayesian-Nash equilibrium, and with communica-
tion requirement m (for simplicity, assume n divides m, i.e., each bidder sends ™ bits). There exists
a profile s = (s1,...,8,) of threshold strategies that achieves the optimal welfare in h. First, we
give an upper bound for the total number of thresholds each bidder uses in the game. For a bidder
i, let af, ..., azi be the (positive) sizes of the k; messages she sends in h. Let ’y;. (1 <j <k;) be the
number of bits that were sent by all the bidders (including ), before bidder ¢ sends his jth message.
When choosing a message of size a}, the bidder uses up to 2% — 1 thresholds. In each stage, every
bidder can use a different set of thresholds, for every possible history of the game. Thus, for sending

her jth message she can use up to 2 (20‘3 — 1) different thresholds. Summing up, bidder ¢ uses

no more than 7'(i) = Z;“:l 27 (20‘.17" — 1) thresholds. Now, assume w.l.o.g. that the bidders are

numbered according to the order they send their last messages (i.e., ’y,%l > 7,32 > > 7}3”) Recall

that the total number of bits sent by the bidders is m. When sending the last message, bidder
1 1

1 thus uses 2" “k1 <2a’“1 — 1) < 2™ different thresholds. Because all the messages have positive

sizes, bidder 2 will have no more than gm—1-ag, (2022 — 1) < 2m~1 different thresholds for the

last stage. Similarly, every bidder i can use at most 2™ “*! thresholds for his last message. But
therefore, for her before-last message bidder i uses at most 2~ =1 different thresholds (the worst
case occurs when one bidder sends one bit between bidder ¢’s 2 last messages). It follows that the
maximal number of different thresholds for bidder 7 is:

k; k;—2
TG) = Y 27 (2“9 - 1) < gl pgmeinl N g (zaé _ 1)
J=1 Jj=1
m—i—2
< 2m—i+1 + 2m—i—1 + Z 2j < 2m—i+1 + 2m—i—1 + 2m—i—1 < 2m—i+2
j=1

Now, let g be a simultaneous mechanisms in which each bidder simply “informs” the mechanism
between which of the thresholds he uses in A his valuation lies. Clearly, for every set of valuations
of the bidders, this allocation in g and h is identical. Due to the inequality above, m — i 4+ 2 bits
suffice for bidder i to express this number. We conclude that the number of bits sent by all the
bidders in g is smaller than: Y ;" ;(m —i+2) = nm — w
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Finally, we mention that we can set the allocation scheme and the payment scheme in g such
that the threshold-strategies based on the thresholds in s will be an equilibrium and the expected
welfare will not decrease. As shown in Section 3.3, we turn this mechanism to be monotone by
allocating the item deterministically to the bidder with the highest expected value, in each bids’
combination. A dominant-strategy equilibrium follows.

This analysis holds for any order and sizes of the bidder messages, even when they depend on
the history of the messages, since counting the number of thresholds can be still done in the same
way. [

3.7 Future Work

This chapter analyzed single-item auctions that are severely limited in their ability to elicit in-
formation from the bidders — few possible bids are available for each player although each player
may have a continuum of types. We give a comprehensive analysis of such auctions, and present
welfare- and revenue maximizing mechanisms under these restrictions, asymptotic analysis of the
losses compared to auctions with unrestricted communication, and we also compare them to auction
where bidder send their messages sequentially.

We leave several questions open. The most obvious problem is the characterization of the
optimal mechanisms for arbitrary number of players and possible bids, and an asymptotic analysis
of the welfare- and revenue loss as a function of both k& and n (we provided a separate asymptotic
analysis in these variables). In addition, it seems that the concepts and methods presented in this
work extend to more general frameworks, like general single-parameter mechanism-design settings
and settings with interdependent values (see Chapter 4). A broader view on some of these results
will shed light on decision making under informational and incentive constraints.

An additional interesting question is regarding the gain from allocating the bits of communi-
cation non-uniformly among the agents. While in simple domains (like 2-bidder auctions) uniform
distribution of the communication seems to be the best option, this is unclear, and probably untrue,
in more general settings.

Finally, this work presented a partial study of sequential auctions with communication restric-
tions. This direction of research is very interesting and closer to many real-life auctions. We did not
provide a characterization of the optimal sequential mechanisms, or a direct comparison of simulta-
neous and sequential mechanisms with the same communication requirement. Another interesting
idea is to compare prior-aware sequential mechanisms and “detail-free” mechanisms (similar com-
parison for simultaneous mechanisms showed that detail-free mechanism can only achieve trivial
results). It would also be interesting to take an integrated approach and study settings with
partially-known priors.
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Chapter 4

Implementation with a Restricted
Action Space

4.1 Introduction

In standard mechanism-design settings, a social planner wishes to implement some social-choice rule
that chooses an alternative based on the private information of the players. Since social planners
cannot observe the private information of the players (their types), they design mechanisms that
make decisions by observing the actions of the players. Each player determines his action in the
mechanism according to his type in order to maximize his own utility. The challenge of the social
planner is to elicit information that will allow him to implement system-wise goals although such
goals may conflict with the objectives of the individual players.

Much of the literature on mechanism design restricts attention to direct revelation mechanisms,
in which the action spaces of the players are identical to their type spaces. This focus is owing to
the revelation principle', which asserts that every mechanism can be transformed into an equivalent
incentive-compatible direct-revelation mechanism that implements the same social choice function.

Nonetheless, in most practical settings, direct-revelation mechanisms are not viable since the
number of actions available to the players is significantly smaller than their preference space. Con-
sider, for example, the screening model by [131], where an insurance firm wishes to sell different
types of policies to different drivers based on their privately known caution levels. In this model,
drivers may have a continuum of possible caution levels, but insurance companies offer only a small
number of policies (e.g., a small number of deductible amounts in case of a claim) since it is proba-
bly infeasible to market and sell more then a few types of policies. Another example is the signaling
model for the labor market by [146], where employees send signals about their skills to potential
employers by the education level they acquire. Although there is a continuum of skill levels, it is
unreasonable to expect more than a few education levels in practice (e.g., PhD, M.A., and B.A.).

Mechanisms with a small, manageable set of choices are widespread in practice, and the main
reason for this phenomenon is probably their simplicity. This claim is also supported experimentally,
e.g., by [78], who showed that a choice overload can hamper the willingness of the players to
participate in the game, and can degrade their performance in a given transaction. Iyengar et al.
compared decision making under a small set of choices and under larger choice sets (not unusually

'The work of [108], [66] and [42] discusses the foundations of the revelation principle.
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large) and showed that such phenomena are significant even when the number of possible actions is
increased from 6 to around 24 or 30. In fact, in many real-life mechanisms the players are required
to map their complex preferences into discrete, often dichotomic, decisions. For instance, many
mechanisms avoid negotiations and simply post prices for packages or services, and the players are
left to decide whether they buy or not under the posted prices. In other settings, players decide
whether they participate in or abstain from some transaction, vote for or against some issue in a
referendum, and many other similar examples.

Additionally, there are clear evidences for the rare practical use of direct-revelation mecha-
nisms, most prominently VCG mechanisms. One major reason for this fact relates to the price
discovery process; players usually do not know their exact types and the discovery process may be
prohibitively costly (hiring consultants, etc.) or even computationally intractable to compute (see,

g., [88]). A well-designed mechanism with limited actions will guide the attention of the players
to the information that is most relevant for the decision making. Another critical flaw of direct-
revelation mechanisms is that players are typically unwilling to reveal their exact types, even if it
is beneficial for them in the short run, worrying that this might harm them in future transactions.
A small action space allows the players to preserve some degree of privacy. Papers by [130] and [7]
provide more details on why VCG mechanisms are indeed rare.

Restrictions on the action space, for specific models, were studied in several earlier papers. [148]
measured the effect of discrete “priority classes” of buyers on the efficiency of electricity markets
and found that a few priority classes can realize most of the efficiency gains. In a related work,
[99] showed that in matching and rationing problems at least half of the social value created by
optimal complex schemes can be obtained using very coarse action schemes. [51] considered a
simplified decision problem of a single agent searching for a low price with a limited memory; the
memory restrictions force the player to divide the set of possible histories into a limited number
of categories. It turns out that the optimal partition of the history is obtained, as in this chapter,
by dividing the range of prices into disjoint intervals. Compared to the above work, this chapter
incorporates incentives issues in general multi-player domains and also characterizes the exact effect
of the expressiveness level allowed in the system. A similar result was obtained in a different setting,
studied in [13]. There, a revenue-maximizing seller faces a set of bidders, who do not know their
private types, and he needs to determine the accuracy level by which they learn their types. On
the one hand, more information increases efficiency and thus the seller’s revenue, but on the other
hand, it increases the information rent of the bidders, thus decreases the seller’s revenue. Once
again, partitioning the information range into disjoint intervals is shown to maximize the seller’s
revenue. The work of [31] is the closest in spirit to our work. They studied single-item auctions
with severely-restricted action space, and showed that nearly-optimal social welfare can be achieved
even with very strict limitations on the action space. An earlier paper in a similar spirit is by [97]
who analyzed discrete bid levels in English auctions.

We next present our framework and results.

4.1.1 Owur Framework

We consider a general framework for the study of mechanism design in environments with a limited
number of actions. We assume a Bayesian model where players have one-dimensional private types,
independently distributed on real intervals, and a social planner who wishes to implement a social-
choice function c¢ that maps every profile of types to a chosen alternative. Due to the limited
expressiveness that is implied by the restricted action space, the social planner will typically have
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uncertainty about the desired alternative. That is, for some realizations of the players’ types, the
decision of the social planner will unavoidably be incompatible with the social-choice function c.
In order to quantify how well bounded-action mechanisms can approximate the original social-
choice function, we assume that the social-choice function is derived from a social-ﬁ)alue function
g, which assigns a real value to every combination of alternative A and realization 6 = (61,..,6,)
of the players’ types. The social-choice function ¢ will maximize the social value, i.e., 0(7) S
argmazx A{g(?7 A)}.2 Following are several simple examples of social-value functions:

e Public goods. A government wishes to build a bridge only if the sum of the benefits that
players gain from it exceeds its construction cost C. There are two alternatives in this
model: ”build’ and ” do not build’. The social value functions in a 2-player game is given by:
g(61,02,“build”)=60; + 6 — C, and g(6;,02,“do not build”)=0.

o Single-item auctions. Consider a 2-bidder auction where the auctioneer wishes to allo-
cate the item to the bidder with the highest value. The social-choice function is given by
g(01, 02, “player 1 wins”) = 01 and g(61, 02, “player 2 wins”) = 5.

o Message delivery over networks. A message can be delivered over a network composed of two
parallel edges. Each edge is owned by a selfish player that has a privately-known probability
q; of delivering the message successfully. A sender wishes to send his message through the
network only if the probability of success is greater than, say, 90 percent - the known prob-
ability in an alternate network. That is, ¢g(qi, g2, “send over network”)=1-(1-¢1)-(1-¢q2) and
9(q1, g2, “send over the alternate network”)=0.9. Note that in this example the social-choice
function is not welfare maximizing.

4.1.2 Our Contribution

This chapter centers on the following question: when the players are only allowed to use k actions,
which mechanisms achieve the optimal expected social value, and how do they compare to optimal
direct-revelation mechanisms? This question is actually composed of two questions.

1. An information-theoretic question: what is the optimal method to elicit information on the
private information of the players when the players can only reveal information using k actions
(recall that their type space may be continuous)?

2. A game-theoretic question: what is the best outcome achievable with k actions, given the
additional constraint of implementation in dominant strategies?

These two questions raise the question about the “price of implementation”: can the optimal
information-theoretic result be always implemented in a dominant-strategy equilibrium, and to
what extent does the dominant-strategy requirement degrade the optimal result?

Example 4.1. Consider a public good model with two players whose types 61,0y are uniformly
distributed between [0,1]. A social planner would like to build the bridge when 01 + 03 > C where C
is the construction cost of the bridge. It is well-known that if direct revelation is allowed, the VCG
mechanism provides a socially-efficient solution. Assume now that only two actions are available

2Observe that the social-value function is not necessarily the social welfare function — the social welfare function
is a special case of g in which g is defined to be the sum of the players’ valuations for the chosen alternative.
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to the players: "No” and ”Yes”. Now, due to the inherent information-theoretic constraints, the
social planner is no longer able to build the bridge exactly according to the objective function. What
is an optimal 2-action mechanism? Consider the following allocation rule and strategies:

Allocation: the social planner always builds the bridge, unless both players report "No”.

Strategies: both players use the following threshold strategy:
”Report "No” if 0; < % - C, otherwise report ”Yes””

As will be shown later in this chapter, the above solution is the best solution for the information-
theoretic problem created by using only 2 actions (when C < 1); there is no other allocation scheme
and no other pair of 2-action strategies that together obtain a higher expected social value. The
obvious question is whether this result can be obtained in equilibrium, and the answer is affirmative:
it is easy to see that the following payment scheme implies that the above strategies are dominant
for both players: ”If a player is the only player to report ”Yes” he should pay % -C, and otherwise
he pays zero”. Consequently, the optimal information-theoretic solution can be supported with
dominant strategies with no social-value loss!

In the remainder of this section, we informally survey our three research questions and results.

Our first contribution presents a family of social-value functions for which solving the information-
theoretic problem actually also solves the game-theoretic problem. The following theorem holds
for any number of alternatives, any number of players, and any profile of distribution functions.

Theorem 1: For all multilinear single-crossing social-value functions, the information-theoretically
optimal social-choice rule is implementable in dominant strategies.

The theorem assumes two properties of the social-value functions — multilinearity and single
crossing. Multilinear social-value functions are polynomials where each variable has a degree of at
most one in each monomial. They capture many important and well-studied models, and include,
for instance, any social-welfare maximization setting where the valuations are linear in the types
(like public-good and auction models), and other models like the above message-delivery example.
Single crossing is a stronger property than monotonicity, where the latter is required to guarantee
the dominant-strategy implementability of social-choice functions in the absence of restrictions on
the actions. The reason for this stronger requirement is that action-bounded mechanisms will
typically not be able to exactly implement the original social-choice function; therefore, the social
value of all the alternatives should behave ”monotonically,” not only for those alternatives that
are chosen by the desired social-choice function (and thus maximize the social value). A formal
definition will be given in the next section.

For proving Theorem 1, we prove a useful lemma that presents an alternative characterization
of social-choice functions whose “price of implementation” is zero. We show that for every social-
choice function, the implementability of the best information-theoretic solution is equivalent to
the property that the optimal expected social value is achieved with threshold (or non-decreasing)
strategies.? This lemma actually implies that one can always implement in dominant strategies the
optimal social-choice rule that is achievable with threshold strategies.

3The restriction to non-decreasing strategies is very common in the literature. One remarkable result by [3] shows
that when a non-decreasing strategy is a best response for any other profile of non-decreasing strategies, a pure
Bayesian-Nash equilibrium must exist. Another related result is by [51], who showed that the optimal way of an
agent with limited memory to partition a given set of possible histories into a fixed number of categories is to use
thresholds.
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Our next result compares the expected social-value in k-action mechanisms to the optimal
expected social value when the action space is unrestricted. For every number of players or alter-
natives, and for every profile of independent distribution functions, we construct mechanisms that
are nearly optimal — up to an additive difference of O(k%) This is the same asymptotic rate proved
for specific environments by [148], [97] and [31]. Moreover, a better general upper bound cannot
be obtained as the work of [31] shows that in some auction settings the optimal loss is exactly
proportional to k% Note that there are social-choice functions that can be implemented with k

actions with no loss at all (for example, the rule “always choose alternative A”).

Our asymptotic result holds for any Lipschitz-continuous social-value function, i.e., functions
for which the effect of local changes in the types on the social value is limited. In particular, all
polynomials, including multilinear functions, are Lipschitz continuous.

Theorem 2: For all single-crossing Lipschitz-continuous social-value functions, the optimal k-
action mechanism incurs an expected social loss of O(k—lx,) compared with mechanisms with unre-
stricted action space.

The proof for this theorem is constructive. We present mechanisms that never exceed this loss.
Note that social planners can utilize this characterization to optimize the number of actions when
this decision is under their control; that is, they should add an action only if its cost is smaller than
the marginal contribution of the action to the expected social value. Due to the above result, we
can bound the marginal contribution from an additional action by a value that is proportional to

k% — m, which is in the order of kig

Our final result concerns the problem of finding the mechanisms that maximize the expected
social value. We fully characterize the optimal mechanisms in environments with two players and
two alternatives for every number of actions k and every pair of distribution functions of the players’
types. We present them in two parts: we first show that the optimal allocation scheme is ” diagonal”
in the sense that in its matrix representation one alternative will be chosen in, and only in, entries
below one of the main diagonals. We then characterize the optimal strategies — strategies that are
“mutually maximizers”. Counter-intuitively (and in contrast to the results obtained in [31] in the
context of auctions), the optimal “diagonal” mechanism may not utilize all the k& available actions
for some non-trivial social-value functions.

Theorem 3: For all multilinear single-crossing social-value functions over two alternatives, the
2-player k-action mechanism that mazximizes the social value is diagonal and it possesses dominant
strategies that are mutually mazximizers.

Pinpointing the optimal action-bounded mechanism for multi-player or multi-alternative envi-
ronments seems to be harder and remains an open question. The hardness stems from the fact that
the number of diagonal mechanisms is growing exponentially in the number of players.

Finally, we present our results in the context of several natural applications. First, we provide
an explicit solution for a public-good game with k-actions. We show that the optimum is achieved in
symmetric mechanisms (in contrast to action-bounded auctions in [31]), and show how the optimal
allocation scheme depends on the construction cost C'. Then, we study the celebrated signaling
model for the labor market, which is a natural application in our context since education levels
are often discrete. Lastly, we present our results in the context of message delivery in networks.
The latter example illustrates how our results apply to settings where the objective function of the
social planner is other than welfare maximization.
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The rest of the chapter is organized as follows: our model and notations are described in
Section 4.2. We then describe our general results regarding implementation in multi-player and
multi-alternative environments in Section 4.3. Asymptotic analysis of the social-value loss is given
in Section 4.4. In Section 4.5 we fully characterize the optimal mechanisms in 2-player environments
with two alternatives. Section 4.6 presents applications of our general results. Some of the proofs
are deferred to the appendix.

4.2 Model and Preliminaries

We first describe a general mechanism-design model for players with one-dimensional types. Later,
in Subsection 4.2.2, we impose limitations on the action space. Our model is a variant of existing
models for environments with one-dimensional values that consider types that are drawn from a con-
tinuous support and a discrete set of alternatives. Consider n players and a set A = {41, Ag, ..., A}
of m alternatives. Each player has a privately known type 0; € [0;,0;] (where 0,,0; € R, 0, < 6;),
and a type-dependent valuation function v; : [6;,6;] x A — R. In other words, player i with type 6;
is willing to pay an amount of v;(6;, A) for alternative A to be chosen. Each type 6; is independently
distributed according to a publicly known distribution F;, with an always positive density function
fi- We denote the set of all possible type profiles by © = x™_,[6;,0;].

The social planner has a social-choice function ¢ : ©® — A, where the choice of alterna-
tives is made iri)order to maximize a social-value function g : © x A — R. That is, c(?) €
argmazaca{g(0,A)}

We assume that for every alternative A € A, the function g(-, A) is continuous and differentiable
with respect to every type. The players reveal information about their types by choosing an action,
from an action set B.%

A strategy of each player is a function s; : [0,,0;] — B, mapping each possible type to an
action. We denote a profile of strategies by s = sy, ..., s, and the set of the strategies of all players
except ¢ by s_;. We assume that players have quasi-linear utility functions. Thus, the utility of
player i of type 6; from alternative A under the payment p; is u; = v;(0;, A) — p;.

4.2.1 Dominant-Strategy Implementation

Following is a standard definition of a mechanism. The action space B is usually implicit, but we
mention it explicitly since we later examine limitations on B.

Definition 4.1. A mechanism with an action set B is a pair (t,p) where:
e t: B" — A is the allocation rule.’

e p: B"™ — R" is the payment scheme (i.e., p;(b) is the payment to the ith player given a vector
of actions b).

We say that a strategy s; is dominant for player 7 in mechanism (¢, p) if player ¢ cannot increase
his utility by reporting a different action than s;(6;), regardless of the actions of the other players

4We assume that the action space is symmetric for all players, and this assumption can easily be relaxed (except
for the characterization results in Section 4.5).
5We will show in the proof of Lemma 4.1 that, w.l.o.g., we can focus on deterministic allocation schemes.
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b_;. That is, for every type #; and action b; and b_;, we have that
v; (05, t(si(6;),b—3) ) — pi(s:(6;),b—3) > v; (0;, t(bi,b—;) ) — pi(b,b—;)
Definition 4.2. We say that a social-choice function h is implementable with a set of actions B

if there exists a mechanism (t,p) with a dominant-strategy equilibrium si,...,s, (where for each
i, si : [0;,0;) — B) that always chooses an alternative according to h, i.e., for every 6 we have

#H(51(61), vy 5n(0,)) = B(O).

Fundamental results in the mechanism-design literature state that under a “single-crossing”
condition, monotonicity of the social-choice function is a sufficient and necessary condition for
dominant-strategy implementability (in single-parameter environments). The single-crossing con-
dition (in its different variants, like the Spence-Mirrlees condition, see [146] and [105], or the
Milgrom-Shannon condition specified in [101]) appears, very often implicitly, in almost every paper
on mechanism design in domains with one-dimensional types. Throughout this chapter, we assume
that the preferences of each one of the players are single-crossing. Our definition of single-crossing
valuations may be considered as a hybrid of the differential Spence-Mirrlees single-crossing property
and the order-theoretic Single-Crossing property (discussions on these two variants can be found
in the work of [101] and [53]). We find this variant convenient as it captures a multitude of models
where the type space is a continuous real interval and the space of alternatives, for which players
may have individual ordering, is discrete.

A valuation function for player i is single-crossing if for every two non-equivalent alternatives,
the effect of an increment in 6; is greater for one of these alternatives for every 6;. The single-crossing
condition actually defines an order on the alternatives for each one of the players. For example, if
the value of player i for alternative A increases more rapidly than his value for alternative B, we
can denote it by A =; B. This definition rules out preferences where the value for an alternative
increases more rapidly (compared to another alternative) on some parts of the support, and slower
than the other alternative on different parts of the support. Later on, we will use these orders on
the alternatives for defining monotonicity of social-choice functions.

Definition 4.3. A valuation function v; : [0,,0;] x A — R is single crossing if there is a partial
order >; on the alternatives, such that for every two alternatives A; —; A; we have that for every
01‘}

a’UZ'(QZ', Aj) > 8%’(0@, Al)
00; 00;
and if neither A; >=; A; nor Aj =; A; (denoted by A; ~; A;) the functions are identical, i.e.,
v;i(0s, Aj) = vi(0;, Ay) for every 6;. We also denote Aj =; A; if either Aj ~; Aj or Aj =; Ay.

Example 4.2. Consider a single-item auction among 3 players, with 8 alternatives: A1="1 wins”,
Ar="2 wins”, and A3="8 wins”. For each player i, v;(A4;,0;) = 0; and for j # i, v;(4;,0;) = 0.
Indeed, for player 1 the slope of v1(A1,01) is greater than the slope of v1(Aa,01) and therefore
Ay =1 As. The losing alternatives for player 1 gains her the same value therefore Ag ~1 As.

The definition of monotone social-choice functions requires an order on the actions as well. This
order is implicit in most standard settings where, for example, it is defined by the order on the
real numbers (e.g., in direct revelation mechanisms where each type is drawn from a real interval).
When the action space is discrete, the order of the actions can be determined by the names of the
actions, for example, “0”, “17,....”k-1” for k-action mechanisms. (We therefore describe this order
with the standard relation on natural numbers <, >.)
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Definition 4.4. A deterministic mechanism is monotone if when player i raises his reported action,
and fixing the actions of the other players, the mechanism never chooses an inferior alternative for
i. That is, for every b_; € {0,....;k — 1}"~L if bl > b; then t(b,b_;) =; t(bi,b_;).

Following is a classic result regarding the implementability of social-choice functions in single-
parameter environments. The formal argument is given, for example, in [106] and [142].

Proposition 4.1. Assume that the valuation functions v;(0;, A) are single crossing and that the
action space is unrestricted. A social-choice function c is dominant-strategy implementable if and
only if ¢ is monotone.

4.2.2 Restrictions on the Action Space

We study environments where the action space B is restricted. We define a k-action mechanism
to be a mechanism in which the number of possible actions for each player is k, i.e., |B] = k. In
k-action mechanisms, the social planner typically cannot always choose an alternative according
to the social-choice function ¢ due to the informational constraints. Instead, we are interested in
implementing a social-choice function that, with k actions, maximizes the expected social value:
E~ [g (?, t(s1(01), ..., sn(Gn)))} We next define social-choice functions that can be achieved by

k-action mechanisms. Note that, as opposed to Definition 4.2, this is an information-theoretic
definition that does not involve strategic arguments.

Definition 4.5. We say that a social-choice function h : © — A is informationally achievable with
a set of actions B if there exists a profile of strategies s1, ..., s, (where for each i, s; : [0;,0;] — B),
and an allocation rule t : B" — A, such that t chooses the same alternative as h for every type
profile, i.e., t(s1(01),....,t(0p)) = h(?) If |B| = k, we say that h is k-action informationally
achievable.

Example 4.3. Consider an environment with two alternatives A = {A, B}, and the following
desired social-choice function: ¢(01,02) = A iff {61 > 1/2 and 02 > 1/2}. ¢ is informationally
achievable with two actions: if both players report “1”7 when their value is greater than 1/2 and
“07 otherwise, then the allocation rule “choose alternative A iff both players report 17 results in
exactly the desired allocation for every profile of types. Conversely, it is easy to see that the function
¢(01,02) = A iff 01 + 02 > 1/2 is not informationally achievable with two actions.

Given a social-value function, we would like to determine mechanisms that maximize the ex-
pected social value, given the information-theoretic constraints.

Definition 4.6. A social-choice function is k-action informationally optimal with respect to the
social-value function g, if it is k-action informationally achievable, and it achieves the maximal
expected social value among all the k-action informationally achievable social-choice functions.
As we will show later, it turns out that the monotonicity of the social-choice function will not
suffice for ensuring the monotonicity of the k-action mechanisms. While monotonicity describes the
structure of the choices that maximize the social value, mechanisms with discrete action spaces will

5By results shown later in the chapter, this maximum is attained and the optimal function is well defined. This
holds since the optimal results are achieved by threshold strategies, hence every allocation scheme defines a compact
set of social values, and there are finite number of different allocation schemes.
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also take into account the social value obtained by other alternatives. Therefore, the social-value
of all the alternatives should similarly be aligned with the preferences of the players. Therefore, we
define a single-crossing property on the social-value function g which is stronger than monotonicity.

Definition 4.7. Let >1,...,>, be the orders on the alternatives implied by the single-crossing
condition on the valuations of the players. We say that the social-value function g(?, A) exhibits
the single-crossing property if the following condition is met for every player i:

for every two alternatives such that A; =; A; we have that for every I €0,

— —
29(0,A;) _ 99(8 . A)
00; 00;

— —
g(0,A5) _ 9g(0,A;)
200, — — 00

Note that, unlike Definition 4.3, we do not require that the social value of equivalent alternatives
will be identical, but we only require identical slopes.”

and if Aj ~; Ay then for every 0 we have 2

Example 4.4. Consider the auction setting from Example 4.2. Ay =1 Az, and indeed the social
welfare in Ay is v1 and has a greater slope than the welfare in As, vo, as a function of vy. Ag ~1 As,
and indeed, vy and vs have identical slopes for all values of 61

Finally, we call attention to a natural set of strategies — “non-decreasing” strategies, where each
player reports a higher action as her type increases. Equivalently, such strategies are threshold
strategies — strategies where each player divides his type support into intervals, and simply reports
the interval in which her type lies.

Definition 4.8. A real vector x = (xg, 1, ..., x) i a vector of threshold values if xyg < x1 < ... <
T

Definition 4.9. A strategy s; is a threshold strategy based on a vector of threshold values z =
(x0, 21, ..., k), if for every action j it holds that s;(68;) = j iff 0; € [xj,xj41]. A strategy s; is called
a threshold strategy if there exists a vector x of threshold values such that s; is a threshold strategy
based on x.

4.3 Implementation with a Limited Number of Actions

In this section, we study the general model of action-bounded mechanism design. Our first result is
a lemma that provides a sufficient and necessary condition for the implementability of the optimal
solution achievable with k actions: this condition says that the informationally optimal social-choice
rule is achieved when all the players use non-decreasing strategies. The intuition behind it is that
with non-decreasing strategies (i.e., threshold strategies) we can apply the single-crossing property
to show that when a player raises his reported action, the expected value for his high-priority
alternative increases faster; therefore, monotonicity must hold. The result holds for every number
of players and alternatives, and for every profile of distribution functions on the players’ types, as
long as they are statistically independent 2.

"This difference can be demonstrated in multi-item auctions: two allocations in which player 4 receives the same
bundle of items are clearly identical with respect to this player, but their social welfare may differ since the items
may be allocated differently among the other players. However, the social welfare changes at the same rate as the
value of player 7 increases.

80ne can easily verify that this result does not hold if the players’ types are dependent.
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Expected
social
value

Figure 4.1: Each linear function in the diagram corresponds to the expected social value as a function of
the type of Player 1 when she chooses a particular action. Since two linear functions cross at most once, the
maximum of k linear functions has at most k — 1 breaking points (e.g., 1, x2,z3). Therefore, in order to
maximize the social value, Player 1 uses a threshold strategy where those breaking points are the thresholds.

Lemma 4.1. Consider a single-crossing social-value function g. The informationally optimal k-
action social-choice function c* (with respect to g) is implementable if and only if ¢* achieves its
optimum when the players use threshold strategies.

The proof for this lemma can be found in the appendix. Theorem 4.1 below is based on one
direction of the lemma (optimum with threshold strategies implies implementability); the other
direction is given for completeness.”

Next, we show that for a wide family of social-value functions — multilinear functions — the
information-theoretically optimal rule is dominant-strategy implementable. This family of functions
captures many common settings from the literature.

Definition 4.10. A multilinear function is a polynomial in which the degree of every variable in
each monomial is at most 1.1° We say that a social-value function g is multilinear, if g(-, A) is
multilinear for every alternative A € A.

The basic idea behind the proof of the following theorem is as follows: for every player, we
show that the expected social welfare for every action he chooses (fixing the strategies of the other
players) is a linear function of his type. This is a result of the multilinearity of the social-value
function and of the linearity of expectation. The maximum over a set of linear functions is a
piecewise-linear function, hence the optimal social value is achieved when the player uses threshold
strategies (the thresholds are the breaking points of the piecewise linear function). Figure 4.1
graphically illustrates this argument. Since the optimum is achieved with threshold strategies,
we can apply Lemma 4.1 to show the monotonicity of the social-choice rule. Note that in this
argument we characterize the players’ strategies that maximize the social value rather than the
players’ utilities.

Theorem 4.1. If the social-value function is multilinear and single crossing, the informationally
optimal k-action social-choice function is implementable.

Proof. We will show that for every k-action mechanism, the optimal expected social value is
achieved when all players use threshold strategies. This will be shown by proving that for every

9We currently do not have a concrete example for social choice functions that achieve an optimum with strategies
other than threshold strategies and this remains an open problem.
YFor example, f(z,vy,2) = xyz + 5zy + 7.
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player ¢ and for every action b; of player i, the expected welfare when she chooses the action b;
(fixing the strategies of the other players) is a linear function in player i’s type 6;. Then, it will
follow from Lemma 4.1 that the social-choice function is implementable.

Let t be the allocation function of the mechanism, and let s_;(6_;) be the strategy profile of all
players other than ¢. For a fixed action b; of player 7, let g4 denote the probability that alternative
A is allocated, i.e.,

qa = Pro._, [t(s(?)) = Alsi(6:) = bi]

Due to the linearity of expectation, the expected social value when player ¢ with type 6; reports b;
is:

Ep (900505, t(biss—i(0-0))] = Y aa By [9(0:0-i, A) [ t(bi,s—i(6-)) = A]  (4.1)
AcA
DIy R C RS R (4.2)
AcA 0—i

Q
where f4.(0_;) = %j(%) for type profiles 6_; such that t(b;, s_;(f—;)) = A, and 0 otherwise.
Since ¢ is multilinear, g(6;,0_;, A) is a linear function in ;for every alternative, where the
coefficients depend on the values of 6#_;. Denote this function by ¢(6;,0_;, A) = Xg_,0; + Bo_..
Thus, we can write Equation 4.2 as:

S aa [ (bt o) £A0-)d0-)

AeA

AeA

B&ifA@'(e—i)d(g—i)>

0_;

In this expression, each integral is a constant independent of ; when the strategies of the other
players are fixed. Therefore, each summand, thus the whole function, is a linear function in ;.

For achieving the optimal expected social value, the player must choose the action that maxi-
mizes the expected social value. A maximum of k linear functions is a piecewise-linear function with
at most k — 1 breaking points. These breaking points are the thresholds to be used by the player.
For all types between subsequent thresholds, the optimum is clearly achieved by a single action;
since linear functions are single-crossing, every action will be maximal in at most one interval.

The same argument applies to all the players, and therefore the optimal social value is obtained
with threshold strategies.

Finally, we must handle one subtle issue. Showing that the informationally optimal k-action
social-choice rule is monotone is actually not enough. We should also show that the same amount of
actions also suffices for determining the prices that support the dominant-strategy implementation
of this rule. This clearly holds in our setting. Formally, we can apply Proposition 1 from [144]
that claims that in any simultaneous mechanism, the information that allows computing some
implementable social-choice function is also sufficient for computing the supporting prices. O

Observe that the proof of Theorem 4.1 actually works for a more general setting. For proving
that the information-theoretically optimal result is achieved with threshold strategies, it is sufficient
to show that the social-choice function exhibits a single-crossing condition in expectation: given
any allocation scheme, and fixing the behavior of the other players, the expected social value in any
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two actions (as a function of 6;) should be single crossing. Theorem 4.1 shows that this requirement
holds for multilinear functions, but we were not able to give an exact characterization of this general
class of functions.

Also observe that if the valuation functions of the players are linear and single crossing, then the
social-welfare function (i.e., the sum of the players’ valuations) is multilinear and single-crossing.
This holds since the single-crossing conditions on the valuations are defined with a similar order on
the alternatives as in the social-value function. Therefore, an immediate conclusion from Theorem
4.1 is that the optimal social welfare, which is achievable with k£ actions, is implementable when
the valuations are linear.

Corollary 4.1. If the valuation functions v;(-, A) are single crossing and linear in 0; for every
player i and for every alternative, then the informationally optimal k-action social welfare function
1s implementable.

4.4 Asymptotic Analysis of the Social-Value Loss

In this section we prove an upper bound on the social-value loss as a function of the number
of actions k. In particular, we show that the social value loss diminishes quadratically with the
number of possible actions, k. This result holds for any social value function that is Lipschitz-
continuous, and includes, among others, all the bounded-degree polynomials. The main challenge
here, compared to earlier results, is in dealing with general social-value functions and any number
of players and alternatives. In particular, the social-value function may be asymmetric with respect
to the players’ types and social-value loss may a-priori occur in every profile of actions.

The basic intuition for the proof is that we can construct mechanisms where the probability of
having an allocation that is incompatible with the original social-choice function is O(%) This fact
holds for all single-crossing social-value functions, even without the Lipschitz-continuous property.
Then, Lipschitz-continuity implies that the social-value loss will always be O(%) in the mechanisms
we construct. Taken together, the expected loss becomes O(k%) We present an explicit construction
for mechanisms that exhibit the desired loss in dominant strategies. The expected social-value loss
clearly depends on the length of the support of the type space. Here, we assume that the type
space is normalized to [0, 1], that is, for every player i, §; = 0 and 6; = 1.

Theorem 4.2. Assume that the type spaces are normalized to [0,1]. For every number of players
and alternatives, and for every set of distribution functions of the players’ types, if the social-value
function g is single crossing and Lipschitz-continuous, then the informationally-optimal k-action
social-choice function (with respect to g) incurs an expected social-value loss of O(k%)

Proof. Given a set of n players, we will define a k-action threshold strategy for each player where
each action j is chosen with probability O(%), and the distance between each pair of consecutive
thresholds is O(7). Using these strategies, we define a mechanism that achieves an O(k—lz) loss. For

simplicity, we assume that k is even.

Construction of the threshold strategies:
For each player i let Y = {y} = 0,41, ..., y"ﬁi g yg = 1} be a set of thresholds that divide the density
2 2

func‘;ion of player i 2to % equi-mass intervals. That is, for every j we have Fl(y; 1) — Fz(y;) =
Fi(y;) — Fi(y;_1) = ¢
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In addition, let Z! = {2} =0, 2%, ..., Zik_lv zik = 1} be a set of thresholds that divide the interval
2 2
[0,1] to g equi—sized '}nteryals. That is, for every j we have y;'- 41— yjZ = y§ — y}_l = %

Now, let X* = Y*U Z" be the set of thresholds for player i. That is, player ¢ uses strategy s;
based on the thresholds X*. Clearly, using a threshold strategy based on X* (when the thresholds
are ordered in an increasing order), player ¢ chooses each action j with probability O(%), and the
distance between each consecutive thresholds is O(%)

The allocation rule:

For each vector of actions b, the mechanism will choose an alternative that maximizes the
expected social value when the players use the threshold strategies s based on the vectors X°
defined above. That is,

— —
t(b) € argmaxys E [g( 0 ,A)‘ s(0)= b]
Analysis:

We say that an action profile b is decisive if one alternative maximizes the social value for
every profile of types (otherwise the profile is indecisive). Formally, an action profile b is decisive if
there exists an alternative A for which A € argmaxpg(61,...,60,, B) for every profile 7, such that
si(0;) = b; for every player i. Similarly, the profile b is decisive with respect to a pair of alternatives
A, B, if one of these alternatives is always superior to the other when the players choose the actions
b.

We will prove that the above mechanism incurs an expected loss of O(k—lz) using the following two
claims. Claim 4.1 shows that the number of indecisive action profiles is O(k"~!). Since the player
chooses each action with probability O(%), each indecisive action profile is chosen with probability
O(7%), and therefore an indecisive profile will be chosen with probability of O(k"~1 - L) = O(3).
Claim 4.2 proves that the maximal possible social-value loss, compared to the optimal allocation
with unrestricted actions, is O(%) for each indecisive action profile. Taken together, the expected
social-value loss in the above k-action mechanism is O(#)

Claim 4.1. For single-crossing social value functions, the number of indecisive action profiles is
at most O(k"™1).

Proof. Consider a pair of players 1,2 and a pair of alternatives A, B and fix the actions b_(j 9y of
the other players. Let (b1, ba, b7{1,2}) be an indecisive profile with respect to alternatives A and
B (assume that A =1 B and B >9 A, the other cases are treated analogously). Since the action
profile is indecisive, there must be types 01,03 for which s1(01) = by and sa(f2) = ba, and also

E97{172} [9(917 923 9—{1,2}7 A)] > E@,{LQ} [9(915 027 ‘9—{1,2}7 B)]

Now consider an action profile b/, b, such that b} > b; and b, < by. We will show that for any pair
of types 6/, 05 for which s1(6]) = V] and s2(65) = b, we have:

E@_{LQ} [g<9I17 9/27 97{1,2}7 A)] > EG_{LQ} [g<017 057 07{1,2}7 B)]

The formal argument is proved similarly to the proof in Lemma 4.1, and it follows from the single-
crossing condition: changing the types from 6y, 65 to 6/, 6, clearly increases the type of player 1 and
decreases the type of player 2 — both changes increase the gap between the social value achieved with
the alternative A and the alternative B. We conclude that if b1, ba, b_y; 9y is indecisive with respect
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to A, B, then any other indecisive action profile cannot include a smaller action for one of the players
1,2 and a higher action for the other. Thus, there are at most 2k — 1 indecisive profiles for any
profile b_(; 9y of the other players. Every indecisive action profile is clearly indecisive with respect
to some pair of alternatives, thus the number of indecisive action profiles (given b_{LQ}) is at most
('é') -(2k—1) = O(k). Therefore, for every pair of players (out of (}) pairs), there are k"2 different
actions for the other players, each one allows at most a linear number of indecisive action profiles.
The total number of indecisive action profiles will therefore be O(k"~2) - O(k) = O(k"~1). O

Claim 4.2. For all Lipschitz-continuous social-value functions, the social-value loss incurred when
the players play an indecisive action profile is O(%)

Proof. Consider an indecisive profile of actions b with respect to a pair of alternatives A, B. Given
that the players choose the actions b, we show that the difference between the social value gained
by choosing A and B is always at most O(%) It will follow immediately that the expected loss
incurred given each action profile is also O(%).

Consider two profiles of types 6 and 6’ for which the profile of actions b is chosen by the players.
We will prove that g(6, A) — g(¢/, B) = O(3).

Since the profile b is indecisive with respect to A, B, and since the social-value function is
continuous, we know that there is a profile of types 6* for which the players choose the actions in b
and such that g(0*, A) = g(0*, B). Consider some profile of types 6 for which the profile of actions
b is chosen. We will show that [g(6, A) — g(6*, A)| is at most O(4), and similarly one can show that
l9(8, B) — g(6*, B)| is O(3) and the theorem will follow.

Since the social-value function is Lipschitz-continuous, there exists a non-negative constant «
such that for every alternative A, |g(0, A) — g(0*, A)| < - Y1 | |6; — 0F|. Since the same action
profile is chosen for both 6 and 6%, our construction implies that for every 7, §; — 7 < % The claim
follows. O

This concludes the proof of the theorem. ]

Moreover, as proved by [31], this bound is asymptotically tight in several environments. That
is, there exist a set of distribution functions for the players and social-value functions (e.g., the
uniform distribution in auctions and public-good settings) for which every mechanism incurs a
social-value loss of at least an order of k% Obviously, this claim does not imply that the loss of
every social-choice function will be proportional to 1%2 For example, in the social-choice function
that chooses the same alternative for every type profile, no loss will ever be incurred (even with 0
actions).

4.5 Optimal Mechanisms for Two Players and Two Alternatives

While in the previous section we presented k-action mechanisms that are asymptotically optimal,
we will now consider the problem of finding the k-action mechanisms that maximize the expected
social value. We will show a full solution for action-bounded environments with two players and
two alternatives, when the social-value function is multilinear and single crossing, and for every pair
of distribution functions and every number of actions. This solves the problem, for example, for
2-bidder auctions and 2-player public-good games. The characterization of the optimal mechanisms
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2/AB|B|B 2/A|A|B|B 2/AA | B|B A Bl BB
3/ B|B| B |B 3/A|B|B|B 3/A|A|A|B

Figure 4.2: The three left tables show all possible diagonal allocation scheme with 4 possible actions for
each player. The rightmost table show an example for a diagonal allocation scheme where one of the player
has only k£ — 1 possible actions.

for arbitrary number of alternatives and players remains an open problem, and we will illustrate
the intuition behind its hardness.

In this section, as in most parts of this chapter, we characterize monotone mechanisms by their
allocation scheme and by a profile of strategies for the players. By doing this, we completely describe
which alternative is chosen for every profile of types. It is well known that in monotone mechanisms
for one-dimensional environments, the allocation scheme uniquely defines payments that support
dominant-strategy implementation. We find this description, which does not explicitly mention the
payments, simpler for presentation.

The characterization of the optimal k-action mechanisms is presented in two stages: we first
illustrate the allocation scheme in the optimal mechanisms and prove that they must be ”diago-
nal”. We then define the optimal strategies in such mechanisms, and prove that they exhibit the
”?mutually-maximizers” property.

4.5.1 Diagonal Allocations

A key notion in our characterization of the optimal action-bounded mechanism is the notion of non-
degenerate mechanisms. In a degenerate mechanism, there are two actions for one of the players
that are identical in their allocation. Intuitively, a degenerate mechanism does not utilize all the
action space it is allowed to use, and therefore one might infer that such a mechanism cannot be
optimal. Using this property, we then define “diagonal” mechanisms that turns out to exactly
characterize the optimal mechanisms.

Definition 4.11. A mechanism is degenerate with respect to player i if there exist two actions
b;, b for player i such that for all profiles b_; of actions of the other players, the allocation scheme

(2

is identical whether player i reports b; or bl (i.e., Vb_;, t(b;,b_;) = t(b},b_;)).

Consider a representation of the allocation scheme using a matrix, where each entry specifies
the chosen alternative where the action of one player is choosing a row, and the action of the of the
other player is choosing a column. Then, a 2-player mechanism is degenerate with respect to the
row player, if there are two rows with identical allocation. We can now define diagonal allocation
scheme.

Definition 4.12. An allocation scheme for 2-player 2-alternative mechanisms with k-possible ac-
tions is called diagonal if it is monotone, and non-degenerate with respect to at least one of the
players.

The term “diagonal” originates from the matrix representation of these mechanisms, in which
one of the diagonals determines the boundary between the choice of the two alternatives. Figure
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4.2 depicts some diagonal 4-action allocation schemes. Simple combinatorial arguments show that
diagonal mechanisms may come in very few forms. The direction of the diagonal is determined by
whether the players have the same order >; on the alternatives (as in public-good games) or not
(like in auctions).

Proposition 4.2. Fvery diagonal 2-player mechanism has one of the following forms:

1. If both players favor the same alternative (w.l.o.g., B =; A for i =1,2) then either
t(bl,bz):B iff b1 +by>k—1 or t(bl,bg):B iff b1 +by >k

2. If the two players have conflicting preferences (w.l.o.g., A =1 B and B =9 A) then either
t(bl,bg) =B iff by > by or t(bl,bQ) =B iff by > bsy

3. One of the above mechanisms, when one of the fized-allocation actions is removed for one of
the players (i.e., we can subtract the action j of player i such that for any two actions b,V
of the other player we have t(j,b) = t(4,)).

Proof. Note that in a monotone allocation scheme, there are k 4+ 1 possible columns with &k alter-
natives (e.g., for k = 3, [A4, A, A], [A, A, B], [A, B, B], |[B, B, B]). Assume that the mechanism is
non-degenerate, for example, w.r.t. Player 2 (the column player). If the column [A4, ..., A] appears in
the allocation matrix, then clearly the row [B, ..., B] does not appear there, which leaves k possible
distinct rows for the row player. Note that in this case, when we exclude the row [A, ..., A] of the row
player we are still left with & distinct actions for the column player (see Item 3 in the proposition).
The actual matrix is defined by the orders on the alternatives, as shown in the proposition. ]

We will show that the social-value is maximized in mechanisms with diagonal allocation scheme.
Interestingly, one of the possible forms of diagonal mechanisms is degenerate with respect to one of
the players (see Item 3 in Proposition 4.2); that is, it can be described as a mechanism with k£ — 1
actions for this player. For example, the rightmost allocation scheme in Figure 4.2 will maximize
the social value for some 4-action environments, although the row player has only 3 actions. This
auction can be viewed as the leftmost mechanism in Figure 4.2 when the bottom row has been
removed.

4.5.2 Mutually Maximizer Threshold Strategies

In Section 4.5.1, we provided a characterization of the allocation scheme of the social-value maxi-
mizing mechanisms. Here, we complete the characterization of the optimal mechanisms by defining
the optimal pricing rules — the pricing rules that support the optimal strategies. We define the
notion of mutually-mazximizer thresholds, and show that threshold strategies based on such thresh-
olds are optimal. The intuition behind it is as follows. Consider some action b (“row” in the matrix
representation) for Player 1. In a monotone mechanism, the allocation in such a row will be of
the form [A, A, ..., B, B] (assuming that B >3 A). That is, alternative A will be chosen for low
actions of Player 2, and alternative B will be chosen for higher actions of Player 2. By determining
a threshold for Player 2 that will be used in his threshold strategy, the social planner actually
determines the minimal type of Player 2 from which alternative B will be chosen when the row
player chooses action b. For optimizing the expected social value, this type for Player 2 should
clearly be the type for which the expected social value from A equals the expected social value
from B (given that Player 1 chooses the action b); for greater values of Player 2, the single-crossing
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condition ensures that B will be preferred. The diagonal allocation scheme ensures that the value
of each threshold follows from those arguments that concern only a single action of the other player.

Definition 4.13. Consider a diagonal mechanism, where the players use threshold strategies based
on the threshold vectors x,y.'t We say that the threshold z; of one player (w.l.o.g., Player 1) is a
maximizer if

Eo, [ g(wi, 00, A) | 02 € [y;,y541] | = Eo, [ 9(xi,02, B) | 02 € [y;,yj11] ]

where j is the action of player 2 for which the mechanism swaps the chosen alternative exactly
when player 1 plays i, i.e., t(i,7) # t(i — 1, 7).

The threshold vectors x,y are called mutually maximizers if all their thresholds are maximizers
(except the first and the last).

Example 4.5. Consider the public-good setting in Example 4.1. The types of the two players are
uniformly distributed between [0, 1], each player has 2 actions "0” and ”1”, and the mechanism
builds the bridge unless both bidders choose the action 707 (this optimal mechanism is illustrated
in the left table of Figure 4.3). Assume that Player 1 chooses the action 707, and uses a threshold
strategy based on the threshold % - C' (where C'is the construction cost of the bridge). What is the
mianimal type of Player 2 for which the social planner will build the bridge? The expected value of
Player 1, given that he chooses 707, is % Therefore, the bridge should be built for any 0 such that
% + 605 > C, that is 09 > % -C. It follows that the threshold strategies based on % - C' are mutually

mazximizers in this game. For further discussion on the public-good example, see Section 4.6.1.

4.5.3 The Optimal 2-Action 2-Player Mechanisms

It turns out that in 2-player, 2-alternative environments, where the social-value rule is multilinear
and single crossing, the optimal expected social value is achieved in diagonal mechanisms with
mutually-maximizer strategies.

The proof centers on proving that the allocation scheme is non-degenerate with respect to one
of the players. In non-trivial mechanisms, this, together with monotonicity, will also show that
the other player will either have non-degenerate allocation, or slightly degenerate allocation (i.e.,
k — 1 distinct actions). We actually show that in an optimal k-action allocation scheme one of the
players will always have k distinct strategies, otherwise we can add a new action for this player and
strictly increase the expected social welfare. The proof requires dealing with several sub-cases and
is deferred to the appendix.

Theorem 4.3. In non-trivial'®> environments with two alternatives and two players, if the social-

value function is multilinear and single crossing, then the optimal k-action mechanism is diagonal,
and the optimum is achieved with threshold strategies that are mutually maximizers.

A corollary from the proof of Theorem 4.1 is that the optimal 2-player k-action mechanism
may be, for some distribution functions, degenerate with respect to one of the players (that is,

H¥or simplicity of presentation, we assume that the mechanism is non-degenerate w.r.t. both players; otherwise,
the definition is similar but requires adjusting the indices.

12Environments are non-trivial if the original social-choice function chooses each alternative with positive probabil-
ity, and if for both players the single-crossing condition on the alternative is strict (i.e., >; and not »=;). Otherwise,
the solution is easy.
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Cc<1 0 1 c>1 0 1
No Yes No No
0 o0 0
p1=p2=0 p1=0;p2 =5 pr=p2=0 p1L=p2=0
1 Yes Yes 1 No Yes
pr=%ip=0 pr=p2=0 pr=p2=0 | pp=pp=3C—1%

Figure 4.3: Optimal mechanisms in a 2-player, 2-alternative, 2-action public-goods game, when the types
are uniformly distributed in [0, 1]. The mechanism on the left is optimal when C' < 1 and the other is optimal
when C' > 1. The bridge is built in entries labeled as ”Yes”.

equivalent to a game where one of the players has only k& — 1 different actions). Moreover, the
proof also identifies the following sufficient condition under which the optimal mechanism will be
non-degenerate with respect to both players: if the players have the same order on the alternatives
(e.g., B =1 A and B =9 A), then the optimal alternative must be identical under the profiles
(0,05) and (61,0,).'2 Similarly, if the players have the opposite order on the alternatives (e.g.,
A =1 B and B >3 A), then the alternative with the higher social value must be identical for (6, 6,)
and (61,02). This condition clearly holds in the public-good model presented in Section 4.6.1 and
in auctions.

The full characterization of the optimal mechanisms in multi-player and multi-alternative envi-
ronments is still an open question. The hardness stems from the fact that the necessary conditions
we specified before for the optimality of the mechanisms (i.e., non-degenerate and monotone allo-
cations) are not restrictive enough for the general model. In other words, the number of monotone
and non-degenerate mechanisms rapidly increases as the number of players n grows (it can be
shown to grow exponentially in n, a proof is given by [24]). Unlike the 2-player 2-alternative case,
it seems that pinpointing the best allocation scheme cannot be done independently of finding the
optimal strategies, causing a considerable growth in the complexity of determining the solution.

4.6 Applications

In this section, we demonstrate the applicability of our results to public-good models, signaling
games and message delivery in networks.

4.6.1 Application 1: Public Goods

This section will discuss in more details the public-good model which was discussed above. The
model deals with a social planner who needs to decide whether to supply a public good, such as
building a bridge. Let Yes and No denote the respective alternatives of building and not building
the bridge. v = v1,..., v, is the vector of the players’ types — the values they gain from using the
bridge drawn from the interval [0, 1]. The decision that maximizes the social welfare is to build the
bridge if and only if ), v; is greater than its cost, and this cost is denoted by C. If the bridge is built,
the social welfare is ), v; — C, and zero otherwise; thus, g(v,Yes) =, v; — C, and g(v, No) = 0.
The utility of player ¢ under payment p; is u; = v; — p; if the bridge is built, and 0 otherwise. It is

13More precisely, the condition for non-degeneracy when B -1 A and B »2 A is that sign(g(0;,0:, A) —
9(0,,0:, B)) = sign(g(0i,0,,A) — g(6:,6,, B)) (when sign(0) is considered both negative and positive).
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well-known that under no restriction on the action space, it is possible to induce truthful revelation
by VCG mechanisms, therefore full efficiency can be achieved. Obviously, when the action set is
limited to k actions, we cannot achieve full efficiency due to the informational constraints. Yet,
since g(v, Yes) and g(v, No) are multilinear and single crossing, we can directly apply Theorem 4.1.
Hence, the information-theoretically optimal k-action mechanism is implementable in dominant
strategies.

Corollary 4.2. The k-action informationally-optimal social welfare in the n-player public-good
game is implementable in dominant strategies.

Moreover, as Theorem 4.3 suggests, in the public-good game we can fully characterize the opti-
mal k-action 2-player mechanisms. As mentioned in Section 4.5.3, when g(1,0,, A) = g(01,0,, B)
the mechanism is non-degenerate with respect to both players. This condition clearly holds here
(1+0—-C =0+1-C), therefore the optimal mechanisms will use all k£ actions. An immediate
corollary from Theorem 4.3 is a full characterization of the optimal mechanisms in this setting:

Corollary 4.3. The optimal expected welfare in a 2-player k-action public-good game is achieved
with one of the following mechanisms (where xo = yo =0 and ) =y = 1):

1. Allocation: Build the bridge iff by + by > k.

Strategies: Threshold strategies based on the vectors @,y where for every 1 <i < k-1,
z; = C — Elva|va € [Yr—i, Yk—iv1]]
yi = C — Elvi|v1 € [z, p—iy1]]

2. Allocation: Build the bridge iff by + by > k — 1.
Strategies: Threshold strategies based on the vectors @,y where for every 1 <i < k-1:
z; = C — Elva|va € [Yr—i—1, Yr—il]
yi = C — Elvi|v1 € [2—i—1, Tp—]]

The construction cost determines which of the two mechanisms above obtains a better result.
Recall that we define the optimal mechanisms by their (monotone) allocation scheme and by the
optimal strategies for the players. The payments that support dominant-strategy implementation
satisfy the rule that a player pays his lowest value for which the bridge is built, when the action
of the other player is fixed. Therefore, the payments for players 1 and 2 reporting the actions by
and by are as follows: in mechanism 1 from Proposition 4.3, p1 = xp, and p2 = y3,; in mechanism
2 from Proposition 4.3, p1 = zp,—1 and p2 = yp, 1.

We now apply Corollary 4.3 for the specific case of the uniform distribution. The example shows
how the optimal mechanism is determined by the cost C': a mechanism of type 1 is optimal for
construction costs smaller than 1, while a mechanism of type 2 is optimal for higher costs. Note
that the optimal mechanisms are symmetric, unlike the solution for auctions in [31].

Example 4.6. Suppose that the types of both players are uniformly distributed on [0,1]. Figure
4.3 illustrates the optimal mechanisms for k = 2, and how they depend on the construction cost C.
For every number of actions k, the welfare-maximizing mechanisms are:

e [f the cost of building is at least 1:
Allocation: Build iff by + by > k
Strategies: The thresholds of both players are (fori={1,...,k—1}), x; = 2(51;_7;)1'0 — 2’“224_"#
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o [f the cost of building is smaller than 1:
Allocation: Build iff by +bo > k — 1

Strategies: The thresholds of both players are (fori={1,...,k—1}), x; = inig,’l

4.6.2 Application 2: Signaling

We now study a signaling model in labor markets. In this model, the type of each worker, 6; € [0, 0],
describes the worker’s productivity level. The firm wishes to make her hiring decisions according to
a decision function f (7) For example, the firm may want to hire the most productive worker (like
the auction model), or hire a group of workers only if their sum of productivity levels is greater than
some threshold (similar to the public-good model). However, the worker’s productivity is invisible
to the firm; the firm only observes the worker’s education level e that should convey signals about
her productivity level. The standard assumption here is that acquiring education, at any level,
does not affect the productivity of the worker, but only signals about the worker’s skills.

A main component in this model, is the fact that as the worker is more productive, it is easier for
him to acquire high-level education. In addition, the cost of acquiring education increases with the
education level. More formally, a continuous function C/(e, #) describes the cost to a worker from
acquiring each education level as a function of his productivity. The standard assumptions about
the cost function are: % > 0, % <0, 62% < 0, where the latter requirement is exactly equivalent
to the single-crossing property. The utility of a worker is determined according to the education level
he chooses and the wage w(e) attached to this education level, that is, u;(e, 8;) = —C(6;,e) +w(e).

An action for a worker in this game is the education level he chooses to acquire. In standard
models, this action space is continuous, and then a fully separating equilibrium exists (under the
single-crossing conditions on the cost function). That is, there exists an equilibrium in which every
type is mapped into a different education level; thus, the firm can induce the exact productivity
levels of the workers by this signaling mechanism. However, a continuum of education levels is
somewhat unrealistic. It is usually the case that there are only several discrete education levels
(e.g., BSc, MSc, PhD).

With k£ education levels, the firm may not be able to exactly follow the decision function f.
For achieving the best result in & actions, the firm may want the workers to play according to
specific threshold strategies. It is easy to verify that the standard condition, the single-crossing
condition on the cost function, suffices for ensuring that these threshold strategies will be dominant
for the players. We can now apply Theorem 4.2, and show that if the decision function f of the
firm is Lipschitz-continuous (i.e., the decisions are made to maximize a set of Lipschitz-continuous
functions), then the firm can design the education system such that the expected loss will be O(k%),
with a dominant-strategy equilibrium. Note that while in the classic example of the job market it is
unreasonable for each firm to select the education level, in other reasonable applications the social
planners may be able to determine the thresholds, e.g., by fixing the levels of qualifying exams or
other means for the players to demonstrate their skills.

Corollary 4.4. Consider a Lipschitz-continuous decision function f and a single-crossing cost
function for the players. With k education levels, the firm can implement in dominant strategies a
decision function that incurs a loss of O(k%) compared with the original decision function f.
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Figure 4.4: An example for a parallel-path network, where each link has a probability ¢; for transmission
success. We show that the overall probability of success in such networks is multilinear in ¢;, and thus the
optimal k-action social-choice function is dominant-strategy implementable.

4.6.3 Application 3: Message Delivery in Networks

Lastly, we show the applicability of our results to settings where messages should be delivered over
lossy communication networks. Different parts of the networks, i.e., edges in their graph, are owned
by rational players who possess a privately known probability of successfully delivering a message
(or completing another task) over this edge. Each player owns at most one edge. A sender knows
the topology of the networks, and has to devise a mechanism for deciding which network has the
highest success probability. It is natural to assume that the players (i.e., links) may not be able
to report (or to figure out) their accurate probabilities of success, but only, e.g., whether these are
“low”, “intermediate”, or “high”.

Consider a set of networks, where each network is composed of multiple parallel paths from
a given source to a given destination. An example for such a network appears in Figure 4.4; in
this example, the probability that a message will be transmitted successfully in the upper path, for
instance, is q1 - g2. The sender wishes to send the message through the network with the highest
success probability.

In this example we assume that every player has a single-crossing valuation function over the
alternatives. That is, each player wishes that the message will be sent through his network, and his
benefit is positively correlated with his private data (e.g., the valuation of player i for delivering
the task may be exactly ¢;). We would like to emphasize that the social planner in this example
(the sender) does not aim to maximize the social welfare. That is, the social value is neither the
sum of the players’ types nor any weighted sum of the types (“affine maximizer”).

The success probability of sending a message through a parallel-path network is multilinear,
since it can be expressed by the following multilinear formula (where P denotes the set of all paths
between the source and the sink):

f@=1-T10-1] %) (4.3)

pPeP jeEP

For example, in the network presented in figure 4.4, the probability of success is given by

f(@)=1-(1-qg)(1—qs)

Thus, if all the candidate networks are parallel-path networks, the social-value function is
multilinear.'* We also note that for every edge 4, the partial derivative in ¢; of the success probability
written in Equation 4.3 is positive where in all the other networks, that do not contain link 7, the

!4The results obtained here hold for all directed networks with no cycles (also known as DAG — directed acyclic
graphs).
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partial derivative is clearly zero. Therefore, the social-value function is single crossing and our
general results apply.

Corollary 4.5. For all social-choice functions that mazrimize the success probability over parallel-

path networks, the informationally-optimal k-action social-choice function is implementable in dom-
inant strategies (for every k).
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Chapter 5

Informational Limitations of
Ascending Combinatorial Auctions

5.1 Introduction

Combinatorial auctions are a general name given to auctions in which multiple heterogeneous items
are concurrently sold and in which bidders may place bids on combinations of items rather than
just on single items. Such combinatorial bidding is desired whenever items sold are complements or
substitutes of each other, at least for some of the bidders. In such cases, the combinatorial bidding
allows the bidders to better express their complex preferences, allowing the auction to achieve
higher social welfare, and often (but not necessarily) higher profit as well. Combinatorial auctions
have been used in many settings such as truckload transportation ({92, 145]), airport slot allocation
([126, 39]), industrial procurement ([16]), and, prominently, radio spectrum auctions ([40, 56]).
Additionally, combinatorial auctions serve as a common abstraction for many resource allocation
problems in decentralized computerized systems such as the Internet, and may serve as a central
building block of future electronic commerce systems.

The design of combinatorial auctions faces multiple types of complexities: informational, cog-
nitive, computational, and strategic. Indeed, the design of combinatorial auctions is still part art
and part science. While many aspects have been analyzed mathematically or empirically, many
other aspects remain an art form. In many cases the design is ad-hoc for a given application, and
it is usually not clear how well the existing design performs relative to the other non-implemented
alternatives. Indeed, when the US Federal Communications Commission held a series of work-
shops addressing the intended design of their multi-billion dollar combinatorial auctions for radio
spectrum (see, e.g., [57]), there has been very little agreement among the participants. We re-
fer the reader to the recent tomes ([37],[103]) that elaborate on various aspects, applications and
suggestions for combinatorial auctions.

This chapter concerns a large class of combinatorial auction designs which contains the vast
majority of implemented or suggested ones: ascending auctions. In this class of auctions, the
auctioneer publishes prices, initially set to zero (or some other minimum prices), and the bidders
repeatedly respond to the current prices by bidding on their most desired bundle of goods under
the current prices. The auctioneer then repeatedly updates the prices by increasing some of them
in some manner, until a level of prices is reached where the auctioneer can declare an allocation.
(Intuitively, prices related to over-demanded items are increased until the demand equals supply.)
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There are several reasons for the popularity of ascending auctions, including their intuitiveness, the
fact that private information need only be partially revealed, that they increase the trust in the
auctioneer as bidders see the prices gradually emerging, that it is clear that they will terminate,
that they may sometimes reduce the winner’s curse and increase the seller’s revenue ([104]). See
[38] for a survey of the advantages and disadvantages of ascending auctions.

Ascending auctions may vary from each other in the bidding rules, in the price update scheme,
in the termination condition, etc. The most notable difference is in the types of prices used. Some
auctions attach a price to each item, and the price of each bundle of items is the sum of the item
prices. Such auctions are termed item-price auctions or linear-price auctions. A more general
class of auctions maintains a separate arbitrary price for each bundle of items. These are called
bundle-price auctions or non-linear price auctions. Some auctions present the same set of prices to
all bidders — these are called anonymous-price auctions. Others maintain a separate set of prices
for each bidder — these are called personalized price auctions (or non-anonymous price auctions).
It is clear that item-price auctions are preferable to bundle-price ones in terms of simplicity, and
similarly that anonymous-price ones are simpler than personalized-prices ones. This simplicity is
important in many respects, including the cognitive, computational, and communication burden
placed on the bidders and on the auctioneer. In particular, such auctions tend to be simpler to bid
on, will run faster, and will require less communication and computation and thus will be feasible
for a larger number of items. The question is really whether the more complex types of auctions’
added expressiveness offers benefits that overcome the cost in complexity. Indeed, presentations
at the FCC’s 2003 conference ([57]) reveal an interesting debate along these lines between the
suggestions of David Porter, Stephen Rassenti and Vernon Smith (on the simplicity side) and of
Larry Ausubel, Peter Cramton and Paul Milgrom (on the complexity side).

Two families of ascending auctions have received most of the mathematical analysis so far. The
first family of item-price auctions is an extension of the “Deferred-Acceptance Mechanisms” from
the literature on matching (see the survey by [128]). This family includes work by [82], [45] and
[69], and the main idea is quite simple: increase the price of over-demanded items until every item
is demanded by at most one bidder. The basic theorem shows that if all bidders have (gross)
substitutes valuations, then this converges to a competitive (Walrasian) equilibrium and thus leads
to social efficiency. The restriction to having (gross) substitutes valuations is critical; for example,
[69] show that for any bidder whose preferences fail the substitutes condition we can add a set of
unit demand bidders such that the resulting economy has no Walrasian equilibrium.

The second family of auctions uses personalized bundle prices and includes those of [124] and [4].
The main idea here is that the auctioneer computes, at each stage, an optimal tentative allocation,
and then losers in this tentative allocation are allowed to increase their bids (i.e., essentially losers’
personalized prices are increased). The basic theorem states that when no loser wants to increase
his bid, then an optimal allocation has been reached. This holds for arbitrary bidder valuations.

The fundamental question that we address is whether the added complexities of bundle prices
and of personalized prices are indeed necessary. We present a strong affirmative answer on both
counts. We prove that no ascending item price auction (using anonymous or personalized prices) can
always reach a socially-efficient allocation among arbitrary bidder valuations. Similarly, we prove
that no anonymous-price auction (using either item prices or bundle prices) can always reach the
socially optimal allocation. Our basic theorems are proved by analyzing two very simple scenarios
in which we show that the appropriate type of auction can simply not gather sufficient information
from the bidders.
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We then prove several stronger variants of our theorems showing that our impossibility results
are very robust is several senses. We show that not only is it impossible for an ascending item-
price auction to obtain the social optimum, but even if we allow multiple, sub-exponentially many,
“ascending paths” (e.g., as used in [5]), then the impossibility remains. Finally, we also show that
the loss of welfare is extreme both for item price auctions and for anonymous-price auctions, and
that only a vanishingly small fraction of the social welfare may be captured!. This last pair of results
is proved using a sophisticated combinatorial construction of valuations that are “hard to elicit” by
these restricted types. We also show that our examples are not “unusual” by showing that for any
set of substitutes bidders, it is possible to add a single extra bidder making it impossible to find the
social optimum by item-price auctions. Recall that environments with substitutes preferences are
the most general setting where item-price ascending auctions are known to be able to determine
the efficient allocation.

All of our results are in a very general setting: they do not rely on any incentive constraints and
hold even if bidders simply bid “as told”. As long as their response at every stage is just of function
of the desired bundle at the current prices, the impossibility holds. Namely, even if one managed
to motivate the players to truthfully respond to the queries in the auction, such ascending auction
would obtain poor result. In particular, the impossibilities do not rely on any inter-dependencies
between the bidders’ valuations and hold for simple private values. Our impossibility results do
not assume that any particular type of equilibrium will be achieved upon termination, and hold
whether or not any equilibrium is achieved — they allow taking into account the whole amount of
information obtained during the auction. The results do not rely on any computational limitations
or limitations on the amount of communication that is transmitted, and hold even if unbounded
(and unrealistic) computation and communication capabilities are available to the auctioneer and
bidders.

While most previous work on combinatorial auctions has actually studied specific types of
auctions, a few other impossibility results have been shown that should be compared to ours. First,
are the known theorems (see, e.g., [141, 82, 19, 102, 44]) that for general, non-substitutes valuations,
certain types of competitive equilibria cannot be found without personalized bundle prices. Our
results, on the other hand, do not assume that any type of equilibrium is reached. To strengthen
the contrast, note that item-price non-ascending auctions can obtain the social optimum, despite
the lack of any equilibrium (see Chapter 7 and [27]). Other related results are the communication
lower bounds proved in [117] showing that exponential communication is required by any type
of combinatorial auction for obtaining the optimum. These results are quantitative and are not
delicate enough to qualitatively distinguish between different types of auctions, as we do here.
Additionally, such lower bounds on the amount of the transmitted communication cannot be applied
in our setting, as we show in the chapter’s body that an amount of information that is exponentially
greater than the number of items can be elicited by ascending auctions, even with item prices.

The closest result to ours, in spirit, is by [70] who showed that ascending anonymous item-price
auctions can not come up with VCG prices even for (gross)-substitutes valuations, despite the fact
that the social optimum can be achieved in such cases. In contrast, our impossibility is for just
finding the optimum, or even a reasonable approximation, rather than calculating a particular set
of prices. Additionally, in contrast to our results, the impossibility in [70] is very delicate, even in
the generalized version we prove in Chapter 6 for non-anonymous auctions, and stops holding if

!Formally, we show that no better than a 4/./m fraction of welfare may be captured by each auction type, where
m is the number of items.
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multiple ascending rounds are allowed, as in [5].

The bottom line of this chapter is a formal analysis showing that simple combinatorial auction
schemes that use only item prices or that use only anonymous prices do have severe informational
limitations. This will not allow them to match the performance guarantees of the more complex
schemes. The exact tradeoff between these limitations and the significant costs of the more complex
scheme remains part of the “art” of combinatorial auction construction.

The structure of the rest of the chapter is as follows: in section 2 we formally present our model
and definitions. Section 3 gives the impossibility results for item-price auctions, while section 4
gives the impossibility results for anonymous-price auctions. In the body of the chapter we provide
the full (and simple) proofs of the basic impossibility theorems; the proofs of the stronger variants
are postponed to the appendix. Appendix D.1 contains some definitions to be used in proofs that
appear later in Appendices D.2 and D.3.

5.2 The Model

A seller wishes to sell a set M of m heterogeneous indivisible items to a set of n bidders. Each
bidder i has a valuation function v; : 2" — R, that attaches a non-negative real value v;(S) for
any bundle S C M. We assume two conventional assumptions on the preferences: (i) Free disposal
(monotonicity), i.e., if S C T then v;(S) < v;(T). (ii) Normalization, i.e., v;((}) = 0 for every bidder
i.

The goal of the auctioneer is to find an efficient allocation of the items, that is, to find a
partition Si, ..., S, of the items that maximizes the social welfare, " ; v;(S;). We do not study
revenue maximization in this chapter.

In this work, we concentrate on iterative auctions where, at each stage, the auctioneer publishes
a set of prices p for the bundles, and each bidder responds with her demand given the published
prices, that is, a bundle S that maximizes her (quasi linear) utility u;(S,p) = v;(S) — p(S), where
p(S) denotes the price of S under the price level p.2 The stages of the auction are ordered by time,
and at each stage, a single set of prices is presented to each bidder. The prices can be presented
in different ways. For example, the seller can explicitly publish a price for each bundle, or use
a succinct representation for the prices (e.g., by only publishing item prices). We touch several
common representations below.

The specific auction is determined by the method that the auctioneer determines which prices
will be presented to the bidders at each stage. The seller can determine the prices adaptively,
i.e., as a function of the history of the published prices and responses. The seller can also use
information gained from the responses of one bidder for determining the future prices for other
bidders. At the end of the auction, the auctioneer analyzes the information received during the
auction, and determines the final allocation accordingly. That is, the data that is available to
the auctioneer at the end of the auction is exactly {(p}, Sf)| for every bidder i and every stage ¢},
where S! denotes the demand of bidder i at stage ¢ under the price vector pt. To strengthen our
results, and as opposed to most of the existing literature, we consider a general model where the
allocation can be determined by all the information gathered during the auction, and not only

2 All our results hold for any consistent tie-breaking rule by the bidders or by the auctioneer. Moreover, our result
will also hold if every bidder i reports, at each stage, all the bundles that maximize her utility, i.e., her whole demand
set {S C M | vi(S) —p(S) > vi(T) — p(T) for every T'C M}. An equivalent model allows the bidders to raise their
“bids” on their desired bundles.
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according the demands at the final stage of the auction. Note that, to strengthen our results, we do
not assume any limitations on the power of the participants, except for information limitations. In
particular, the auctioneer may be computationally unbounded (including, e.g., the ability to solve
hard problems classified as “NP-hard” in the computer-science terminology).

This chapter centers on auctions with non-decreasing prices:

Definition 5.1. (Ascending auctions) In an ascending auction, each bidder responds with his
demand under every price level presented to him, and prices presented to the same bidder can only
increase in time. Formally, let p be a set of prices presented to bidder i, and q be the prices for
bidder i at a later stage in the protocol. Then, for all sets S C M, we have q(S) > p(S).

Two highly important factors in the design of ascending combinatorial auctions concern the
representation of the prices. First, the seller might choose to present only prices for the individual
items, or, with greater expressiveness, publish a price per every possible bundle. Another pricing
decision is whether to present personalized prices for each bidder, or present every price level to all
bidders.

Definition 5.2. (Item/Bundle prices) An auction uses item prices (or linear prices), if, at
each stage, the auctioneer presents a price pj for each item j, and the price of a set S is additive:
p(S) = Zjes pj. We say that an auction uses bundle prices (or non-linear prices) if each bundle S
may have a different price p(S) (which is not necessarily equal to the sum of the prices of the items

inS).

Definition 5.3. (Anonymous/Non-Anonymous prices) An auction uses anonymous prices,
if the prices seen by the bidders at any stage in the auction are the same, i.e., whenever a set of
prices is presented to some bidder, the same set of prices is also presented to all other bidders.
In auctions with non-anonymous (personalized) prices, each bidder i is presented with personalized
prices for the bundles denoted by p;(S).?

Observe that with bundle prices, the number of distinct prices presented by the seller in each
stage may be exponentially greater than the number of items (a price per every subset of items).
Consequently, such auctions may be practically infeasible when selling more than few items.

5.3 Limitations of Item-Price Ascending Auctions

Before describing their limitations, we would like to demonstrate that item-price ascending auctions
are not trivial in their power. The most prominent example is their ability to end up with a
Walrasian equilibrium (which is, in particular, efficient) for environments with (gross) substitutes
valuations, see [82] and [69].

We would also like to point out that despite using a linear number of item prices, ascending
auctions may elicit a significantly larger amount of information from the bidders. Namely, if small
enough increments are allowed, such auctions can elicit an amount of information that exceeds the
number of items by an exponential factor. This is shown in Example D.1 in Appendix D.2.

Without restricting the prices to be ascending, analyzing the demand of the bidders under
different price levels enables the auctioneer to easily determine the efficient allocation in any com-
binatorial auction (see Chapter 7 and [27]). However, as we show in this section, this is no longer

3Note that a non-anonymous auction can clearly be simulated by n parallel anonymous auctions.
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v(ab) v(a) v(b)
Bidder 1| 2 |ac(0,1)|3€(0,1)
Bidder 2 2 2 2

Figure 5.1: This example shows that no item-price ascending auction can always determine the optimal
allocation: no such auction can tell whether « is greater than [ or vice versa.

true when the prices are restricted to be ascending, even for settings with only two items and
two bidders. After proving this negative result, we strengthen it in several directions: in Theorem
la, we show that the number of ascending trajectories of prices that are required for finding the
efficient allocation is exponentially larger than the number of items; Then, in Theorem 1b, we
show that a single item-price ascending auction can only guarantee a small fraction of the optimal
welfare, a fraction that diminishes with the number of items. Finally, Theorem 1lc indicates that
these impossibilities may rise for every profile of bidders with substitutes preferences following an
addition of a single bidder.

An example for a combinatorial auction that cannot be solved by any ascending auction is given
in Figure 5.1. In this example, for determining the efficient allocation, the auctioneer has to know
which one of the two singleton bundles has a greater value for Bidder 1. However, an ascending
auction can only elicit information about one of the singletons, so the efficient outcome cannot be
obtained. The basic idea is that in order to gain any information about one of the singletons, the
price of the other item must be increased significantly, otherwise the bidder will continue demanding
the whole bundle. Since the prices cannot decrease, it follows that the demand of Bidder 1 will be
independent of his value for the latter item.

Theorem 5.1. No item-price ascending auction can determine the efficient allocation for all pro-
files of bidder valuations.

Proof. Consider the two valuations described in Figure 5.1. All the values are known to the auc-
tioneer, except for the values av and 3 (between (0, 1)) that Bidder 1 attaches to the singletons a
and b, respectively. For such preferences, the only way to achieve a welfare greater than 2 is to
allocate one singleton to Bidder 1 and the other to Bidder 2. Therefore, the identity of the efficient
allocation depends on which of the two singletons gains a greater value for Bidder 1. We prove that
a single ascending trajectory of item prices can reveal information only on one of these values. We
first claim that no information is elicited as long as both prices are low.

Claim 5.1. As long as p, and py are both below 1, Bidder 1 demands the whole bundle {ab}.

Proof. For every price level p in which both prices are smaller than 1, Bidder 1’s utility from the
bundle ab will be strictly greater than the utility from either a or b separately. For example, we
show that wu;(ab,p) > ui(a,p) (the same statement for the singleton b can be similarly shown):

ui(ab,p) = 2—(pa+po) (
= 1l—ps+1—pp (
> wva(a) —pa+1—pp (
> wui(a,p) (

ot Ot Ot Ot
N
~— N N

Where Equation 5.1 is due to the linearity of the prices, Inequality 5.3 holds since v4(a) is smaller
than 1, and Inequality 5.3 follows from the assumption that py is smaller than 1. ]
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Thus, in order to gain any information about the unknown values o and (3, the auctioneer must
arbitrarily (i.e., without any new information) choose one of the items (w.l.0.g., a) and increase its
price to be greater than 1. But then, since the prices are ascending, the singleton a will not be
demanded by Bidder 1 throughout the auction, thus no information at all will be gained about a.
Hence, the auctioneer will not be able to identify the efficient allocation.

Since the valuation of one of the bidders is fully known in advance to the auctioneer, the theorem
holds even for non-anonymous item-price ascending auctions. O

The proof of Theorem 5.1 describes a profile of preferences for which no ascending trajectory
of prices can elicit enough information for determining the optimal allocation. This would hold
even if the auctioneer had some exogenous information (or a “good guess”) telling him what is the
“right” way to increase the prices.* Similar arguments show that this hardness result also holds for
the similar family of descending-price auctions (otherwise, the “reversed” price trajectory would
be an ascending auction that finds the optimal allocation).

While Theorem 5.1 proved that a single ascending trajectory of prices cannot guarantee finding
the efficient allocation, it does not rule out the possibility that a small number of trajectories will
achieve this goal. For instance, a similar question was studied regarding the number of ascending
auctions that are required for calculating VCG prices for bidders with substitutes preferences: A
negative result by [70] showed that the VCG payments for substitutes valuations cannot be found by
a single ascending-price trajectory; However, [5] presented an (n + 1)-trajectory ascending auction
that achieved this task. Below, we extend the result presented in Theorem 5.1 and show that
for guaranteeing that an efficient allocation will be discovered, for any profile of valuations, an
exponential number (in the number of items) of ascending-price trajectories is required.

We define a k-trajectory ascending auction as an auction in which the price vectors presented
to the bidders at the different stages of the auction can be partitioned into up to k sets, ordered
according to the time they were published, where the prices published within each set only increase
in time (for a formal definition, see Definition D.4 in Appendix D.2). Note that we use a general
definition; It allows the trajectories to run in parallel or sequentially, and to use information elicited
in some trajectories for determining the future queries in other trajectories.

The theorem is proved by presenting preferences for two bidders, where the efficient allocation
depends on the identity of a particular F-sized bundle that gains one of the bidders a high value.
For eliciting information about the value of some Z-sized bundle S, the prices of all the items that

2
are not in S should be very high, otherwise a larger bundle would be demanded. Therefore, every
ascending auction can only reveal information on a single %-sized bundle. Since an exponential

number of such bundles exists, the theorem follows. The proof can be found in Appendix D.2.

Theorem 5.1.a. The number of ascending item-price trajectories needed for revealing the efficient
allocation, for every profile of bidder valuations, must be exponentially greater than the number of
1tems.

The next question is whether item-price ascending auctions can find an allocation with a close-
to-optimal welfare. Again, we present a strong negative answer to this question. We show that
no item-price ascending auction can guarantee more than a vanishing fraction the optimal welfare.
Formally, we show that such auctions cannot guarantee a fraction of the efficient welfare that is

4Protocols that allow the usage of an exogenous data are often named “non-deterministic” protocols in the
computer-science literature.
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greater than max{% }.> We emphasize that this result even holds for non-anonymous item-price

G
ascending auctions, that is, auctions with a personalized ascending trajectory of prices per each
bidder.

A sketch of the proof: we create a profile of valuations for the n bidders with certain com-
binatorial properties that make them hard to be elicited by any ascending auction. This is done
by defining a set of bundles that form a special combinatorial structure: we divide the items to
several partitions; Every two bundles from different partitions intersect ( “mutually-intersecting par-
titions”), and therefore achieving the optimal allocation is possible only by partitioning the items
according to one of these partitions. The values that each bidder attaches for these bundles are
unknown to the auctioneer and are either 0 or 1. To gain any information about one of these
bundles, the prices of every bundle from all the other partitions must exceed 1 (since the bidders
have a value of 2 for some larger bundles). It follows that the bundles from the other partitions
will not be demanded any more during the ascending-price auction. This way, the auctioneer can
elicit information about bundles from at most one partition for each bidder. This is shown to be
insufficient for achieving a reasonable approximation for the social welfare. The proof appears in
Appendix D.2.

Theorem 5.1.b. No item-price ascending auction can guarantee better than a fraction of
max{%, ﬁ} of the efficient welfare for all profiles of bidder valuations.

Our final result regarding item-price ascending auctions illustrates how our impossibility results
hold even for preferences that are slightly away from having the substitutes property. Substitutes
preferences are, informally, preferences with the property that when a bidder demands a certain
bundle, and some of the prices in this bundle increase, then the bidder will still demand the
other items in this bundle (an exact definition is presented in Definition D.3 in Appendix D.2).
As mentioned, it is well known that item-price ascending auctions can determine the efficient
allocation for substitutes valuations. We show that for every profile of players with substitutes
valuations, the efficient outcome cannot be found after an addition of a single player. The proof
takes advantage of the fact that the aggregate demand of n substitutes valuations also has the
substitutes property. Therefore, the marginal contributions of bundles to the welfare of the n players
must have complementarities. We construct a valuation for the new player that obtains a greater
value than the marginal values for some of the bundles. Due to the presence of complementarities,
we argue that an ascending auction will not be able to determine which bundle obtains the highest
additional gain.

This result applies for any profile of substitutes valuations, except for the degenerate case where
the aggregation of these players forms an additive valuation (i.e., where for every two disjoint
bundles S, T, the aggregate valuation exhibits exactly v(S) +v(T) = v(SUT)).b

Theorem 5.1.c. For every n, and for every profile of n substitutes valuations that their aggregation
1s not an additive valuation, there exists an additional bidder such that no item-price ascending
auction can determine the efficient allocation among the n+1 bidders.

SFrom a computer-science perspective, this is a strong indication that a “non-trivial” approximation guarantee
cannot be achieved by item-price ascending auctions.

A valuation w is called the aggregation of the valuations v1, ..., v, if for every bundle S, w(S) equals the optimal
welfare achieved by allocating the items in S over the n players.
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Bidder 1 | vi(ac) =2 | v1(bd) =2 | vi(cd) = a € (0,1)
Bidder 2 | vy(ab) =2 | va(ed) =2 | va(bd) = 5 € (0,1)

Figure 5.2: This example shows that anonymous ascending auctions cannot always determine the efficient
allocation. The value of every bundle that is not explicitly specified equals to the maximal value of a bundle
it contains.

5.4 Limitations of Anonymous Ascending Auctions

All the ascending auctions in the literature that are proved to find the optimal allocation for
unrestricted valuations are non-anonymous bundle-price auctions (e.g., iBundle(3) by [124] and the
“Proxy Auction” by [4]). Yet, several anonymous ascending auctions with bundle prices have been
suggested (e.g., AkBA by [149], the PAUSE auction by [81], and iBundle(2) by [124]). The power
of such anonymous auctions is not trivial, as they can reach an efficient outcome for super-additive
preferences ([123]). We first show that no anonymous ascending auction can always find the efficient
solution for general valuations, even for environments with only two bidders and four items, and
even if it is allowed to use bundle prices. Later in this section, we extend this negative result and
show that such auctions can only guarantee a diminishing fraction of the social welfare.

In Figure 5.2, we present a class of valuations for which the efficient allocation cannot be
determined by any anonymous bundle-price ascending auction. The basic idea: In the example,
Bidder 1 and Bidder 2 have unknown values for some bundles S; and So, respectively. However,
Bidder 1 also has a high value for S and bidder 2 has a high value for S;. Therefore, in order to
reveal information about v1(S1), the price of S must be increased significantly, and thus “hide”
the value vy(S2). Similarly, for gaining information about vs(S2) the price of S; must increase,
“hiding” the value v1(S1). This stems from the anonymity of the auction — the bidders face the
same ascending trajectory of prices. Consequently, the auctioneer will only be able to attain
information about both values, what will prevent him from identifying the efficient allocation.

Theorem 5.2. No anonymous bundle-price ascending auction can determine the efficient allocation
for all profiles of bidder valuations.

Proof. Consider the pair of valuations described in Figure 5.2. Each bidder has a value of 2 for
two 2-item bundles, and some unknown value, between 0 and 1, for a third 2-item bundle. The
values of the other bundles equals the maximal value of a bundle that they contain. For finding the
optimal allocation the auctioneer must know whether « is greater than 3 or vice versa: If a > 3,
the optimal allocation will allocate cd to Bidder 1 and ab to bidder 2. Otherwise, it should allocate
bd to bidder 2 and ac to Bidder 1. Notice that since each item can be allocated only once, at most
one bidder can gain a value of 2.

In an anonymous ascending auction, however, one can only elicit information on one of the
values o and (: as long as the prices of both c¢d and bd are below 1, both bidders will clearly
demand their high-valued bundles (that gain them utilities greater than 1). Therefore, in order to
elicit any information, the auctioneer must raise one of these prices to be greater than 1, w.l.o.g.,
the price of bd. Thus, since the prices cannot decrease, no information will be gained about 5. [

We now strengthen the impossibility result above by showing that anonymous auctions, even

with bundle prices, cannot guarantee more than a vanishing fraction of the social welfare, namely, at

most a \/%-fraction of the efficient welfare. This result may indicate that using anonymous bundle
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prices is wasteful; such auctions may potentially use an exponential number of prices (a price for
each subset of items), although a similar fraction of the optimal welfare, O(ﬁ), can be achieved
using a significantly smaller amount of prices (that is, with polynomial-sized communication - see,
e.g., Chapter 7).

For proving the limitations of anonymous auctions, we build a profile of valuations that, due to
certain combinatorial properties, cannot be solved by anonymous ascending auctions. These pref-
erences are different than those used in Theorem 1b. Nevertheless, we use the same combinatorial
construction of mutually-intersecting partitions that was introduced in the proof for Theorem 1b.
Recall that mutually-intersecting partitions are a set of partitions of the items with the property
that every two bundles from different partitions have at least one item in common. We show that
for the class of valuations that we build, before the auctioneer elicits any information, the prices
of all the bundles from some partition should exceed 1. Since all the unknown values are below 1,
an anonymous ascending auction will gain no information about the values that the bidders have
for the bundles in this partition. Allocating bundles from this partition to different bidders may
form an efficient allocation, but the auctioneer will not have enough information to correctly match
those bundles to the bidders. We refer the reader to the full proof in Appendix D.3.

Theorem 5.2.a. No anonymous ascending auction can guarantee better than a fraction of
max{%, %} of the efficient welfare for all profiles of bidder valuations, even when it uses bundle

prices.

5.5 Conclusions

This chapter considered ascending-price auctions for combinatorial auctions. It presented several
impossibility results, providing insights about the power of different pricing models for such auc-
tions. The chapter showed that both bundle prices and personalized prices are necessary in order
to achieve efficient, or even approximately efficient, outcomes by ascending combinatorial auctions.
Proposals for other kinds of ascending auctions carry the burden of proof for showing that good
results can occur in their particular settings.
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Chapter 6

More on the Power of Ascending
Combinatorial Auctions

6.1 Introduction

Most of the suggested mechanisms for combinatorial auctions, most prominently in the design of
spectrum auctions, maintain an ascending-price property: they start with a low price level, and
increase prices while observing the demands of the players at each stage, until an allocation is
announced. Chapter 2.3.2 of this dissertation surveys several families of ascending auctions, and
Chapter 5 gives a systematic analysis of the information that may be elicited by every type of as-
cending auctions. In this chapter, we continue to characterize the power of ascending combinatorial
auctions, with an emphasis on item-price auctions. The discussion also handles incentive issues of
the bidders. This chapter uses the model and notations as in Chapters 2.3.1 and 5.

We begin with a discussion, in Section 6.2, of an important and well-studied class of valuations:
substitutes (or gross-substitutes) valuations. These valuations, for settings with discrete goods,
were defined in [82]. Remarkably, a simple ascending item-price auction ends up with the optimal
allocation for such valuations for any number of bidders [82, 45, 70]. We first study a variant
of the classic “integrability problem” from the economic literature (see, e.g., [98]) with respect to
substitutes valuations: can we discover the preference of a single bidder that possesses a substitutes
valuation according to his demand along an ascending path of prices? We present a negative answer:
the preferences of such a player cannot be learned by an ascending auction, or even by m /2 separate
ascending auctions (where m is the number of items). This may come as a surprise since the optimal
allocation for such bidders can be computed by an ascending auctions for arbitrary large number
of bidders.

We then examine whether ascending auctions for bidders with substitutes bidders can also
compute VCG payments; this would result in an ex-post Nash equilibrium in these auctions. Gul
and Stacchetti [70] proved that this cannot happen using a single path of ascending prices, but
Ausubel [5] presented a neat auction that computes VCG prices using n+1 ascending paths (n
denotes the number of players). Our work strengthen the results of [70] and justifies the multi-
trajectory auction of Ausubel, as we show that even non-anonymous ascending auctions, which are
composed from n separate price trajectories (one for each bidder), cannot compute VCG prices.
This solves an open problem from [44]. The above negative results do not assume any computational
constraints or rational behavior on behalf of the players and the auctioneer. As in Chapter 5, these
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results are only derived from analyzing the information requirements in such protocols.

Actually, we prove stronger versions of the above two negative results. They are proved for a
sub-class of substitutes valuations that includes all the valuations that aggregate the demand of unit-
demand bidders (unit-demand bidders are interested in at most one item). We also show, for the first
time, that every valuation from this class (denoted as “OXS” valuations in [93]) can be succinctly
represented by at most m? values. This holds although each valuation may be the aggregation of
an unlimited number of unit-demand valuations. Whether substitutes valuations have a succinct
representation (e.g., by sub-exponential number of values) has been an open problem for a long
time, and this is one main reason for our interest in this question. We believe that the proving
that aggregations of unit-demand valuations has a succinct representation is one step towards the
solution for the substitutes case.

The design of ascending auctions involves many technical decisions about the auction procedure.
For example, the auction may use anonymous prices or non-anonymous prices, update the prices
adaptively or obliviously, and run sequentially or simultaneously between the bidders. We present
several results that separate the power of different variants of ascending auctions. In Section 6.3
we present classes of valuations that can be solved by one type of auction, but not by others. Most
of these results are non-surprising, but require non-trivial constructions and proofs. Since such
decisions have other implications, like their effect on the strategic behavior of the bidders, creating
a clear hierarchy that will separate the power of the different models may assist the designers of
such protocols. For example, we show combinatorial-auction settings where the optimal welfare can
be found by ascending auctions, but cannot be solved by any descending auction. Another example
is that non-anonymous ascending auction that run simultaneously between the bidders, and can
share the information between them, can do better than simultaneous non-anonymous ascending
auctions.

Finally, in Section 6.4, we present several positive results on ascending auctions. We show
that several natural “pieces of information” can be disclosed by ascending auctions. These pieces
of information are modeled as “queries” (see Chapters 2.3.1 and 7). For showing that ascending
auctions can simulate the above queries, we prove a useful lemma showing that auctions that
change prices continuously over time (or by € at each stage) can reveal the values of all the bundles
that were demanded at any stage during the auction. An interesting open question is whether
socially-efficient item-price ascending auctions exist for wider classes of valuations than substitutes
valuations. In the spirit of this question, we describe an item-price descending auction that achieves
at least half of the optimal welfare for bidders with submodular valuations. This auction is a variant
of an algorithm suggested in [93].

6.2 Ascending Item-Price Auctions for Substitutes Valuations

Substitutes (also known as gross-substitutes) valuations play a central role in the analysis of com-
binatorial auctions. Intuitively, in a substitutes valuation, increasing the price of certain items can
not reduce the demand for items whose price has not changed.

Definition 6.1. A valuation v; satisfies the substitutes (or gross-substitutes) property if for every
pair of item-price vectors ¢ > p (coordinate-wise comparison), and for every D € D;(p), there
exists a bundle A € D;(q’) such that for all j € D with p; = q; we have that also j € A.

Given bidders with substitutes valuations, simple item-price ascending auctions can be used for
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determining the socially-efficient allocation, since a tatonnement procedure (see [82, 45, 69] and
Chapter 2.3.2) converges to a Walrasian equilibrium. Informally speaking, such a procedure starts
from low item prices, and raises the prices of over-demanded items at each stage until the demand
equals supply.

6.2.1 Learning Substitute Valuations

One important unsolved question concerns the complexity of describing substitutes valuations. In
particular, whether there exist a “succinct” representation for such valuations. In other words,
can a bidder disclose the exact details on his valuation without conveying an exceptionally-large
amount of information. Recall that a naive representation of a valuation in a combinatorial auction
requires 2™-1 values — a value per each non-empty subset of items. While the above question
remains unsolved, we will present two related results.

First, we show that while there exists a simple ascending auction that computes the optimal
allocation for an unlimited number of bidders, exactly learning the valuation of a single bidder by
an ascending auction is impossible. We say that a protocol learns the valuations of a certain bidder,
if it collects sufficient information for determining the value this bidder assigns to every subset of
the items. This is a variant of the well-studied integrability problem in economics: can one recover
the preferences of a player by observing his demand? (see, e.g., [77]).

Theorem 6.1. No ascending auction can exactly learn every substitutes valuation. Moreover,
substitute valuations cannot be exactly learned even by %5 ascending-price trajectories (m > 3).

We actually prove a stronger result, by proving this theorem for a sub-class of substitutes
valuations — aggregations of unit-demand valuations (also called “OXS valuations” in [93]). A
bidder has a unit-demand valuation if he is only interested in singletons:

Definition 6.2. A wvaluation v is called a unit-demand wvaluation if v(S) = maxjes v({j}) for
all S. A waluation v is an aggregation of unit-demand valuations if there is a set of unit-demand
valuation vy, ..., v, such that v(S) = mazs, . s, Zle v;(Sk) where the mazimum is taken over all
allocations Si, ..., Sk.

A unit-demand valuation can be represented by the values it attaches to the singletons. An
aggregation of unit-demand players can hence be represented by separately representing all the
unit-demand valuations that it aggregates.

We will first illustrate the intuition for the proof by a simple 2-bidder 4-item example, and then
turn to formally prove the theorem.

Example 6.1. Consider 4 items denoted by ay,a2,b1,by and the two unit-demand valuations vy
and vy described in Figure 6.1 where o and 3 are unknown to the auctioneer and drawn from (0,1).
The aggregation of this pair of valuations, denoted by v, cannot be learned by a single item-price
ascending auction. Specifically, one ascending auction cannot elicit information from this bidder
both on o and on B. To see this, note that o and ( only affect the value gained from the bundles
a1ba and asby, respectively. Consider now a price level p in which ai1by is demanded by the bidder.
At this price level, a1ba will be preferred over the bundle b, thus v(aib2) — Pa; — Pay > v(b2) — Db, -
Since v(a1b2) = 34 [ and v(b2) = 3 we get that p,, < 1. Since a1by is also preferred over ajas at
p, similar computations show that pe, > 2. Symmetrically, if asby is demanded at a price level q
then necessarily, qa, > 2 and qq, < 1. Thus, these two bundles cannot be demanded on the same
ascending trajectory of prices and information will not be revealed on the two unknown values.
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v(ay) | v(ag) v(by) v(b2)
n| 3 0 |ac(0,1) 3
| 0 3 3 3 e (0,1)
v3 3 0 0 0
(o 0 3 0 0
U5 0 0 3 0
Vg 0 0 0 3

Figure 6.1: We use these valuations to show that substitutes valuations cannot be learned by item-price
ascending auctions, and that non-anonymous ascending auctions cannot always reveal the VCG prices.

Proof. (Of Theorem 6.1) Denote the m goods by ay,...,an and by, ...,bxn (assume m > 4). We
will first define a set of % unit-demand valuations: for every ¢ 1 < i < %, let v; denote the unit-
demand valuation in which v;(a;) is 3, the value of any singleton b; is 3 for j # ¢, and v;(b;) has
an unknown value denoted by b; € (0,1); the values of all the other singletons are zero. All the
unknown values b; are informationally independent — having information on the realization of the
value of some of them does not reveal any information on the values of the others.

m

Consider now the aggregation v of these 5 unit-demand valuations. We will show that an
ascending auction cannot learn this valuation.

Claim 6.1. For every 1 <i < %, the value of the bundle {b;, a1, ...,a;-1,0i11, ..., am} (denoted this
bundle as a—;b;) depends on the realization of b;. The values of all the other bundles are independent

of b;.

Proof. Let B be some bundle in which the item b; contributes b; to the value. All the unit-demand
valuations must contribute to the value, otherwise b; could have contributed 3 in the unused unit-
demand valuation. If there is a set of unit-demand valuations, except the ith valuation, in which
the value is calculated according to the values of the b’s, then a permutation of the b’s among the
terms must achieve a contribution of 3 for any of them. Thus, |B| = %, and it contains b; and all
a; for j # 1. O

Thus, in order to learn any information on the value b;, bidder ¢ must have the opportunity to
demand the bundle a_;b; at least once along the ascending trajectory. Let p = (p1, ..., pm) be the
vector of prices for which a_;b; is demanded. Thus, the utility from this bundle is not smaller than
the utility from the bundle a_;_;b; (i.e., when we remove some item j # i from a_;b;). Therefore,
due to the linarity of prices, b; + 3 — py, — pa; = 3 — pp,- We conclude that p,, < b; < 1. a_;b; will
also be preferred over the bundle a_;a; (i.e., when replacing b; with a;). Thus, b; — py, > 3 — pq,
and we get p,, > 3—b; +pp, > 3—b; > 2. We see that when a_;b; is demanded, p,, > 2 and Pa; <1
for any j # i.

Now, let ¢ = (q1, .., ¢m) be a price vector for which the bundle a_;b; is demanded (for some
J # ). From symmetry arguments, we have that p,; > 2 and p,, < 1. Therefore, p and ¢ cannot be
on the same ascending price trajectory, and only one of them could be demanded in an ascending
auction. Since ¢, j were chosen arbitrarily, it follows that in a single ascending trajectory only the
value of one of the b;’s will be disclosed. Since Claim 6.1 argued that the valuation v depends on
the values of all the b;’s, we would need at least 5 ascending trajectories to exactly learn v. O
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6.2.2 Computing VCG Prices for Substitutes Valuations

Valuations that are aggregations of unit-demand valuations also exhibit the substitutes property
[93]. Therefore, a Walrasian equilibrium may be found using an item-price ascending auction
assuming that the bidders respond with their true demand at each price level. For the more
restricted case of players with unit-demand valuations, such ascending auctions reach the lowest
possible Walrasian-equilibrium prices that are also VCG prices, and hence these auctions are ex-post
Nash incentive compatible. However, [70] showed that no ascending auction can compute the VCG
prices for substitiute valuation. They showed that revealing some of the VCG payments requires
high price levels that “hide” the other VCG payments. [70] prove their result for an ascending
auction with a single ascending trajectory of prices. Ausubel [5], on the other hand, showed an
auction with n 4+ 1 ascending trajectories that computes the VCG payments. We strengthen the
result of [70], and show that the added complexity in Ausubel’s auction is required, since the
VCG payments cannot be computed even by non-anonymous ascending auctions, i.e., where there
are n separate ascending paths of prices, one per each bidder. Doing that, we answer an open
question from [44]. Again, we prove a stronger claim by proving the claim even for aggregations of
unit-demand valuations.

Theorem 6.2. No item-price ascending auction can compute VCG payments for every profile of
bidders with substitutes valuations, even with non-anonymous prices.

Proof. Consider the items a1, as, b1, by and the following three aggregations of unit-demand valua-
tions: w; aggregates the valuations v; and vy in Figure 6.1 (as in Example 6.1); wy aggregates the
valuations v3 and vg from Figure 6.1; w3 aggregates the valuations v4 and vs from the same figure.
These valuations clearly have the substitutes property, as they are aggregatations of unit-demand
valuations.

The optimal welfare is 12. For calculating the VCG payment of the bidder whose valuation
is w3 we must find the optimal welfare when ws is excluded. This welfare is 9+«a. When ws is
excluded, the optimal welfare equals 94+3. Therefore, for calculating the VCG payments for those
3 bidders one must exactly know the values of both o and /5. But as argued in Example 6.1 (and
proved in Theorem 6.1), no ascending auction can reveal both values. Since both unkown values
are held by one player, even non-anonymous ascending auctions cannot complete this task. O

As mentioned, an intriguing open question is whether substitutes valuations have a succinct
represetnation. While we were not able to answer this question, we do show that the sub-class of
valuations that are aggregations of unit-demand valuations can be succinctly represented. Although
such valuations may be defined by an aggregation of unlimited number of unit-demand players, we
show that at most m unit-demand bidders really play a role when defining a particular valuation
of this kind. Therefore, every valuation of this kind can be described by at most m? values — m
values for each unit-demand valuation. The intuition is that at most m unit-demand valuations
will contribute to the aggreagate value of the whole bundle M, and we can prove by induction that
only those unit-demand players will contribute to the value of any subset of the items.

Lemma 6.1. An aggregation of any number of unit-demand bidders can equivalently be defined as

an aggregation of at most m unit-demand bidders. It follows that such valuations can always be
represented by at most m? values.
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Proof. Consider a valuation v which is an aggregation of [ unit-demand valuations vy, ..., v;, denoted
as the “atomic” valuations. The value of some bundle S is defined by allocating each item to at
most one of these atomic valuations, and in this case we say that these atomic valuations contribute
to the value of S (or that the paricular item is valuated by the atomic valuation v;).

We will prove that for any bundle S and any item a € S, the set of atomic valuations that
contribute value to v(S \ a) is a subset of the atomic valuations that contribute to v(S). Since
clearly at most m atomic valuations contribute to the value of M, it follows (inductively) that
a subset of these atomic valuations will contribute to the value of every bundle, and the lemma
follows.

Consider some bundle of k items S = (aq, ..., ax), and denote, w.l.o.g., vy, ..., v as the atomic
valuations that contribute to its value, respectively. When valuating the bundle S \ aj, if no item
is valuated in the atomic valuation vy, then the other items as, ..., ar are valuated by exactly the
same atomic valuations as in valuating S (otherwise the value for S could have increased). If v;
contributes to the value of S\ a1, w.l.o.g by valuating the item ag, then we check if the atomic
valuation vy valuates one of the items as, ..., ag, and we proceed (by induction), until reaching the
atomic valuation v; that does not contribute value to any item (and then aj41, ..., a) are valuated
using by the same atomic valutations as in v(S)), or until the last item aj is valuated (by the
valuation vg_1). (We assume, w.l.o.g., that the items are indexed in the order derived by the proof.)
Therefore, in any case, every item will be valuated by an atomic valuation from {vy, ..., vy }. O

6.3 Separation Results for Different Types of Ascending Auctions

The design of iterative combinatorial auctions involves many decision on the auction format. Every
decision has a significant effect on the strategic behavior of the players, and also on the information
that these auctions can elicit on the bidders’ preferences. In this section, we would like to separate
the power of different variants of item-price ascending auctions, and show that some variants are
strictly stronger than others and some variants are incomparable in their power. The following
theorem present several separation results regarding the auctions’ ability to determine the socially-
efficient allocation. Some of the auction types mentioned in the theorem (items 1 and 2) were
previously defined and the other types (in items 3-5) are described right after the theorem. The
proofs are given by separate theorems in Appendix E.1. The proof for each separation result
constructs a class of valuations from which the valuations are drawn and that derive the separations.

Theorem 6.3. Consider item-price ascending auctions. There exist classes of valuations such that:

1. The efficient allocation can be determined by an ascending auction but not by a descending
auction, and vice versa.

2. The efficient allocation can be determined by a non-anonymous ascending auction but not by
an anonymous ascending auction.

3. The efficient allocation can be found by a non-deterministic ascending auction, but not by a
determinisitic ascending auction.

4. The efficient allocation can be determined by a simultaneous non-anonymous ascending auc-
tion but not by a sequential non-anonymous ascending auction.
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5. The efficient allocation can be determined by an adaptive ascending auction but not by an
oblivious ascending auction.

Deterministic vs. Non-Deterministic Auctions: Non-deterministic ascending auctions can
be viewed as auctions where some benevolent teacher that has complete information guides the
auctioneer on how she should raise the prices. That is, the optimal allocation can be obtained
by a non-deterministic ascending auction, if there is some ascending trajectory that elicits enough
information for determining the optimal allocation (and verifying that it is indeed optimal). The
concept of non-deterministic protocols is central in computer-science theory (see, e.g., [120]), and
also appears in different ways in the economic literature (like the concept of “competitive equilib-
ria”, or, e.g., [133]).

Sequential vs. Simultaneous Non-Anonymous Auctions: A non-anonymous auction is
called simultaneous if at each stage, the price of some item is raised by e for every bidder. The
auctioneer can use the information gathered until each stage, in all the personalized trajectories,
to determine the next queries.

A non-anonymous auction is called sequential if the auctioneer performs an auction for each
bidder separately, in sequential order. The auctioneer can still determine the next query based
on the information gathered in the trajectories completed so far and on the history of the current
trajectory.

Adaptive vs. Oblivious Auctions: If the auctioneer determines the queries regardless of the
bidders’ responses (i.e., the queries are predefined) we say that the auction is oblivious. Otherwise,
the auction is adaptive. We prove that an adaptive behaviour of the auctioneer may be beneficial.

6.4 Some Positive Results on the Power of Ascending Auctions

In this section, we illustrate several examples of the capabilities of item-price ascending auctions
and their close variants.

Simulating Queries by Ascending auctions

In Chapter 7 we will show how several natural types of “queries” in combinatorial auctions can be
simulated by a polynomial number of demand queries (polynomial in n,m and in the number of
bits required to represent the values of the bundles). One example is a “value query”, that inquires
for the bidder’s value for a given bundle S. Here, we show that these queries can be simulated by
series of demand queries with ascending prices. The queries are defined in Section 7.2 of Chapter
7, and the proposition is proved in Appendix E.2.

Proposition 6.1. Fvery value query, marginal-value query, indirect-utility query and relative-
demand query can be simulated by a single ascending trajectory of item-price demand queries. The
number of queries required is polynomial in n,m and L/, where L is an upper bound on the values
for the bundles, and all the values are multiples of 6.

The proof that a single ascending auction can simulate any value query (in the proof of Proposi-
tion 6.1 in Appendix E.2) actually proves a stronger, useful result regarding the information elicited
by iterative auctions. This result says that in any iterative auction in which the changes of prices
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A descending auction for bidders with submodular valuations:
Initialization: set all item prices to L. Let X; be the current items allocated to bidder 1,
and for each bidder initialize X; « 0.

Repeat: For all items ¢ = 1,...,m (the items are arbitrarily ordered), decrease the price p; of
item i by € = 6.

Allocate the item to the first bidder j that demands his current bundle X; together

with item ¢ (i.e., X; — X; U {i}).

Figure 6.2: This item-price descending auction guarantees at least % of the optimal welfare for submodular
valuations. We do not know if there is an ascending auction achieving the same approximation ratio.

are small enough at each stage (“e-continuous” auctions), the value of all the bundles that were
demanded, even once, during the auction can be computed. The basic idea is that when the bidder
moves from demanding some bundle 7; to demanding another bundle 7}, there is a point in which
she is indifferent between these two bundles. Thus, knowing eventually the value of some demanded
bundle (e.g., the empty set) enables computing the values of all other bundles that were demanded.

We say that an auction is “-continuous”, if it only uses demand queries, and at each step,
the price of at most one item is changed by e (for some € € (0,4], where, again, all the values are
multiples of §) with respect to the previous query. Note that the definition does not require that
the prices will be ascending.

Proposition 6.2. Consider any e-continuous auction (not necessarily ascending) in which bidder i
demands the empty set at least once during the auction. Then, the value of every bundle demanded
by bidder i throughout the auction can be calculated at the end of the auction up to an error of €.

A Descending Auction for Submodular Valuations

As mentioned, item-price ascending auctions are well known for their ability to compute a socially-
efficient Walrasian equilibrium for substitute valuations. The immediate question is whether a
similar auction can be designed for the well-studied super-class of submodular valuations.

Definition 6.3. A valuation v is submodular if for every two bundles S, T we have that
v(S)+v(T)>v(SUT)+0v(SNT)

An equivalent, yet more intuitive, definition of submodular valuations says that a valuation
is submodular if and only if it exhibits non-increasing marginal values: for every two bundles S
and T such that S C T, and for every item z, we have that v(S U z) —v(S) > v(T Ux) — v(T).
Namely, the marginal contribution of an item to a bundle decreases as the bundle expands. While
an ascending-price auction can compute the optimal allocation for submodular bidders remains an
open question, we are able to show that at least half of the optimal allocation can always be found
by a descending-price auction. This is done by an adaptation of the greedy algorithm described
in [93]. The descending auction is illustrated in Figure 6.2 and a proof is given in Appendix E.2.
Whether such an approximation can be obtained by an ascending auction remains an open problem.

Proposition 6.3. For any profile of sub-modular valuations, the descending auction described in
Figure 6.2 achieves at least % of the social welfare.

91



Chapter 7

On the Power of Iterative Auctions:
Demand Queries

7.1 Introduction

Combinatorial auctions have recently received a lot of attention. In a combinatorial auction, a set
M of m non-identical items are sold in a single auction to n competing bidders. The bidders have
preferences regarding the bundles of items that they may receive. The preferences of bidder ¢ are
specified by a valuation function v; : 2" — R*, where v;(S) denotes the value that bidder i attaches
to winning the bundle of items .S. We assume “free disposal”, i.e., that the v;’s are monotone non-
decreasing. The usual goal of the auctioneer is to optimize the social welfare ) v;(S;), where the
allocation S;...S, must be a partition of the items. Applications include many complex resource
allocation problems and, in fact, combinatorial auctions may be viewed as the common abstraction
of many complex resource allocation problems. Combinatorial auctions face both economic and
computational difficulties and are a central problem in the recently active border of economic
theory and computer science. A recent book [37] addresses many of the issues involved in the
design and implementation of combinatorial auctions.

The design of a combinatorial auction involves many considerations. In this chapter we focus on
just one central issue: the communication between bidders and the allocation mechanism — “pref-
erence elicitation”. Transferring all information about bidders’ preferences requires an infeasible
(exponential in m) amount of communication. Thus, “direct revelation” auctions in which bidders
simply declare their preferences to the mechanism are only practical for very small auction sizes
or for very limited families of bidder preferences. We have therefore seen a multitude of suggested
“iterative auctions” in which the auction protocol repeatedly interacts with the different bidders,
aiming to adaptively elicit enough information about the bidders’ preferences as to be able to find
a good (optimal or close to optimal) allocation.

Most of the suggested iterative auctions proceed by maintaining temporary prices for the bundles
of items and repeatedly querying the bidders as to their preferences between the bundles under the
current set of prices, and then updating the set of bundle prices according to the replies received
(e.g., [82, 45, 70, 124, 4]). Effectively, such an iterative auction accesses the bidders’ preferences by
repeatedly making the following type of demand query to bidders: “Query to bidder i: a vector of
bundle prices p = {p(S)}sca; Answer: a bundle of items S C M that maximizes v;(S) — p(S5).”.
These types of queries are very natural in an economic setting as they capture the “revealed

92



preferences” of the bidders. Some auctions, called item-price or linear-price auctions, specify a
price p; for each item, and the price of any given bundle S is always linear, p(S) = > ,cqpi-
Other auctions, called bundle-price auctions, allow specifying arbitrary (non-linear) prices p(.S) for
bundles.

In this chapter, we embark on a systematic analysis of the computational power of iterative
auctions that are based on demand queries. We do not aim to present auctions for practical use but
rather to understand the limitations and possibilities of these kinds of auctions. Our main question
is what can be done using a polynomial number of these types of queries? That is, polynomial
in the main parameters of the problem: n, m and the number of bits ¢ needed for representing a
single value v;(S). Note that from an algorithmic point of view we are talking about sub-linear
time algorithms: the input size here is really (2™ — 1) numbers — the descriptions of the valuation
functions of all bidders. There are two aspects to computational efficiency in these settings: the
first is the communication with the bidders, i.e., the number of queries made, and the second is the
“usual” computational tractability. Our lower bounds will depend only on the number of queries
— and hold independently of any computational assumptions like P # N P. Our upper bounds will
always be computationally efficient both in terms of the number of queries and in terms of regular
computation. As mentioned, this chapter concentrates on the single aspect of preference elicitation
and on its computational consequences and does not address issues of incentives. This strengthens
our lower bounds, but means that the upper bounds require evaluation from this perspective also
before being used in any real combinatorial auction.’

In Chapters 5 and 6 we studied similar questions for the more restricted natural case of
ascending-price combinatorial auctions.

7.1.1 Extant Work

Many iterative combinatorial auction mechanisms rely on demand queries (see the survey in [122]).
For our purposes, two families of these auctions serve as the main motivating starting points:
the first is the ascending item-price auctions of [82, 70] that with computational efficiency find
an optimal allocation among “(gross) substitutes” valuations?, and the second is the ascending
bundle-price auctions of [124, 4] that find an optimal allocation among general valuations — but not
necessarily with computational efficiency. The main lower bound in this area, due to [117], states
that indeed, due to inherent communication requirements, it is not possible for any iterative auc-
tion to find the optimal allocation among general valuations with sub-exponentially many queries.
A similar exponential lower bound was shown by [117] also for even approximating the optimal
allocation to within a factor of m'/27¢. Several lower bounds and upper bounds for approximation
are known for some natural classes of valuations — these are summarized in Figure 7.1.

In [117], the universal generality of demand queries is also shown: any non-deterministic com-
munication protocol for finding an allocation that optimizes the social welfare can be converted
into one that only uses demand queries (with bundle prices). In [143] this was generalized also
to non-deterministic protocols for finding allocations that satisfy other natural types of economic

We do observe however that some weak incentive property comes for free in demand-query auctions since “myopic”
players will answer all demand queries truthfully. We also note that in some cases (but not always!) the incentives
issues can be handled orthogonally to the preference elicitation issues, e.g., by using Vickrey-Clarke-Groves (VCG)
prices (e.g., [5, 121]).

2Informally, the substitutes property means that the bidder will continue to demand an item when the prices of
some other items were raised. See exact definition in [82, 70].
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Valuation family || Upper bound | Reference | Lower bound | Reference
General min(n,O(y/m)) | Section 7.5 | min(n,m!/?=¢) [117]
Substitutes 1 [117]
Submodular 1.5818 [59] 145 [117]
Subadditive 2 [58] 2-€ [47]
k-duplicates O(m!/F+1) [33] O(m1/k+1) [49]
Procurement Inm [117] (logm)/2 [112, 117]

Figure 7.1: The best approximation factors currently achievable by computationally-efficient combinatorial
auctions, for several classes of valuations. All lower bounds in the table apply to all iterative auctions; all
upper bounds in the table are achieved with item-price demand queries.

requirements (e.g., approximate social efficiency, envy-freeness). However, in [117] it was demon-
strated that this “completeness” of demand queries holds only in the nondeterministic setting, while
in the usual deterministic setting, demand queries (even with bundle prices) may be exponentially
weaker than general communication.

Bundle-price auctions are a generalization of (the more natural and intuitive) item-price auc-
tions. It is known that indeed item-price auctions may be exponentially weaker: a nice example is
the case of valuations that are an XOR of k bundles®, where k is small (say, polynomial). Lahaie
and Parkes [87] show an economically-efficient bundle-price auction that uses a polynomial number
of queries whenever k is polynomial. In contrast, [21] show that there exist valuations that are
XORs of k = y/m bundles such that any item-price auction that finds an optimal allocation between
them requires exponentially many queries.

The organization of the rest of the chapter is as follows: First, in Section 7.2, we present an
informal exposition that describes our new results and their context. Section 7.3 describes our
model. In Section 7.4 we discuss the power of different types of queries, and Section 7.5 studies the
approximability of the social welfare with a polynomial number of queries. In Section 7.6, we show
how demand queries enable solving linear programs for winner determination problems. Finally,
Section 7.7 studies the representation of bundle-price demand queries.

7.2 A Survey of Our Results

7.2.1 Comparison of Query Types

We first ask what other natural types of queries could we imagine iterative auctions using? Here
is a list of such queries that are either natural, have been used in the literature, or that we found
useful.

1. Value query: The auctioneer presents a bundle S, the bidder reports his value v(S) for this
bundle.

2. Marginal-value query: The auctioneer presents a bundle A and an item j, the bidder reports
how much he is willing to pay for j, given that he already owns A, i.e., v(j|4) = v(AU{j}) —
v(A).

3These are valuations where bidders have values for k specific packages, and the value of each bundle is the
maximal value of one of these packages that it contains.
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3. Demand query (with item prices): The auctioneer presents a vector of item prices pj...pp,; the
bidder reports his demand under these prices, i.e., some set S that maximizes v(S)—> ;g pit

4. Indirect-utility query: The auctioneer presents a set of item prices pi...pm, and the bidder
responds with his “indirect-utility” under these prices, that is, the highest utility he can
achieve from a bundle under these prices: mazscar(v(S) — > ;cqPi)- 5 We apply this query,
for example, when describing our welfare-approximation algorithm in Section 7.5.

5. Relative-demand query: the auctioneer presents a set of non-zero prices pi...pm, and the
bidder reports the bundle that maximizes his value per unit of money, i.e., some set that

Theorem: Each of these queries can be efficiently (i.e., in time polynomial in n, m, and the number
of bits of precision ¢t needed to represent a single value v;(S)) simulated by a sequence of demand
queries with item prices.

In particular, this shows that demand queries can elicit all information about a valuation by
simulating all 2" — 1 value queries. We also observe that value queries and marginal-value queries
can simulate each other in polynomial time and that demand queries and indirect-utility queries
can also simulate each other in polynomial time. We prove that exponentially many value queries
may be needed in order to simulate a single demand query.”

7.2.2 Welfare Approximation

The next question that we ask is how well can a computationally-efficient auction that uses only
demand queries approzimate the optimal allocation? Two separate obstacles are known: In [117],
a lower bound of min(n,m'/ 2=¢), for any fixed € > 0, was shown for the approximation factor
obtained using any polynomial amount of communication. A computational bound with the same
value applies even for the case of single-minded bidders, but under the assumption of NP # ZPP
[136]. As noted in [117], the computationally-efficient greedy algorithm of [95] can be adapted
to become a polynomial-time iterative auction that achieves a nearly matching approximation
factor of min(n,O(y/m)). This iterative auction may be implemented with bundle-price demand
queries but, as far as we see, not as one with item prices. Since in a single bundle-price demand
query an exponential number of prices can be presented, this algorithm can have an exponential
communication cost. In Section 7.5, we describe a different item-price auction that achieves, for
the first time, the same approximation factor with a polynomial number of demand queries (and
thus polynomial communication).

Theorem: There exists a computationally-efficient iterative auction with item-price demand queries

that finds an allocation that approximates the optimal welfare between arbitrary valuations to
within a factor of min(n, O(y/m)).

4A tie breaking rule should be specified. All of our results apply for any fixed tie breaking rule.

5This is exactly the utility achieved by the bundle which would be returned in a demand query with the same
prices. This notion relates to the Indirect-utility function studied in the Microeconomic literature (see, e.g., [98]).

5Note that when all the prices are 1, the bidder actually reports the bundle with the highest per-item price. We
found this type of query useful, for example, in the design of the approximation algorithm described in Figure 7.4 in
Section 7.5.

"It is interesting to note that for the restricted class of substitutes valuations, demand queries may be simulated
by polynomial number of value queries [14].
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Query type | Upper bound | Reference || Lower bound | Reference
General Communication || min(n, O(m!/?)) [95] min(n, m/27¢) [117]
Demand Queries || min(n,O(m'/?)) new min(n, m'/27¢) [117]
Value Queries O(\/ﬁﬁ) [76] ) O(grm) new

Figure 7.2: Achievable approximation factors for the social welfare using polynomially many value queries,
demand queries (with item prices), and general queries (communication).

One may then attempt obtaining such an approximation factor using iterative auctions that
use only the weaker value queries. However, we show that this is impossible:

Theorem: Any iterative auction that uses a polynomial (in 7 and m) number of value queries can

not achieve an approximation factor that is better than O(lo’;n).8

Note however that auctions with only value queries are not completely trivial in power: the

bundling auctions of [76] can easily be implemented by a polynomial number of value queries and
m

can achieve an approximation factor of O( m) by using O(logm) equi-sized bundles. We do

not know how to close the (tiny) gap between this upper bound and our lower bound. Figure 7.2
summarizes these upper and lower bounds.

7.2.3 Demand Queries and Linear Programs

The winner determination problem in combinatorial auctions may be formulated as an integer
program. In many cases solving the linear-program relaxation of this integer program is useful: for
some restricted classes of valuations it finds the optimum of the integer program (e.g., substitute
valuations [82, 70]) or helps approximating the optimum (e.g., by randomized rounding [47, 50, 22]).
However, the linear program has an exponential number of variables. Nisan and Segal [117] observed
the surprising fact that despite the exponential number of variables, this linear program may be
solved within polynomial communication. The basic idea is to solve the dual program using the
Ellipsoid method (see, e.g., [80]). The dual program has a polynomial number of variables, but an
exponential number of constraints. The Ellipsoid algorithm runs in polynomial time even on such
programs, provided that a “separation oracle” is given for the set of constraints. Surprisingly, such
a separation oracle can be implemented using a single demand query (with item prices) to each of
the bidders.

The treatment of [117] was somewhat ad-hoc to the problem at hand (the case of substitute
valuations). Here we give a somewhat more general form of this important observation. Let us
call the following class of linear programs “generalized-winner-determination-relaxation (GWDR)

8This was also proven independently by Shahar Dobzinski and Michael Schapira.
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LPs”:
Maximize Z w; T4,5 v;(S)

i€N,SCM
s.t. Z zis < qj VieM
1EN, S|jeS
Z Tis < d; Vie N
SCM
z;5 >0 Vie NNSCM

The case where w; = 1,d; = 1,¢; = 1 (for every 4, j) is the usual linear relaxation of the winner
determination problem. More generally, w; may be viewed as the weight given to bidder i’s welfare,
g; may be viewed as the quantity of units of good j, and d; may be viewed as duplicity of the
number of bidders of type i.

Theorem: Any GWDR linear program may be solved in polynomial time (in n, m, and the number
of bits of precision t) using only demand queries with item prices.”

7.2.4 Representing Bundle Prices

Finally, we deal with a critical issue with bundle-price auctions that was side-stepped by our
model, as well as by all previous works that used bundle-price auctions: how are the bundle prices
represented? For item-price auctions this is not an issue since a query needs only to specify a
small number, m, of prices. In bundle-price auctions that situation is more difficult since there
are exponentially many bundles that require pricing. Our basic model (like all previous work that
used bundle prices, e.g., [124, 121, 4]), ignores this issue, and only requires that the prices be
determined, somehow, by the protocol. A finer model would fix a specific language for denoting
bundle prices, force the protocol to represent the bundle-prices in this language, and require that
the representations of the bundle-prices also be polynomial.

What could such a language for denoting prices for all bundles look like? First note that
specifying a price for each bundle is equivalent to specifying a valuation. Second, as noted in [113],
most of the proposed bidding languages are really just languages for representing valuations, i.e., a
syntactic representation of valuations — thus we could use any of them. This point of view opens
up the general issue of which language should be used in bundle-price auctions and what are the
implications of this choice.

Here we initiate this line of investigation. We consider bundle-price auctions where the prices
must be given as a XOR-bid, i.e., the protocol must explicitly indicate the price of every bundle
whose value is different than that of all of its proper subsets. Note that all bundle-price auctions
that do not explicitly specify a bidding language must implicitly use this language or a weaker one,
since without a specific language one would need to list prices for all bundles, perhaps except for
trivial ones (those with value 0, or more generally, those with a value that is determined by one
of their proper subsets.) We show that once the representation length of bundle prices is taken
into account (using the XOR-language), bundle-price auctions are no more strictly stronger than
item-price auctions. Our proof relies on the sophisticated known lower bounds for constant depth
circuits due to Hastad [72]. We were not able to find an elementary proof.

9The produced optimal solution will have polynomial support and thus can be listed fully.
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Define the cost of an iterative auction as the total length of the queries and answers used
throughout the auction (in the worst case).

Theorem: For some class of valuations, bundle price auctions that use the XOR-language require
an exponential cost for finding the optimal allocation. In contrast, item-price auctions can find the
optimal allocation for this class within polynomial cost.

This puts doubts on the applicability of bundle-price auctions like [4, 124], and it may justify
the use of “hybrid” pricing methods such as Ausubel, Cramton and Milgrom’s Clock-Proxy auction

([36])-

7.3 The Model

A single auctioneer is selling m indivisible non-homogeneous items in a single auction, and let M
be the set of these items and N be the set of bidders. Each one of the n bidders in the auction has
a valuation function v; : 2™ — {0, 1, ..., L}, where for every bundle of items S C M, v;(S) denotes
the value of bidder ¢ for the bundle S and is an integer in the range 0...L. We will sometimes denote
the number of bits needed to represent an integer in the range 0...L by ¢ = log L. We assume free
disposal, i.e., S C T implies v;(S) < v;(T) and that v;()) = 0 for all bidders.

A valuation is called a k-bundle XOR if it can be represented as a XOR combination of at
most k atomic bids [111], i.e., if there are at most k& bundles S; and prices p; such that for all S,
v(S) = ma$i|sgsipz‘-10

7.3.1 Iterative Auctions

The auctioneer sets up a protocol (equivalently an “algorithm”), where at each stage of the protocol
some information q — termed the “query” — is sent to some bidder ¢, and then bidder i replies with
some reply that depends on the query as well as on his own valuation. In this chapter, we assume
that we have complete control over the bidders’ behavior, and thus the protocol also defines a reply
function 7;(q, v;) that specifies bidder ¢’s reply to query ¢. The protocol may be adaptive: the query
value as well as the queried bidder may depend on the replies received for past queries. At the end
of the protocol, an allocation S...S, must be declared, where S; N S; = 0 for i # j.

We say that the auction finds an optimal allocation if it finds the allocation that maximizes the
social welfare ). v;(S;). We say that it finds a c-approximation if ), v;(S;) > >, vi(T;)/c where
T1...T, is an optimal allocation. The running time of the auction on a given instance of the bidders’
valuations is the total number of queries made on this instance. The running time of a protocol is
the worst case cost over all instances. Note that we impose no computational limitations on the
protocol or on the players.! This of course only strengthens our hardness results. Yet, our positive
results will not use this power and will be efficient also in the usual computational sense.

Our goal will be to design computationally-efficient protocols. We will deem a protocol
computationally-efficient if its cost is polynomial in the relevant parameters: the number of bidders
n, the number of items m, and t = log L, where L is the largest possible value of a bundle. Note that

0For example, consider a bidder with values of 5,3,4 for the atomic bundles abcd, ac, b, respectively. For this
valuation, v(ac) = 3, v(dcb) = 4 but v(abed) = 5.
1The running time really measures communication costs and not computational running time.
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all of our results give concrete bounds, where the dependence on the parameters is given explicitly;
we use the standard big-Oh notation just as a shorthand.

7.3.2 Demand Queries

Most of the chapter will be concerned with a common special case of iterative auctions that we term
“demand auctions”. In such auctions, the queries that are sent to bidders are demand queries: the
query specifies a price p(S) € R for each bundle S. The reply of bidder i is simply the set most
desired — “demanded” — under these prices. Formally, a set S that maximizes v;(.S) — p(5). It may
happen that more than one set S maximizes this value. In which case, ties are broken according to
some fixed tie-breaking rule, e.g., the lexicographically first such set is returned. All of our results
hold for any fixed tie-breaking rule.

Note that even though in our model valuations are integral, we allow the demand query to use
arbitrary real numbers. A practical issue here is how will the query be specified: in the general
case, an exponential number of prices needs to be sent in a single query. Formally, this is not a
problem as the model does not limit the length of queries in any way — the protocol must simply
define what the prices are in terms of the replies received for previous queries. We look into this
issue further in Section 7.7.

Many auctions in the literature restrict the prices’ representation to item prices (or linear prices):

Definition 7.1. Item Prices: The prices in each query are given by prices p; for each item j.
The price of a set S is additive: p(S) = ZjeSpj'

7.4 The Power of Different Types of Queries

In this section we compare the power of the various types of queries defined in the introduction.
We will present computationally-efficient simulations of these query types using item-price demand
queries. In Chapter 6, we show that these simulations can also be done using item-price ascending
auctions. The opposite, however, is false: we show that an exponential number of some of these
queries may be needed for simulating demand queries. Figure 7.3 summarizes the relations between
the different query types. Some parts of the following lemmas are elementary, and some are harder.
These lemmas will be used in the analysis in the rest of this chapter. All missing proofs can be
found in Appendix F.1.

Lemma 7.1. A value query can be simulated by m marginal-value queries. A marginal-value query
can be simulated by two value queries.

Lemma 7.2. A value query can be simulated by mt demand queries (where t = log L is the number
of bits needed to represent a single bundle value).'?

As a direct corollary we get that demand auctions can always fully elicit the bidders’ valuations
by simulating all possible 2"* — 1 queries and thus elicit enough information for determining the
optimal allocation. Note, however, that this elicitation may be computationally inefficient.

The next lemma shows that demand queries can be exponentially more powerful than value
queries.

12Note that ¢ bundle-price demand queries can easily simulate a value query by setting the prices of all the bundles
except S (the bundle with the unknown value) to be L, and performing a binary search on the price of S.
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Value | Mar-value | Demand | Ind-util | Rel-demand
Value query 1 2 exp exp exp
Marginal-value query m 1 exp exp exp
Demand query mit poly 1 mit+1 poly
Indirect-utility query 1 2 m+1 1 poly
Relative-demand query - - - - 1

Figure 7.3: Each entry in the table specifies how many queries of the relevant row are needed to simulate
a query from the relevant column.

Lemma 7.3. An exponential number of value queries may be required for simulating a single
demand query.

Proof. We will actually show an example where a single demand query suffices for finding the
optimal allocation, but an exponential number of value queries are required for that. Consider a
player with a valuation of 2|S| for any bundle S, except for some “hidden” bundle H of size % with
a valuation of 2|S| + 2, and a second player with a known valuation of 2|S|+ 1 for every bundle S.
The only optimal allocation gives the hidden set H to the first bidder. In a demand query with a
price of 2+ ¢ for every item, the first bidder demands his “hidden” set, and thus reveals the optimal
allocation.

However, consider any algorithm that uses only value queries. An adversary will answer each
value query v(S) to the first bidder with v(S5) = 2|[S|. As long as two sets S of size %5 have not been
queried any of them can be the hidden set H and the optimal allocation can not be determined.
Thus, £2(2™) value queries will be needed in the worst case. O

Indirect utility queries are, however, equivalent in power to demand queries:

Lemma 7.4. An indirect-utility query can be simulated by mt + 1 demand queries. A demand
query can be simulated by m + 1 indirect-utility queries.

Demand queries can also simulate relative-demand queries:'® According to our definition of
relative-demand queries, they clearly cannot simulate even value queries.

Lemma 7.5. Relative-demand queries can be simulated by a polynomial number of demand queries.

7.5 Approximating the Social Welfare with Value and Demand
Queries

We know from [117] that iterative combinatorial auctions that only use a polynomial number of
queries can not find an optimal allocation among general valuations and in fact can not even
approximate it to within a factor better than min{n,ml/ 2=¢}. In this section we ask how well
can this approximation be done using demand queries with item prices, or using the weaker value

13Note: although in our model values are integral, we allow the query prices to be arbitrary real numbers, thus
we may have bundles with arbitrarily close relative demands. In this sense the simulation above is only up to any
given € (and the number of queries is O(log L + log %)) When the relative-demand query prices are given as rational
numbers, exact simulation is implied when log € is linear in the input length.
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An Approximation Algorithm:
Initialization: Let T < M be the current items for sale.

Let K < N be the currently participating bidders.

Let S} « 0,...,S « () be the provisional allocation.
Repeat until T =0 or K = 0:

Ask each bidder ¢ in K for the bundle S; that maximizes her

per-item value, i.e., S; € argmazscr U\(ST)

Let i be the bidder with the maximal per-item value, i.e., i € argmaz;cx ”Tg?li),

and set: sf=s;,, K=K\i, M=M\S;
Finally: Ask the bidders for their values v;(M) for the grand bundle.
If allocating all the items to some bidder ¢ improves the social welfare
achieved so far (i.e., 3i € N such that v;(M) > >,y vi(S7)),
then allocate all items to this bidder .

Figure 7.4: This algorithm achieves a min{n, 4\/m}-approximation for the social welfare, which is asymp-
totically the best worst-case approximation possible with polynomial communication. This algorithm can
be implemented with a polynomial number of demand queries.

queries. We show that, using demand queries, the lower bound can be matched, while value queries
can only do much worse.

Figure 7.4 describes a polynomial-time algorithm that achieves a min(n, O(y/m)) approximation
ratio. This algorithm greedily picks the bundles that maximize the bidders’ per-item value (using
“relative-demand” queries, see Section 7.4). As a final step, it allocates all the items to a single
bidder if it improves the social welfare (this can be checked using value queries). Since both value
queries and relative-demand queries can be simulated by a polynomial number of demand queries
with item prices (Lemmas 7.2 and 7.5), this algorithm can be implemented by a polynomial number
of demand queries with item prices.'*

Theorem 7.1. The auction described in Figure 7.4 can be implemented by a polynomial number
of demand queries and achieves a min{n, 4\/m}-approximation for the social welfare.

Proof. We first observe that the algorithm can be implemented by a polynomial number of value
queries and relative demand queries: querying a bidder for the bundle that maximizes his per-item
value is a relative-demand query when all the item prices are 1. Querying a bidder for his value for
the grand bundle can be done by a value query. In Section 7.4 we show that any value query and
any relative-demand query can be implemented by a polynomial number of demand queries. Each
bidder is asked at most m relative demand queries, and exactly one value query, thus a polynomial
number of demand queries can implement this algorithm.

Next, we prove that the algorithm achieves an approximation ratio of at least min{n,4\/m}.
The algorithm will clearly achieve a %—approximation since we allocate the whole bundle M to
the bidder with the highest valuation if it improves the welfare achieved. Next, we prove that the
algorithm achieves at least ﬁ of the optimal welfare.

Let OPT ={T1, ..., T}, Q1, ..., Q;} be an optimal allocation where for every i € {1,...,k} |T;| <
v/m and for every j € {1,...,1} |Q;| > vm (I,k € {0,...,n}). Let ALG be the allocation found by
the algorithm, and let v(OPT') and v(ALG) be the optimal welfare and the welfare achieved by

Y This algorithm can be also implemented by two descending-price auctions (where we allow removing items during
the auction), see [27].
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the algorithm, respectively. First, we analyze cases where “large” bundles contribute most of the
optimal welfare, i.e., Zizl v (Q;) > Zle v;(T;). Then,

l l
v(OPT) <2 vi(Qs) Z (ALG) =21 - v(ALG) < 2y/m - v(ALG)

i=1

Where the first inequality holds since v(OPT) = 22:1 vi(Qs) + Zle v;(T;) and the second holds
since the last stage of the algorithm verifies that the welfare achieved by the algorithm is at least
the valuation of every player for the whole bundle M. The last inequality holds since there are no
more than /m bundles of size of at least /m.

The analysis of the case where “small” bundles contribute most of the optimal welfare (i.e.,
Zizl 0 (@) < Zle v;(T;)) is more involved. Let I C {1,...,k} be the set of bidders that receives
a “small” bundle (i.e., bundles in {77, ..., T;}) in OPT that does not intersect any bundle in ALG.
Consider the following sum:

k

vi (15 v (15 v (T}
I8 I N )

icl 73] ie{1,...k}\I

In the two claims below, we show that each of the summands i 111 the right side of Equation 7.1 is

not greater than v(ALG). This immediately derives that Zl 1 |T ‘) < 2-v(ALG). And since for

every i € 1,....k, |Ti| < /m, we have: 3°F i Ui(T;) < 2y/m-v(ALG). Most of the optimal welfare
is contributed by “small” bundles, hence:

k
v(OPT) < Z T;) < 4v/m - v(ALG)

What is left to be proved is that both summands in Equation 7.1 are not greater than v(ALG):

Claim 7.1. ¥, %0 < v(ALG)

Proof. Consider a bidder i that receives a small bundle 7; in OPT such that T; is disjoint to all
bundles in ALG. We observe that this bidder surely receives a non-empty bundle S; in ALG. This
holds since the items in T; are not allocated at the end of the algorithm (they are not in any bundle
in ALG), but player i has a non-zero value for Tj.

Since the algorithm picked some S; € ALG and not T; for bidder 7, UZ|§‘T|Z) < ”]gsr) Therefore,

S; <Zvl ;) = v(ALG)

el el

Claim 7.2. Yy s S < v(ALG)

Proof. For every bidder i € {1,...,k} \ I, T; intersects at least one bundle from ALG, and let F(7)
be the first bidder for which the algorithm allocates a bundle that intersects T;. Then,

> ey ¥ ey »

{1, k\I j=14|F(i)= j=1i|F@)=j S 3’ ]EALG
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Where the second leftmost inequality holds since bidder j = F(i) demands S; € ALG when all
the items in T; are still on sale and the third inequality holds since each S; intersects at most |S|
bundles from {7, ..., T3} (all T;’s are disjoint). O

‘We showed before how the theorem follows from these two claims. O

We now ask how well can the optimal welfare be approximated by a polynomial number of
value queries. First we note that value queries are not completely powerless: In [76] it is shown
that if the m items are split into k fixed bundles of size m/k each, and these fixed bundles are
auctioned as though each was indivisible, then the social welfare generated by such an auction is
at least %—approximation of that possible in the original auction. Notice that such an auction can

be implemented by 2¥ — 1 value queries to each bidder — querying the value of each bundle of the

fixed bundles. Thus, if we choose k = logm bundles we get an Vg’fﬁ—approximation while still

using a polynomial number of queries.
We show that not much more is possible using value queries:

Lemma 7.6. Any iterative auction that uses only value queries and distinguishes between k-tuples
of 0/1 valuations where the optimal allocation has value 1, and those where the optimal allocation
has value k requires at least 2% queries.

We conclude that a polynomial time protocol that uses only value queries cannot obtain a better
than O(%) approximation of the welfare. This can be immediately derived from Lemma 7.6:
achieving any approximation ratio k which is asymptotically greater than ;5>*— needs an exponential

gm

number of value queries.

Theorem 7.2. An iterative auction that uses a polynomial number of value queries cannot achieve

better than O(%)—appmximation for the social welfare.

7.6 Demand Queries and Linear Programming

In this section, we show that the linear-programming relaxation of the combinatorial-auction prob-
lem can be optimally solved using demand queries. This observation turns to be useful for the
design of approximation algorithms for combinatorial auctions and other related resource-allocation
problems (see, e.g., [47, 23, 58]).

Consider the following linear-programming relaxation for the generalized winner-determination
problem in combinatorial auctions (the “primal” program):

Maximize Z w; 3 5 vi ()

i€N,SCM
s.t. Z ;5 < qj VieM
iEN, S|jeS
D mis <d; Vie N
SCM
x5 >0 Vie NNSCM
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Note that the primal program has an exponential number of variables. Yet, we will be able to
solve it in polynomial time using demand queries to the bidders. The solution will have a polynomial
size support (non-zero values for z; g), and thus we will be able to describe it in polynomial time.

Here is its dual:

Minimize Z qjpj + Z diu;

JjEM 1EN
s.t. ui—i—ijZwivi(S) Vie N, SCM
jes
pi >0, u; >0 Vie M, j€N

Notice that the dual problem has exactly n + m variables but an exponential number of con-
straints. Thus, the dual can be solved using the Ellipsoid method in polynomial time — if a
“separation oracle” can be implemented in polynomial time. Recall that a separation oracle, when
given a possible solution, either confirms that it is a feasible solution, or responds with a constraint
that is violated by the possible solution.

We construct a separation oracle for solving the dual program, using a single demand query to
each of the bidders. Consider a possible solution (u,p) for the dual program. We can re-write the
constraints of the dual program as:

wifw; > vi(S) = Y pj/w;

jes

Now a demand query to bidder ¢ with prices p;/w; reveals exactly the set S that maximizes the
RHS of the previous inequality. Thus, in order to check whether (u,p) is feasible it suffices to (1)
query each bidder ¢ for his demand D; under the prices p;/w;; (2) check only the n constraints
u; + Zje D, Dj > w;vi(D;) (where v;(D;) can be simulated using a polynomial sequence of demand
queries as shown in Lemma 7.2). If none of these is violated then we are assured that (@,p) is
feasible; otherwise we get a violated constraint.

What is left to be shown is how the primal program can be solved. (Recall that the primal
program has an exponential number of variables.) Since the Ellipsoid algorithm runs in polynomial
time, it encounters only a polynomial number of constraints during its operation. Clearly, if all
other constraints were removed from the dual program, it would still have the same solution (adding
constraints can only decrease the space of feasible solutions). Now take the “reduced dual” where
only the constraints encountered exist, and look at its dual. It will have the same solution as the
original dual and hence of the original primal. However, look at the form of this “dual of the
reduced dual”. It is just a version of the primal program with a polynomial number of variables
— those corresponding to constraints that remained in the reduced dual. Thus, it can be solved
in polynomial time, and this solution clearly solves the original primal program, setting all other
variables to zero.

7.7 The Representation of Bundle Prices

In this section we explicitly fix the language in which bundle prices are presented to the bidders
in bundle-price auctions. This language requires the algorithm to explicitly list the price of every
bundle with a non-trivial price. “Trivial” in this context is a price that is equal to that of one
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of its proper subsets (which was listed explicitly). This representation is equivalent to the XOR-
language for expressing valuations. Formally, each query ¢ is given by an expression: ¢ = (57 :
p1) ® (S2:p2) @ ... ® (S; : pr). In this representation, the price demanded for every set S is simply

p(S) = maz(=1..15,C5)Pk-

Definition 7.2. The length of the query ¢ = (S1 :p1) ® (S2:p2) ® ... ® (S;:p) isl. The cost
of an algorithm is the sum of the lengths of the queries asked during the operation of the algorithm
on the worst case input.

Note that under this definition, bundle-price auctions are not necessarily stronger than item-
price auctions. An item-price query that prices each item for 1, is translated to an exponentially
long bundle-price query that needs to specify the price |S| for each bundle S. But perhaps bundle-
price auctions can still find optimal allocations whenever item-price auction can, without directly
simulating such queries? We show that this is not the case: indeed, when the representation length
is taken into account, bundle price auctions are sometimes seriously inferior to item price auctions.

Consider the following family of valuations: Each item is valued at 3, except that for some
single set S, its value is a bit more: 3|S|+ b, where b € {0,1,2}. Note that an item price auction
can easily find the optimal allocation between any two such valuations: Set the prices of each item
to 3 + ¢; if the demand sets of the two players are both empty, then b = 0 for both valuations,
and an arbitrary allocation is fine. If one of them is empty and the other non-empty, allocate the
non-empty demand set to its bidder, and the rest to the other. If both demand sets are non-empty
then, unless they form an exact partition, we need to see which b is larger, which we can do by
increasing the price of a single item in each demand set.

We will show that any bundle-price auction that uses only the XOR-language to describe bundle
prices requires an exponential cost (which includes the sum of all description lengths of prices) to
find an optimal allocation between any two such valuations.

The complication in the proof stems from the fact that using XOR-expressions, the length of
the price description depends on the number of bundles whose price is strictly larger than each of
their subsets — this may be significantly smaller than the number of bundles that have a non-zero
price. (The proof becomes easy if we require the protocol to explicitly name every bundle with
non-zero price.) We do not know of any elementary proof for this lemma (although we believe that
one can be found). Instead we reduce the problem to a well known lower bound in boolean circuit
complexity [72] stating that boolean circuits of depth 3 that compute the majority function on m
variables require 22(vV™) gize.

Lemma 7.7. Every bundle-price auction that uses XOR-expressions to denote bundle prices re-
quires 220V cost in order to find the optimal allocation among two valuations from the above
family.
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Chapter 8

Conclusions

Designing economic markets is a complex task, mainly due to asymmetric information held by the
participants in these markets. The designers usually aim to optimize some system-wise objective
functions that often depend on the secret data of the players. Therefore, deciding on the protocols
by which information is exchanged is a major part of the design process. This dissertation studies
scenarios where the mechanisms use several natural and common patterns of communication. In
particular, bidders cannot directly disclose their privately known data so the celebrated “revelation
principle” cannot hold.

In some settings, a mere information-theoretic analysis provides interesting and even surpris-
ing description of the power of mechanisms restricted to certain communication patterns. For
example, ascending item-price auction cannot reveal optimal, or even nearly optimal, allocations
in combinatorial auctions (Chapter 5). A positive example shows that a very small number of bids
in single-item auctions incurs a very mild loss in social efficiency (Chapter 3).

In other settings, we showed that the optimal results under some communication pattern can
be implemented in dominant strategies without any additional informational requirement. This
holds, for example, in single-parameter mechanism-design domains where the system-wise target
functions are multilinear in the players’ types (Chapter 4).

Finally, we also presented settings where additional expressiveness is required from a mechanism
for achieving an incentive-compatible implementation of the outcomes. One example is the impos-
sibility to compute VCG payments for substitutes valuations by item-price auctions illustrated in
Chapter 6 (even with non-anonymous prices) .

Future work should identify settings where direct-revelation mechanisms are unreasonable, due
to various reasons, and try to measure the performance of mechanisms in these settings under such
“communication filters”. Interesting properties of these environments can be achieved by a pure in-
formation theoretic analysis, or by measuring the cost of incentive-compatible implementation. The
high level goal should be to characterize tradeoffs and dependencies between the various compo-
nents of the markets: information, incentives, economic properties and computational complexity.
This characterization is especially important since in many natural settings these properties are
mutually exclusive. The main theme of this dissertation is that the first component - the informa-
tion effects - is an important factor that should be explicitly taken into account and it cannot be
discarded by “revelation principle” arguments.

This dissertation leaves many open questions. The main open question in the first part of
this dissertation is whether the information-theoretically optimal results, under restrictions on the
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number of actions, can be always implemented in dominant strategies with no additional commu-
nication. We prove such a result given that all the social-value functions are multilinear, but failed
to either prove it or disprove it for the general case. The second part of this dissertation stud-
ied the power of different types of iterative combinatorial auctions. Open questions that emerged
in this part include whether strong negative results with respect to ascending auctions can also
be shown for natural restricted sub-classes of valuations, e.g., for submodular valuations or any
other application-dependent class of valuations, and whether a cost is incurred when implementing
these results in an equilibrium. Finally, this dissertation studied specific toy models for economic
interactions. Such questions should be addressed for more sophisticated information models, like
models with interdependent or common types, models with externalities, and environments where
monetary transfers are not allowed.
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Appendix A

Preliminaries: Mechanism Design

A.1 Combinatorial Auctions - Missing Proofs

Proof of Proposition 2.5

Proof. Consider the following simple protocol that uses anonymous bundle prices: it starts with
zero prices, collects the demand of all the bidders at each step (bidder report all the bundles
in their demand set at each stage). Given the demands at a particular price level, it raises the
prices of every bundle that is demanded by at least one bidder until all the bidders demand the
empty set (actually, we can stop at an earlier stage at a competitive equilibrium, exactly as done
in Incremental auctions [124, 4] only with anonymous prices). The auction outputs the optimal
allocation among the allocations that allocate for each bidder a bundle in his demand set at the
final stage.

What is left to be shown is that when the bidders have super-additive preferences, all the bundles
in an optimal allocation will be demanded at the final stage of the auction. Let Si,.., S, be some
optimal allocation. We first note that bidder ¢ has a higher valuation for the bundle S; than all the
other bidders. Assume that for some bidder j, v;(S;) > v;(S;). Then, v;(S; V S;) > vj(s;)+v;(s;) >
vj(s5) + vi(s;). Thus, we can increase the efficiency by allocating s; to j, contradiction to the
optimality of Sy, .., Sy.

Since the prices are increased only for demanded bundles, the price of a bundle S; of the
optimal allocation cannot increase above v;(.S;). Thus, it will be demanded by i at some stage of
the auction. O
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Appendix B

Auctions with Severely Bounded
Communication

B.1 Efficient Mechanisms: Missing Proofs

Proof of Claim 3.1 in Theorem 3.1

Proof. Given a vector of strategies s* which achieve optimal welfare in g (i.e., MAXge sk oy w(g,s)

), we will show that for every player ¢ we can modify s} to be a threshold strategy, and the welfare
will not decrease.

Assume s} is not a threshold strategy. Therefore, there must be «, 8,7 € [a,b], « < 3 < 7
such that sf(«) = si(y) = m but s7(8) # m (where m is some bid of player i). We will show
that a strategy vector s identical to s*, except that for every such  s;(3) = m, we have that
w(g, s) = w(g,s").

Denote the probability that all players except ¢ bids b_; as Pr(b—;). Thus, the expected welfare

from a game g given that bidder ¢ with valuation v; bids m and that the other players use strategies

*

S_; 18t

> Pr(v-y) | aitm,b_g) - vi+ > aj(m,b_;) - E(v; |s}(v;) = b;)
b i
Note that this expected welfare is a linear function of v;, and we denote it by h(m) - v; + t(m)
(the constants h(m) and ¢(m) depend on the bid m).
We know that s* achieve optimal welfare in g and that s}(«) = m. Therefore, there is no other
bid [ such that if s} () = [, the expected welfare will increase, i.e.:

Vi£Em h(m)-a+t(m)>h(l)- - a+t() (B.1)
Similarly, because s} (y) = m:

ViEm  h(m) -y +tm) = h(l) -y + () (B.2)
Because  is a convex combination of a and -, and due to Equations B.1 and B.2:

Vi £ m h(m)-B+tm) > h(l)- B+ ()
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Thus, the expected welfare for player ¢, given v; = (3, is maximal when she bids m. Therefore, when
modifying s! such that s}(3) = m the total expected welfare will not decrease. We can repeat this
process until s; becomes a threshold strategy.! O
Lemma B.1. wgﬁtkyk) > wgfo(tk_lvk) for every k > 1.

Proof. Let g € Gy (x_11) be a deterministic, monotone mechanism that achieves the optimal welfare
with threshold strategies based on the vectors (z,y). Each row in g is of the form [A, ..., A, B, ..., B],
and let [; € {0, ..., k} be the first index in row i in which B wins. We will modify g to g € G (1 1) by
adding some missing row, and change the threshold strategy x to & € RF!, such that the welfare
strictly improves. We assume, w.l.o.g., that the thresholds are unique (i.e., 0 < 1 < ... < 21 < 1,
0<y <..<1).

Case 1. The row B, ..., B] is in the game’s matriz.
Let :1:/1 = E"B(UBlongSyl), and let z = (0, x’l, Z1,%2,...,T—2,1). We will create a new game g by
adding the line [B, ..., B] as the first line. It is easy to see that the allocation in ¢ and g is identical
in all rows except the new one. When v, € [0,2;] and vg € [0,31] § allocates the item to B where
g allocated the item to A. The distribution functions are always positive, hence this will occur with
a positive probability. Since E(valva € [0,27]) < 2] < Ey,(vp|0 < vp < y1), the expected welfare
has strictly increased. For higher bids of bidder B, the allocation in the first row will clearly be
efficient now, therefore no welfare loss was incurred.

Case 2. The row B, ..., B] does not appear in g’s game matriz.

Due to the monotonicity, g must have two rows ¢ and ¢ + 1 and two columns j and j + 1
such that we allocate the item to B when the bids are (i, j), (¢, + 1) and to A when the bids are
(i+1,7),(i+ 1,7+ 1). We will create a mechanism g by adding a row ¢’ identical to row i + 1
except that B wins in index j + 1. The new threshold is constructed as follows:

If E(vly; < vB <yjt1) < Xiy1: /

Let ;. = E(vBly; < v < yjy1), and let & = (0,21, ..., 24, %, Tiy1, ..., 1). As in previous cases,
the welfare in all entries hasn’t changed, except a strictly positive improvement in the (i, j) entry.

If E(vply; < VB <yjt1) > Xiyr: /

Let z; = E(vlyj+1 < vB < yj4+2) and let = = (0,21, ..., %4, T, Tit+1, ..., 1). We show that since g is
efficient z;11 < x; < xiyo: First, E(vplyj+1 < v < yjr2) > E(vBly; < vp < yjt1) > xiy1; Also,
since A wins for the bids (i + 1,j + 1), we have E(vglyj+1 < vB < yjr2) < E(valzipr < va <
Tite) < Tit2. It follows that the expected welfare has strictly increased in the entry (i, 7+ 1), and
has not decreased in all other entries. O

Proof of Theorem 3.2

Proof. First, we prove that PG (z",y") is optimal when vy = a. According to Theorem 3.1 there
is a pair of threshold values’ vectors = = (zo,21,...,2k),y = (Y0,%1,-..,yx) such that PGy(z,y)
achieves the optimal welfare. Note that g = yo = a and 3 = y, = b, so we have 2(k — 1) variables
to optimize.

!See analysis of similar problems, e.g., by Athey in [3].
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We will calculate the total expected welfare by summing first the expected welfare in the entries
of the game matrix where B wins the item, then summing the entries where A is the winner.

k Yi fB(UB)UBdUB

(0,9 = D= (o) ~ Poy) - (Fa) — Patoo)) - e 5

k Jor fa(va)vadva

+§ (Fa(xi) — Fa(zi—1)) - (FB(Yi-1) — FB(Y0)) - Fales) — Falzi)

k ) k )
Yi Ty
=Y Fale) [ fulomondon+ Y Falin)- [ Sa(oajoadus
i=1 Yi—1 =2 Ti—1
We assume here that a probability density function exists for each bidder. Thus, we can express
the partial derivatives with respect to all variables:

Yi—1

(w(g,5))y, = ( " fB(UB)UBdUB> fa(@i) + fa(@i) @i Fp(yio1) — fa(@) -2 - Fp(yi) =0

/7

(.5, = ([ fatwadoadon) - al) + Foon) 3+ Fatos) = Fal) - Faiien) =0

Rearranging the terms derives that y; = E,, (va |x; < va < x;41) and that
xi = Eyy(vp lyi-1 <wvp < y;) and therefore, z, y should be mutually centered for optimal efficiency.

Now, we no longer assume vg = a: According to Theorem 3.1, if the optimal welfare is not
achieved in the priority game above, it will be achieved in a modified priority game. For some
threshold values’ vectors z,y, the expected welfare in M PGy(x,y) is given by the formula:

b b
Fa(en) - Falyn) v+ Fa(or) [ vafa(vn)dvn + Faln) [ vafalvades
. § Y1 ) 1 .
+ (FA(SUi)—FA(fL"l))/ vpfp(vp)dvp + Z(FB(yil)_FB(yl))/ vafa(va)dva
=2 Yi-1 =3 Ti—1

First-order condition similarly derive the constraints on x; and y; given in the above definition of

Z,7, and that (x1,...,2x_1,7x) and (y1, ..., Yx_1,¥x) should be mutually-centered?.
L]

B.2 Optimal Symmetric 1-bit Mechanisms

Following are the optimal 1-bit 2-player mechanisms assuming independent uniform distributions for
all values. The socially-efficient symmetric 1-bit mechanism achieves an expected welfare of 0.625
compared to 0.648 that is achieved in an asymmetric 1-bit mechanism and 2/3 that is achieved
with unrestricted communication. Similarly, the revenue-maximizing symmetric 1-bit mechanism
below achieves an expected profit of 0.385 compared to 0.39 with 1-bit symmetric mechanisms and

2The results are not surprising, since except for the case when one of the bidders bids 0, we have a priority game’s
allocation for which the optimal threshold values must be mutually centered (due to the first part of the proof).
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5/12 = 0.417 with unrestricted communication (obtained by second-price auction with a reserve
price).
The following mechanism acheives the optimal welfare among all the symmetric 1-bit mecha-

nisms:
0 1
0| w.p. %A wins, pays 0 B wins and pays i
w.D. % B wins, pays 0
1 A wins and pays i w.p. % A wins, pays%
W.p. % B wins, pays %

Proving the social efficiency of the mechanism can be done by the following idea: First note
that a symmetric, efficient mechanism will clearly allocate the item to the player that bids 1 when
the other player bids 0, and allocate with equal probabilities of % when the bids are equal. With
threshold strategies (z,y) the expected welfare is:

wiwy) =wy (5§45 §) o () B4 (1) g L4 (1) (1-9)- (3 G2 4§ - 052)

Maximum is achieved when (z,y) = (3, 3).

The mechanism below is the revenue-maximizing mechanism:

0 1

0 No allocation

B

" 1
1 | A wins, pays —z | W.p.
w.p.

: T
wins and pays 7

rY— 1
A wins, pays 7

NI o1

. i
B wins, pays e

The idea behind the optimality of the above mechanism over all the 1-bit symmetric mechanisms:
in the profit-maximizing symmetric mechanism if a player bids 0 and the other bids 1, the latter
wins and pays . When both players bid 1, they will pay T with equal probabilities. It is easy to
see that under the ex-post IR assumption, x = Z. The expected profit is thus: r(z) = z(1 — x)z +
(1 —2)zz+ (1 —2)(1 — z)(32 + 32). Maximum is achieved (z € [0,1]) when z =

-

B.3 Asymptotic Analysis - Missing Proofs

Proof of Theorem 3.6

Proof. The proof’s idea: we construct a priority game in which all bidders have the same dominant
threshold strategy, such that the probability for a bidder to bid each bid is smaller than . This
is done by dividing the density functions of all the bidders to % intervals with equal mass, then
combining these thresholds to a vector of k threshold values. Because the bidders use the same
threshold strategy, a welfare loss is possible only when more than one bidder bids the highest bid.
This observation leads to the upper bound.

Let o, ..., a, be integers such that > ; a; = k — 2, and for every i, a;; > L%J — 1 (clearly such
numbers exist). For every bidder 4, let Y* = (yi, ..., 4,.) be a set of threshold values that divide her
distribution function f; to a; + 1 segments with the same mass (when y§ = 0, ygl 41 = 1), ie., for
every bid j, Fi(yj41) — Fi(yj) = 357

Let X = {U~L, Y} U{vo}, |X| = k — 1, be the union of all the threshold values (we add
arbitrary threshold values if the size of X is smaller than k& — 1). Let z = (0,21, ...,xx_1,1) be a
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threshold-value vector created by ordering the threshold values in X from smallest to largest. Now,
consider the n-bidder mechanism M PGy, (t) where t = (x, .., z). The threshold strategy based on
is dominant for all the bidders, with ex-post IR. By the construction of the sets Y, ...,Y", every
bidder will bid any particular bid w.p. < %”.3

Next, we will bound the welfare loss. We divide the possible cases according to the number of
bidders who bid the highest bid. Since all the bidders use the same threshold strategy, if only one
bidder bids the highest bid, no welfare loss is incurred (he will definitely have the highest valuation).
If more than 1 bidder bid the highest bid ¢, the expected welfare loss will not exceed ;11 — x;. For
a set of bidders T" C N, denote the probability that all the bidders in T bid ¢ by Pr(T = i), and
the probability that all the bidders not in 7" have bids smaller than ¢ by Pr(N \ T < i). Thus, the
expected welfare loss is smaller than (when 2n < k):

n k
S N S Pr(@=i)Pr(N\T <i) (w41 — 1)

j=2 TCN, |T|=j i=1

< z”; Z zk;PT(T =1) (ziy1 — ;)
j=2TCN, |T|=j i=
n (?) j n J
< JZZIZ zlzg <2]j> (xiH — .%'Z) = JEZ; <7;> <2:> < 2m. 4n2 . %

When the valuations of all the bidders are smaller than vy, there is no welfare loss (it is easy to
see that we can assume, w.l.o.g., that 1 = vg). Note that despite the coefficient of k% is exponential
in n, we consider it as a constant because n is fixed. For Example, when n = 2 a similar proof
shows a welfare loss smaller than k% (when k > 3). O

B.4 More Asymptotic Results

Proposition B.1. The n-player mechanism PGy(z,...,x), = (0, %, %, ey %, 1), incurs an ex-
pected welfare loss < % for any set of distribution functions of the players’ valuations. Moreover,
for any mechanism g there exists a set of distribution functions for which the expected welfare loss

in g is greater than "5t - ¢ (i.e., Q(3)).

Proof. When all players use the same threshold strategy in priority games, non-optimal allocation
is possible only when more than one bidder bid the highest bid. Since the difference between
subsequent thresholds is %, the expected welfare loss is clearly not greater than %

For proving the lower bound, consider a mechanism g € G, with an equilibrium s1, ..., 5,,.
We can prove, similarly to the proof of Claim 3.1 in Theorem 3.1, that every mechanism with a
Bayesian-Nash equilibrium, has an equilibrium of threshold strategies. Thus, we can assume that
51, ..., 5, are threshold strategies based on some threshold-value vectors z',...,2". Observe that
there are no more than nk bids’ combinations b = (b1, ..., b,) with overlapping valuations for all
players, i.e., for every pair of players 4, j: [xii,x};i 41 ﬂ[:rij,xij +1] # 0. (The maximal number of
different thresholds for all players is (k — 1)n, and every two subsequent thresholds define such an

3For every bidder 4, and every bid j, Fi(xj+1) — Fi(x;) < j < QT”
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“overlapping segment”.) In addition, the sum of the sizes of these overlapping segments is 1. Thus,
there must be a bids’ combination b = (b~1, e b~n) with an overlapping segment with size of at least
#. Denote this segment as [m,m] (m—m > #) Assume w.l.o.g that for the bids vector b, player
n wins the item with probability not greater than % (such a player must exist). Now assume that
the players’ valuations are distributed such that player n has the constant valuation m and all the
other players have the constant valuation m. Then, the allocation will not be optimal (i.e., player
n will not win) with probability of at least "—;1, and the welfare loss is at least m — m > ﬁ The
total welfare loss will therefore be at least "n}l . % Thus, the expected welfare loss is bounded from

below by a proportion of % ]

If we assume that the distribution functions of the players are bounded from above or from
below, we can get even stronger results for this simple mechanism:

Definition B.1. We say that a probability density function f is bounded from above (resp. below)
if for every x in its domain, f(x) < c (resp. f(x) > ¢) for some constant ¢ > 0.

Proposition B.2. For every set of probability density functions of the players’ valuations which
are bounded from above, the mechanism PGy(x,...,x) € Gy, where x = (0, %, %, ey %, 1), incurs
an expected welfare loss < ¢y - k% for some positive constant c¢1 (i.e., O(k%) in the CS notations).

For every set of probability density functions which are bounded from below, every mechanism incurs

an expected welfare loss > ¢ - 1%2 for some positive constant ca (i.e., Q(k%))

Proof. For proving the first statement, say that the distribution function is bounded from above
by g. When the players use the same threshold strategy, a welfare loss is only possible when more
than one player bid the higher bid. Every subset of players can be the set of players that bids the
highest bid, and this bid can be any bid in 1, ...,k — 1. (The welfare added when all player bid “0”
is negligible.) The maximal welfare loss is %, thus the expected welfare loss is smaller than:

2 ) )

TCN |T|>2 i=2

k
7 Z Z kn1+1 (=1l

<
TCN, |T|>2 i=2
G
— —|T
ST 3 2 gm0
TCN, |T|>2 i=2
_ 1 _
< 7" Z kj(k)n 7l
TCN, [T|>2
. 1 a1
< g Z 5 = (29) 52

TCN, |T|>2

As for the second part of the theorem, we first prove it for 2 players (n=2). Assume that the
distribution functions of the players are bounded from below by ¢, and that the players A, B use
the threshold strategies based on = = (zo, ...,x) and y = (Yo, ..., yx). We say that the bids i, j
for players A, B (respectively) are overlapping, if [z, ;1] N [y;, yj+1] # 0. Consider a mechanism
g € G, such that the threshold strategies based on z,y are in Bayesian-Nash equilibrium. Let m
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be the number of overlapping pairs of bids. It is easy to see that m < 2k — 1. For each overlapping
pair i (i = 1,...,m), let z; be the size of the overlapping segment i. Clearly, > ", z; = 1. Given
that the 2 players’ valuations are in the ith segment, the maximal welfare loss is z;. Thus, the
expected welfare loss is greater than®.

o “ 1)° 1
N (gz) -2 = o2 3 2. (= 2, -
M- = #38 = 0(5) 2 f g
i=1 i=1
The proof for n players is straightforward now: consider only the case Where players 1 and 2
have valuations above 2 5, and the other players will have valuations below . This will occur with

probability not smaller than the constant 2n We saw that any 2-player mechamsm incurs a loss
which is bounded from below by a proportion of k% (only with a different coefficient)?. O

One can interpret Proposition B.2 as a contest between “nature” and the mechanism designers:
when they choose a mechanism first, and then “nature” chooses the distribution functions, the
designers can ensure a welfare loss of no more than a proportion of k% When “nature” chooses the
distribution function first, and then we choose the mechanism, “nature” ensures that the welfare
loss will be at least proportional to k%

So far, we assumed that the players’ valuations are drawn from statistically-independent distri-
butions. Next, we relax this assumption and deal with general joint distributions of the valuations.
For this case, we show that a trivial mechanism is asymptotically optimal. In particular, it derives
an asymptotically tight upper bound of % for the efficiency loss in n-player games.

Proposition B.3. The mechanism PGy(z,...,x) € Gy where z = (0, i, i, s kgl, 1) incurs an

expected welfare loss < % for any joint distribution ¢ on the players’ valuations.
Moreover, for every k there is a joint distribution function ¢ such that any mechanism g € G
incurs a welfare loss > c - % (where ¢ is a positive constant independent of k).

Proof. The straightforward proof of the first statement is identical to the case of independent
valuations (see Proposition B.1 ).

We first prove the second statement for n = 2. For every k, we construct a joint distribution that
incurs, for any mechanism g € Gy, an efficiency loss which is greater than ﬁ Consider the
followrng joint distribution: vy is distributed uniformly in the range [ i L 4k] and vp is vg + 4k
or vg — 4k with equal probab1ht1es We say that v is dominated, if there is a threshold yJ of player
B, such that [vq — y;| < . B’s thresholds 0 and 1 clearly cannot dommate any v4 € [0, 1— ]
Each one of the other £ — 1 thresholds of B dominates a range of size Qk’ so the total range of

dominated values for A is at most % The probability that a random v, will be dominated is
Ic l
< % When vy is not dominated, vy, v4 + ﬁ and vy — ﬁ will lie within the

thus at most
2k

same entry in the matrix representation of g. This will therefore happen with probability > % (the
probability that v4 is not dominated). vp is determined randomly (and uniformly), thus whatever
allocation is made in this entry, welfare loss will be incurred with probability > % The welfare loss

(if incurred) Will clearly be of at least . Thus, the expected efficiency loss will be greater than
% . % . ﬁ = 16k The generalization for n players is easy now (see e.g., Proposition B.2). O
4 . . . . . . Pm 1
Again, we used the fact that when z = (z1, ..., zm) is in the m’th dimensional simplex, ", 3> o3

Ssee Theorem 3.7 for similar analysis
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Appendix C

Implementation with a Restricted
Action Space

C.1 Missing Proofs from Section 4.3

Proof of Lemma 4.1:

Proof. We first observe that for every social-value function there exists an informationally optimal
k-action mechanism with a deterministic allocation scheme. This observation is general and does
not require the use of threshold strategies or single-crossing conditions. Consider an optimal k-
action mechanism that achieves the optimal result with some set of strategies s = s1, ..., s,,. At least
the same expected social value will clearly be achieved by the following deterministic allocation
scheme: for each profile of actions b, the mechanism chooses an alternative that maximizes the

=
expected social value, i.e., t(b) € argmaz a E [g( 0,A") | Visi(6;) = bz}. Of course, this procedure
may ruin incentive-compatibility properties of the mechanisms, but we will handle the incentive
considerations separately.

With this observation in hand, we now turn to prove the two directions of the lemma. By
Proposition 4.1, it is sufficient to show that the optimum is achieved with threshold strategies if
and only if the optimal k-action mechanism is monotone. <=:

Denote the thresholds used by player i by :Cf),acli, ,:1:}C Namgly, when player ¢ reports an
action b; and uses a threshold strategy, her type lies between [a:}h_,:cii +1]. Consider a deterministic
choice rule as described above, and consider an action profile b = (by,...,b,). Let A and B be
two alternatives such that A »=; B (as determined by the single-crossing property). Now consider
another action vector v/ = (b},b_;), where b, > b;. An optimal mechanism chooses for each profile
of bids the alternative that maximizes the expected social value. Let A be the alternative chosen
by the mechanism under action profile b. For For proving monotonicity, it suffices to show that if
A gains a higher pxpected social value than B for the action profile b, this will also hold for the
action profile ¢/. That is, if
_

0

y=b| > By [o(0,B)|5(7)=1]

then
-
0

)=v] > 55 [o(0.B)| () =]
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This will be an immediate conclusion from the following intuitive statement: fixing 6_;, the
expected difference in social value between alternatives A and B is greater for b’ than for b.!
Formally,

By [9(0,4) = 9(7.B) | s(0) =t (1)
B Fi(ngﬂ)l_pi(xgé) /x:’;“ (9(7’14) - 9(7,B)> fi(0:)do; (C.2)
> Fi(ngﬂ)l_ﬂ(ng) /x;:;# (9(@h,11.0-1, A) — g(h,11,0-3, B)) fi(0:)do;  (C.3)
N Fi(x;’wl)l_ﬂ(xzi) /x;jm (9(x} 11,03, A) — g(z} 41,0-:, B)) f:(0;)d0;  (C.4)
> ) F) / (97 4) = o(9.3)) oo (©)
= Eo [9(0,4) — 9(7.B)| si(6) = b (C.6)

Where inequalities C.3 and C.5 are due to the single-crossing property of the social-value func-
tion, and Equations C.3 and C.4 are equal since they are the expected value of the same constant
value.

=—>: We now assume that a mechanism possesses a monotone allocation scheme, and prove
that the optimum is achieved with threshold strategies.

The basic idea: we consider the expected social value of some player as a function of her type 6;
when she chooses a particular action. We show that such functions, for every two actions b; < b,
cross at most once; that is, if for some 67 the expected social value is equal when player ¢ chooses
either b; or b}, then for any 6; > 6} the expected social value when choosing b; is at most the
expected social value when choosing b,. The optimality of threshold strategies for this mechanism
will be derived directly from this weak single-crossing property.

Consider two actions b > b; for player i. Let 6 be a type for which the expected social value
is equal either when player chooses b} or b;, that is (we denote the actions of the players except ¢
when their types are 6_; by s_;(0_;)):

By, [ (07, 0, t(bi,s-i(0-:) )] = Bo_, [ 9(6], 0—s, t(0, 5-4(0-:) )] (C.7)

We will show that for every 6; > 67, the expected social value when player ¢ chooses b; is at
most the expected social value in b/ .

Monotonicity implies that ¢(b/, b i) =i t(b;,b_;) for every b_;. Consider some profile of actions
of the other players b_;, and denote t(b;, b—;) = A and ¢(b},b_;) = B. Since the social value function

Note that due to the linearity of expectation, i )
— — ! h — — !
E rg}](@,ﬁ) s(0)=b — Ey g(6,B) s(0)=0b )
1 1
= By, Eo g(0,4) — g(0.,B) si(0:)=bi  s-i(0-i)=0b_s
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is single crossing, the change in the expected social value when alternative B is chosen must be
greater, that is:

Ey_ [9(0:,60-5,B) | s—i(0-i) =b_s] — Eg_,[9(0],0-i,B) | s—i(0-i) = b_i]
> Ep_[9(0:,0-3,A) | s-i(0-i) =bi] — Ep_ [9(07,0-i,A) | s-i(0—i) = b_i]
Now, considering all possible b_; and using the linearity of expectation, we get:
Eo_; [g (05, 0-i,t(bj s-:(0-4)))] — Bo_, [9(67,0-i,t(b}, 5-i(0-4)))] (C.8)
> Eo_, [9(0i,0-i,t(bi, s-i(0-:)))] — Eo_, [9(67,0—i,(bi,s-i(6-:)))] (C.9)

Due to Equation C.7 and Inequality C.8-C.9, indeed for any 6; > 07 the expected social value in b;
is at most the social welfare in b:

Eo_, [9(0i,0-i,t(b}, s-i(0-0)))] > Eo_, [9(8i,0-i,t(bi, 5-i(0-:)))]

Finally, we conclude that the optimal social value can be achieved with threshold strategies for k-
action games; each player should choose, for every type 6;, the action that maximizes the expected
social value. The maximum over k pairwise single-crossing functions have at most & — 1 switching
points between the functions, therefore the social value is maximized using a threshold strategy
that always chooses the action with the highest social value. (A similar argument is given for
maximum of linear functions, that are also single-crossing in this since, in Theorem 4.1.) O

C.2 Missing Proofs from Section 4.5

Proof of Theorem 4.3:

Proof. Since the social-value function is multilinear and single crossing, the optimal expected social
value is achieved by threshold strategies and therefore in a monotone mechanism (Lemma 4.1 and
Theorem 4.1). To show that the mechanism is diagonal, we should also show that the allocation
scheme is non-degenerate with respect to one of the players.

We prove the theorem for the case where the preferences >; of the player are conflicting, and
the proof for correlated preferences is similar. We assume, w.l.o.g., that A =1 B and B 2 A and
that g(6;,05,A) > g(6,,0,, B). For such preferences, we show that the optimal mechanism will
be non-degenerate with respect to Player 2. In other words, in the matrix representation of the
optimal mechanism there will be no identical columns. Showing this will suffice, as it is easy to
see that in a monotone allocation scheme where the column player has k distinct columns, the row
player clearly has either k — 1 or k players.?

If Player 2 has two identical columns, then monotonicity derives that these columns will be
adjacent, so in an equivalent allocation scheme this player will actually have k — 1 possible actions.
We will prove that a mechanism where Player 2 has k — 1 possible actions cannot be optimal, since

2 Assuming that g(0,,0,, A) > g(8,,0,, B), we can show that the optimal allocation scheme is non-degenerate with
respect to Player 2. If the converse is true, we can show in the same way that the optimal allocation scheme is non-
degenerate w.r.t. Player 1. Similar arguments also prove that when g(01,602, A) > g(61,02, B) the optimal allocation
will be non-degenerate w.r.t. Player 2 (otherwise, w.r.t. Player 1). Therefore, a sufficient condition for having an
optimal allocation scheme that is non-degenerate w.r.t. both players is having both g(6,,8,, A) > g(8,,0,, B) and
g(01,02, A) < g(01,02, B), or when both inequalities are in the opposite direction.
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we can add a new column and strictly increase the expected social value. We therefore assume that
the optimal k-action social value is achieved when Player 1 uses the threshold vector xg, ..., xx and
Player 2 has k — 1 possible actions and uses the threshold vector yg, ..., Yr_1-

Case 1: The column [A, A, ..., A] does not appear in the allocation matrix.

We will add this column to the game as the first column (action “0”), and add an additional
threshold ¢’ such that the expected social value strictly improves in the new mechanism when
Player 2 uses the threshold vector yo,4’, y1, ..., yx_1. Consider the expected difference between
the social value of the two alternatives when both players report 0, as a function of the second
threshold of Player 2:

diff(y) = FEg 0,901,602, A) — g(01,02,B) | 61 € [x0,71], O2 € [yo,y] ]

We know that dif f(yo) > 0 (since we assumed that g(6;,05, A) > ¢g(0;,05, B) and due to the
single-crossing property). We also know that dif f(y1) < 0, otherwise alternative A would
be preferred in this entry and the column [A, ..., A] would have existed (monotonicity). Due
to the Intermediate-Value theorem, there must be some y* € (yo,y1) for which dif f(y*) =0
(dif f(-) is clearly continuous since each both g(61,62, A) and g(01, 62, B) are continuous w.r.t.
62). Setting vy’ to be, for example, yo;y* ensures that when 65 is between [y, 3] and when
Player 1 reports “0”, the expected social value strictly increases. The allocation in all other

cases remains unchanged.

Case 2: when the column [A, A4, ..., A] exists.

Since there are k + 1 possible columns of the form [B, B, ..., A, A] and only k£ — 1 columns
in the allocation matrix, it must be the case that some “internal” column is missing, hence,
there are actions 7,7+ 1 for Player 1 and j,j + 1 for Player 2 such that ¢(i,j) = t(i+1,j) = A
and t(i,j+1) = t(i+1,j+1) = B. We will show that adding an action (column) j" for Player
2, between actions j and j’ in the order on the actions, that is identical to the allocation in
column j except t(i,j') = B, will strictly increase the expected social value. For the exact
construction, we have to consider two different sub-cases: if the expected social value when
Player 1 reports 0 and Player 2’s type is y;41 is greater for alternative A than for B, then
we will define a new threshold which is greater than y;41; Otherwise, the threshold will be
smaller than y;1:

Case 2.1.: E[g(01,yj41,4) [ 01 € [wi,xis1] | = E[g(01,yj41, B) | 01 € [m5, wipa] |-
Due to the (strict) single-crossing condition, clearly
Eg(01,yj4+1,A) | 01 € [xix1,xi42] | > E[ 9(01,yj41, B) | b1 € (i1, Tit2)] |

Therefore, due to similar intermediate-value considerations, there must be some thresh-
old y* > y; 41 for which

E[g(01,y5+1,A) | 01 € [Tiy1, Tiva] | = E[ g(01, Y41, B) | 01 € [Tig1, Tita] |

Now, let Player 2 use the threshold strategy based on the vector yo, ..., yj+1,¥; .-, Yk—1,
for example, 3/ = w The expected social value strictly increases when 6; €
(%3, Zit1], 02 € [yj+1,Y]), while the allocation in all other cases remains unchanged.
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Case 2.2.: E (g(@l,yj+1,A | 0, € [J:Z-,xi+1]) < E(g(@l,yj+1,B | 0, € [551',1'1'4-1])
Let y* be again the value for which

E (g0, y", A) |; 01 € [zi,2i11]) = E(9(01,y", B) | 01 € [z, 2i11])

Clearly, now y* < y;41. Similar arguments show that adding a new threshold y' =
Y +yir1

57— yields a higher expected social surplus.

Given that the mechanism is diagonal, it is clear that each threshold of a player affects the
decision that is made only for one action of the other player. Therefore, it is easy to see that each
threshold must be a maximizer, based on the arguments given in Section 4.5.2. O
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Appendix D

Informational Limitations of
Ascending Combinatorial Auctions

D.1 Critical Price Levels

In this subsection we give a simple, formal argument, to be used in the proofs of the impossibility
results, saying that if an auction does not give an opportunity for a bidder to demand some
bundle S, by presenting relevant levels of prices (“critical price levels”), then the auction reveals
no information at all about the value of S.

Some notations that describe the uncertainty of the auctioneer regarding the bidders: Denote
the set of all the possible valuations for bidder ¢ by V;. Also denote the set of all possible values
for the bundle S in V; by Q;(S) = {vi(S) | v; € V;}. Finally, denote the set of the possible
values for the bundle S, given that the realization of the value of some other bundle T is c¢r, by
Qi(S | vi(T)=cr) = {vi(S) | v; € V and v;(T)=cr}.

First we define informationally-independent classes of valuations — valuations where obtaining
information regarding any set of bundles adds no new information about the possible values of
other bundles.

Definition D.1. We say that a set V; of valuations for bidder i is informationally independent, if
for any bundle S, and any realization of the values of the other bundles {cr}r+s, the set of possible
values for S remains unchanged. Namely, for every S C M,

Qi(S) = Qi(S|v(T)=cr for every T #S)

Definition D.2. Denote the class of all possible valuations of bidder i by V;. We say that the price
level p is critical for Bidder ¢ with respect to the bundle S, if for some v; € V;, Bidder i demands
the bundle S under the price level p.

The next easy proposition implies that if no critical price vector is presented to a bidder re-
garding some bundle S, then no information at all will be elicited on the value of this bundle. The
proposition also holds for non-ascending auctions, and for all pricing schemes.

Proposition D.1. Consider a bidder i, with an informationally-independent set of possible valua-
tions V;. If an auction reaches no critical price level for Bidder i with respect to a bundle S, then,
at the end of the auction, no information is revealed on the value of S, that is, the set of possible
values for S remains Q;(S).
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Proof. The proof is straightforward: Since no critical price level with respect to the bundle S is
presented to Bidder i, then the data accumulated throughout the auction is completely independent
of the value v;(,S). Since the demands of the other bidders are also unchanged, and these demands
are the only data that is available to the auctioneer, the auctioneer will not be able to differentiate
between different values of v;(.S). Therefore, no value of v;(S) can be ruled out. O

D.2 Limitations of Item-Price Ascending Auctions

Example D.1. This example shows that a single item-price auction can elicit an erponential
amount of information. Consider two bidders in a combinatorial auction with preferences of the
following type: v(S) = 1 for every bundle S with more than % items, v(S) = 0 if |S| < F and
every S such that |S| = % has an unknown value from of either 0 or 1. As proved by [117],
for determining the efficient allocation, the bidders may be required to communicate an amount of
information which is exponentially larger than the number of items. However, using small enough
increments, it is easy to determine the values of all the bundles of size %5 by an ascending auction.
This information clearly suffices for determining the optimal allocation.

Definition D.3. (/82]) A valuation v is said to satisfy the substitutes (or gross-substitutes) property
if for every pair of item-price vectors ¢ > P (coordinate-wise comparison), if S = {j € M|p; = q;}
and A mazimizes the bidder’s utility under the price vector p, then there exists a bundle B that
mazimizes the bidder’s utility under the price vector ¢ such that SN A C B.

Definition D.4. (k-trajectory ascending auctions) Consider an auction A, and denote the
set of all the price vectors presented to bidder i in A by P;.2 We say that A is a k-trajectory
ascending auction if for every bidder i, the set P; can be divided into k ascending trajectories of
prices P;i(1), ..., Pi(k). Formally, U?lei(j) = P; and for every j € {1,..,k}, and for every two
price vectors p,q € P;i(j) such that ¢ was presented to bidder i at a later stage in A than p, and for
every bundle S C M, we have that q(S) > p(S).

Proof of Theorem 1la:

Proof. Consider a single agent with a valuation with the following properties: For every bundle S
such that [S]| > % we have v(S) = 2, and for every |S| < & we have v(S) = 0, except for a single
unknown bundle T' of size % that either has a value of 1 — § (for some small § > 0) or 0. We
first show that finding the hidden bundle 7" requires an exponential number of ascending item-price
trajectories, even if the auctioneer knows these properties of the valuations.

Recall that under a “critical” price level with respect to the bundle .S, the player demands S for
some realization of his valuation (see Definition D.2 in Appendix D.1). We first prove the following
claim:

Claim D.1. In an ascending auction, if the bidder is presented with a critical price vector for some

bundle S of size %, then no critical price vector will be published at later stages of the ascending

auction with respect to any other % -sized bundle.

!This can be done by enumerating on all the different bundles of size %, and for each bundle S set the prices of
the items in S to some value A and set the prices of the items not in S to A 4 € for sufficiently small e. Clearly, the
bundle S will be demanded if and only if v;(S) = 1. Using exponentially small increments, we can construct such
vectors of prices during a a single ascending path of prices.

*Recall that each price vector p specifies a price p(S) for every bundle S C M.
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Proof. Let P be a critical price vector presented to the bidder with respect to some bundle S,
|S| = %. Thus, for some possible value of v(S) and for any item = € M \ S, the bidder (weakly)
prefers the bundle S over the bundle {S Uz}, i.e., v(SUxz) —p(SUz) < v(S) — p(S). Since the
prices are linear, and since v(.S) is always smaller than 1, it follows that: p, > v(SUz) — v(S) >
2 —v(S) > 1. Thus, the price of any item in M \ S is strictly greater than 1. Since the prices are
ascending, it follows that the bidder will not demand any bundle of size % containing an item from
M\ S at later stages of the auction. (Clearly, the only bundle of size % that does not contain any

item from M\ S'is S.) O

Due to Claim D.1, an ascending path of prices can only contain critical price levels with respect
to one of the %-sized bundles. Therefore, this ascending trajectory will be independent of the
values of all the other %§-sized bundles, and no new information will be elicited on them (this holds
since the valuations are informationally independent — see Proposition D.1). It follows that in each
ascending trajectory, the auctioneer has to arbitrarily decide which % -sized bundle will be checked.
An adversary (or “nature”) may choose a valuation such that the last (or before last) bundle to be
checked is the bundle T". Since the number of %-item bundles is exponential in m,3 an exponential
number of ascending trajectories is required for finding the hidden bundle.

Now, consider a second bidder that has a value of 2 for every bundle of size % or more. The
optimal allocation will clearly allocate the bundle 7' to Bidder 1, and the other % items to the
second bidder. Finding the efficient allocation for these two bidders is equivalent to finding the

bundle T'. The theorem follows. O

Proof of Theorem 1b:

Proof. Consider n bidders and n? items for sale, and assume that n is prime.* We construct a

total of n? distinct bundles with the following properties: for each bidder i (1 < i < n), we define
a partition S* = (S%, ..., S%) of the n? items to n bundles, such that any two bundles from different
partitions intersect (i.e., for every two bidders ¢ # j, and every k, [ we have S,i N Sl] # (). We call
this combinatorial structure mutually-intersecting partitions. In Appendix D.4, we show an explicit
construction of mutually-intersecting partitions using the properties of linear functions over finite
fields. The rest of the proof is independent of the specific construction.

We now build a set of valuations for the bidders, and prove that they are hard to elicit by
item-price ascending auctions. Each bidder ¢ will have a value of 2 for every bundle that contains
a union of two bundles from different partitions, and an unknown value of either 0 or 1 — ¢ (for
some small § > 0) for bundles that contain only a single bundle from a partition (henceforth, the
“low-valued” bundles). More formally, each bidder will have the following valuation (the value of
any other bundle is the maximal value of a bundle that it contains):

e A value of 2 for the bundle Sil U Slj, for every k,l and every j' # j.

e A value of either 0 or 1 — § (unknown to the seller) for the bundle Si, for every j, k.

3 According to Stirling’s formula, the number of distinct bundles of size %, out of m distinct items, is approximately

2 ,o9m

“Due to the celebrated Bertrand Conjecture from 1845 (proved by Chebyshev in 1850), for every natural number
n there exists at least one prime number between n and 2n. Therefore, we can assume that n is prime, where the
number of items is at most twice the original number. This will result in an additional factor of 2 in our approximation
result.
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Note that at most one bidder can gain a value of 2, since every two 2-valued bundles contain bundles
from different partitions and thus must intersect. Therefore, for achieving more than a welfare of
2, we must allocate low-valued bundles. However, as the following claim shows, the demand of a
bidder during a single ascending auction can only reveal information about his values for bundles
from a single partition.

Claim D.2. If a bidder is presented with a critical price vector with respect to a bundle from one
partition, no critical price levels will be presented to this bidder with respect to bundles from other
partitions at later stages of the ascending auction.

Proof. Let p be a critical price level for Bidder ¢ with respect to his low-valued bundle Si. Then,
for every bundle S/,lC from a different partition (i.e., [ # k), we have:

o(S) = p(Sh) = (S| USL) —p(S{USE)
Since the prices are linear, it follows that:
p(St) = p(SLUSL) —p(S) = w(S{uSy) —u(s) > 1

where the final inequality holds since ’U(Si) < 1. Hence, the bundle S! will not be demanded before
the auction concludes. O

It follows from the claim above that every ascending trajectory of prices will be independent of
the values of every bidder to bundles from all the partitions, except at most one partition. Hence,
for each bidder, the auctioneer will gain information about at most one partition of the n partitions.
Therefore, for every ascending auction, there must exist a partition j (i.e., S7, ..., S%) for which at
most one bidder revealed some information. An adversary (“nature”) can set the values of the
bundles in all the other partitions such that any way of allocating them will result in a total value
of at most 2. In addition, the total value of the bidders to bundles in partition j may be arbitrary
close to n (that is, n —nd) — each bidder will have a value of 1 —§ for one distinct bundle from this
partition. The auctioneer does not have any information on the values that the bidders (except,
maybe, one) have for bundles in this partition, and therefore the auctioneer will not be able to
correctly match the bundles in this partition to the bidders; The auctioneer can only guarantee a
value of 2 by allocating all items to a single bidder, as opposed to the optimal welfare that can
be arbitrarily close to n (and here, n = y/m). The theorem follows (as mentioned, we lose an
additional factor of 2 since we assumed that n is prime). O]

Proof of Theorem 1c:

Proof. Let w be the valuation that aggregates the preferences of the n original players. Since all the
original valuations hold the substitutes property, then their aggregation, w, also has the substitutes
property ([93]). Substitutes valuations are, in particular, “complement-free” — that is, for every
two bundles S, T we have that w(S) 4+ w(T) > w(SUT). Due to the assumption that the w is not
additive, there are two bundles S and T for which the inequality is strict,

w(S) +w(T) >w(SUT) (D.1)
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Substitute valuations are also submodular, and thus exhibit diminishing marginal valuations (see,
e.g., [93]). Therefore, the marginal contribution of M \ (S UT) in Inequality D.1 is greater for T
than for SUT, thus,

w(S) +w(M\ S) > w(M) (D.2)

Denote € = w(S) + w(M \ S) — w(M). Now, consider the “dual” valuation to w denoted by w,
i.e., for every bundle X, wW(X) = w(M) —w(M \ X). The dual valuation specifies the contribution
of the bundle X to the welfare of the n players, given that they already hold the other items.
Clearly, if an additional player has a value for S that exceeds w(S), allocating this bundle to her
will increase the total welfare. Using Inequality D.2, we thus have that the bundles S and M \ S
are complements with respect to w,

w(S)+w(M\S) (D.3)
= wM)—w(M\S)+w(M)—w(S) (D.4)
= w(M) — (w(M\ S5) + w(S) —w(M)) (D.5)
= w(M)—e (D.6)

We define an additional bidder k with the valuation vy(-) for which v (M) = w(M) (which also
equals w(M)), and the values v (S) and v (M \ S) are unknown to the auctioneer and may take
the following values: v (S) € { wW(S), wW(S)+ §, w(S) + 5 } and
v (M\S)e{w(M\S), w(M\S)+¢g, wM\S)+ 5}

The values of all the other bundles is the maximal value of a bundle, from the above bundles,
that they contain.

An efficient auction clearly has to determine which of the bundles S and M \ S adds more value
for the new bidder with respect to w. We will show that an ascending item-price auction will not
be able to find this bundle using the following claim. (The concept of critical price levels is defined
in Definition D.2 in Appendix D.1.)

Claim D.3. If a critical price level is presented to player k with respect to the bundle S, no critical
price levels will be presented with respect to the bundle M\ S at later stages of the ascending auction.

Proof. Let p be a critical price level with respect to the bundle S. Then for some value of vj(S)
the player will prefer this bundle to the whole bundle: v (S) — p(S) > vp(M) — p(M). Due to the
linearity of the prices and the definition of vy(-) it follows that:

p(M\S) = w(M)-w(S) = wM)-w(S) -3 (D.7)
> w(M\S)+e—§ > oM\ S) (D.8)

Where Inequality D.8 follows from Equation D.6. The price of the bundle M \ S is greater than
all its possible values, and this bundle will not be demanded at future stages since the prices are
ascending. 0

Similarly, we can also show that if a critical price is presented with respect to M \ S, then all
future price levels will be independent of the value of S. Therefore, the auctioneer will be able to
elicit information only on one of the bundles S and M \ S, and the optimal allocation will remain
unknown. O
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D.3 Limitations of Anonymous Ascending Auctions

Proof of Theorem 2a:

Proof. Consider n bidders and n? items, and assume that n is prime.® Consider n? distinct bundles
defined by mutually-intersecting partitions (see Theorem 1b), that is, for each bidder, we define a
partition S¢ = (5%, ..., S%) of the n? items to n bundles, such that any two bundles from different
partitions intersect. (As mentioned, an explicit construction is given in Appendix D.4.)

Using these n? bundles we construct the following valuations. We will define the values that
the bidders have for each one of these n? bundles, and again, the value of any other bundle is the
maximal value of a bundle that it contains. A bidder ¢ has a value of 2 for any bundle 5’; in his
partition (i.e., the ¢’th partition). For all the bundles in the other partitions, he has a value of
either 0 or of 1 — § (for some small 6 > 0), and these values are unknown to the auctioneer. Since
every pair of bundles from different partitions intersect, at most one bidder can receive a bundle
with a value of 2. Nonetheless, for some realizations of the bidders’ preferences, we may allocate
the bundles of a particular partition, one bundle per each bidder, such that one bidder gains a
value of 2 and all the others receive a value of 1 — 6.

Consider the valuations described above. In every anonymous ascending auction, a bidder
will not demand one of his low-valued bundle as long as the price of at least one of his high-valued
bundles is below 1 (which gains him a utility greater than 1 for this bundle). Therefore, for eliciting
any information about low-valued bundles, the auctioneer should first arbitrarily choose a bidder
(w.Lo.g., Bidder 1) and raise the prices of all the bundles S}, ..., S} to be greater than 1. Since the
prices cannot decrease, no critical price level (see Definition D.2) will be presented with respect
to any of these bundles at later stages of the auction for any bidder. Since the valuations are
informationally independent, no information at all will be gained by the auctioneer on the values
of these bundles (see Definition D.1 and Proposition D.1). It might happen that the low values of
all the bidders for the bundles not in Bidder 1’s partition are zero (i.e., vi(Sf) = 0 for every bidder
i and any partition k # 1 and every bundle j in it). However, allocating each bidder a different
bundle from Bidder 1’s partition, might achieve a welfare of n 4+ 1 — (n — 1) (Bidder 1’s valuation
is 2, and 1 — 0 for all other bidders); The auctioneer has no information on the values that the
other bidders have for these bundles. Therefore, for every decision the auctioneer makes about the
allocation, an adversary (“nature”) may choose a profile of valuations for which no more than a
welfare of 2 is achieved (2 for Bidder 1’s high-valued bundle, 0 for all other bidders). We conclude
that no anonymous bundle-price ascending auction can guarantee a welfare greater than 2 for this
class, where the optimal welfare can be arbitrarily close to n + 1. The theorem follows. O

D.4 Constructing Mutually-Intersecting Partitions

We now present an explicit construction for the combinatorial structure used in Theorem 1b.We
also use this combinatorial structure when we prove the inefficiency of anonymous bundle-price
ascending auctions in Theorem 2a. We assume that there are n bidders and n? items (n is prime).
For every bidder i, we define a partition S* = (S%,...,.5%) of the n? items to n bundles of size n,
such that any two bundles from different partitions intersect (i.e., S; N Slk # () for every i # k and
every [, 7). Figure D.1 describes such a construction for 3 bidders and 9 items.

5We can assume this and lose a factor of two in the approximation ratio. See the proof of Theorem 1b.
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Figure D.1: Mutually-Intersecting partitions for 3 bidders and 9 items. Each partition is defined by parallel
linear functions over the relevant field. Indeed, bundles from different partitions intersect.

We use the properties of linear functions over finite fields (for that, we denote the bidders by
0,....,n—1):

Recall that Z, = {0,...,n — 1} is a field if (and only if) n is prime. Denote the n? items for
sale by pairs of numbers in Z,,. Each linear function ax + b over the finite field Z,, denotes an
n-item bundle (a total of n? bundles where a,b € Z,). The items in each bundle are the pairs
(z,ax + b) for every x € Z,. The bundles assigned to Bidder i are the n bundles iz + b where
b € Z, (that is, all the parallel linear functions with a slope i). We need to show that the bundles
assigned to Bidder ¢ form a partition, and indeed the functions ix + by and ix 4 by cannot intersect
when b # by. It is also easy to see that every two bundles that are assigned to different bidders
do intersect: consider the functions ix + b1 and jx + be. Since z, is a field, clearly an x exist
such that z(j — i) = (b1 — b2) when j # i for any by, be. The jth bundle of Bidder i is therefore,
St ={(0,i-04j), ... (n = Li-(n—1)+j)}.
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Appendix E

More on the Power of Ascending
Combinatorial Auctions

E.1 Separation Results for Different Types of Ascending Auctions

The classes of valuations used in the proofs in this section are represented by “XOR” valuations
(defined in Sub-section 2.3.1).

Proposition E.1. There are classes of valuations for which the efficient allocation can be deter-
mined by a descending auction but not by an ascending auction.

Proof. Consider a class of XOR valuations with 3 terms over 3 items {a, b, ¢} of the following form:
v=1(abc:2)®(x:1)® (y: «a)

where « is an unknown value between (0, %) and x,y are some unknown consecutive items (i.e.,
(2,) € {(a,b), (b,0), (¢, a)}).

We first show that the following descending auction can fully elicit this class of valuations: start
with a price of 1 for all items. Then, the bidder will demand {x}. The identity of z also reveals
item y, thus we can decrease p, until {y} is demanded, thus « is revealed. (Note that the bidder
will not demand the bundle {abc}, since its price stays above 2.)

Next, we show that no ascending auction can learn this class of valuation: starting from zero
prices, a change in the demand can occur only if either p, + p, > 1 or py + pyy > 1 (where w is
the 3rd item besides x,y). Thus, information will be gained only after the auctioneer arbitrarily
increases the price of one of the items above % (without any input received until this point in the
auction). If this item is item y, the bidder will clearly never demand the bundle {y}, and thus the
value of a will not be revealed.

We now prove similar result for the elicitation of this class of valuations. Consider the class of
valuations described above. We first show that a descending auction can always find the optimal
allocation for any number of bidders (we assume n > 2, otherwise allocating all the items to any
bidder is optimal). We start with a price of 1 for all items. Under these prices, each bidder will
demand the bundle with a value of 1 (i.e., {z}). If we have three bidders that demand three different
items, we allocate each of the item to the bidder that demands it, and it is clearly the optimal
allocation. If all the bidders demand the same item x, then the optimal allocation is achieved by
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allocating all items to one of the bidders. If the bidders demand two different items, these items
must be consecutive, w.l.o.g. a and b. An optimal allocation will allocate a,b to bidders that
demands them, and ¢ to the bidder with the highest value for it. This bidder is the first bidder to
demand ¢ when we decrease p.. (The price of the whole bundle will still be greater than 2, so no
bidder will demand it.)

Next, we show that no item-price ascending auction can determine the optimal allocation for
the above class. Consider three bidders drawn from the class of valuations above. One bidder have
a valuation of 1 for some item x1, and the two other bidders have a valuation of 1 for the subsequent
item z2, and let z3 be the 3rd item (z1, 22,23 € {a,b,c}). The optimal allocation will allocate x;
to the first bidder, x3 to the bidder with the highest value for it (i.e., with the highest «), and x5
to the remaining bidder. For any set of item prices which are all smaller than %, there will be no
change in the demand of the bidders and no information about the identity of these items will be
extracted. Thus, in order to elicit any information, the auctioneer must arbitrarily raise one of the
prices of the items above % However, if this item turns out to be x3, then no bidder will demand
the bundle {z3}, and the auctioneer cannot know who is the bidder with the highest valuation for
this bundle. Therefore, the allocation may not be optimal. O

Proposition E.2. There are classes of valuations for which the efficient allocation can be deter-
mined by an ascending auction but not by a descending auction.

Proof. Consider 4 items {1, 2, 23,24}, and a class of valuations of the form v = (x;_1z;zi41 :
2.5) @ (zi—1i : 2) @ (x; : @) or of the form v = (x;_ 12241 : 2.5) ® (2541 : 2) ® (z; : ), where «
is an unknown value between (0, 1), the index 7 is unknown and the indices are cyclic.

An ascending auction can learn such valuations: for zero prices, the bidder demands x;_1x;T;+1,
revealing the index i.!

After increasing the price of z;_1 and x;11 to %, the bidder demands the 2-item bundle. Now,
we raise the prices of all items except z; to L. Finally, we raise the price of x; and the price where
the bidder stops demanding {x;} is a.

Next, we show that no item price descending auction can fully elicit this valuation. No informa-
tion can be elicited as long as all prices are greater or equal to 1, since no bundle will be demanded
(except, maybe, the 2-item bundle from which the identity of the item z; is still unknown). Let
x; be the first item for which p; < 1. The elicitor must arbitrarily choose such item for eliciting
some information about x;. However, it might happen that x; is the second item (besides ;) in the
2-item atomic bundle. In this case, we claim that the bundle {z;} will never be demanded since:

Thus, no information about o = v(x;) will be revealed.

Now, we present a class which cannot be elicited by a descending auction, but is elicitable by an
ascending auction. Consider two bidders from the class described above, with an extra information
that the singletons for which they have non-zero valuations are not consecutive and are not the
same item. In addition, there is a third bidder with the valuation:

v = (z1mox3 : 2.5) @ (r17274 : 2.5) @ (T123%4 : 2.5) @ (w2324 : 2.5)

If the bidder’s tie-breaking rule favors the grand bundle, we can raise the price of every item in turn, with a small
increment, until x;_jx;x;4+1 is demanded.
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First, we show that a descending auction cannot find the optimal allocation for every realization
of the valuations. For determining the optimal allocation, we must know which bidder has the
greatest value for a singleton, i.e., we must find the value of the x; for the two players with the
unknown valuation. Even if we knew one of these values, we would still need to know whether the
other value is smaller or greater. However, exactly the same proof as above shows that a descending
auction cannot guarantee to extract any information about this unknown value.

An ascending auction can find the optimal allocation: under zero prices, both players demand
the 3-item bundle with the valuation of 2.5. Thus, the singletons x; and x; with the non-zero
valuations are revealed. We raise the prices of the other items (except x; and z;) to L. Since z;
and x; are not adjacent, the utility from all the bundles, except these singletons, will be negative.
Raising the prices of these two items reveals the unknown o’s. O

Proposition E.3. There are classes of valuations for which the efficient allocation can be found
by a non-anonymous item-price ascending auction, but not by an anonymous item-price ascending
auction.

Proof. Consider three players with the following valuations:
vy = (ab:2) @ (a: a)

vy = (bc:2) @ (b:p)
v3=1(ca:2)® (c:7)

Where «, 3, are unknown values between (0, 1). The optimal allocation should allocate a singleton
to the bidder with the highest singleton valuation, and give the other items to the player that has
a valuation of 2 for them.

A non-anonymous item-price ascending auction can easily find the optimal allocation, by raising,
for each bidder, the price of the item not in his singleton (e.g., p, for bidder 1), until each bidder
demands his singleton and thus revealing his unknown value.

Any anonymous auction must raise the price of some item above 1, before it encounters any
change in the demands of the bidders or gaining any other information about the unknown values.
No information will be elicited about the value of this item for the player that has a non-zero value
for it. O

Proposition E.4. There are classes of valuations for which the efficient allocation can be found
by a non-deterministic ascending auction, but not by a deterministic ascending auction.

Proof. Consider bidder 1 with one of the following XOR valuations:
v=1(ab:3)®(a: )

v=1(ab:3)® (b: 1)

Where «, 3 € {0.4,0.6} are unknown to the auctioneer. Clearly, a non-deterministic algorithm can
guess the singleton, raise the other item until the singleton is demanded, and then increase the
price of the singleton until the value is discovered.

No deterministic algorithm, however, can learn the valuation. For zero prices, the bidder will
clearly demand the bundle ab. The bidder’s demand could change only if the price of the bundle
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ab is greater than 2, i.e., when either p, or p; are greater than 1. In this case, this singleton term
will not be demanded, and the valuation will not be fully elicited.

Consider bidder 1 described above, and two other bidders with the XOR valuations vy = (ac :
2.5) and vs = (bc : 2.5).

The optimal allocation clearly depends on the value of the singleton of bidder 1, but we saw
that bidder 1’s valuation cannot be learned with a deterministic ascending auction. (Note that
even non-anonymous deterministic ascending auctions cannot elicit these valuations.) O

Proposition E.5. There are classes of valuations for which the efficient allocation can be found
by a simultaneous non-anonymous ascending auction, but not by an sequential non-anonymous
ascending auction.

Proof. Consider three bidders with the following valuations:

vlz(abc:Z)EB(x:%)

vy = (abc: 2) ® (y : )
v3=(a:2)®(b:2)P(c:2)

Where z,y € {a,b,c} are unknown items, and (3 is an unknown number between (0, %)

If x = y, the optimal allocation allocates x to bidder 1 if 8 < %, or otherwise it allocates y to
bidder 2 (in both cases, bidder 3 receives the other items). If z and y are distinct, each bidder
should receive one of these items, and the third item goes to bidder 3. Therefore, for determining
the optimal allocation, the auctioneer has to reveal the identity of x, the identity of y and its value.

First, we show that a simultaneous auction cannot find the optimal allocation. Bidder 1 defi-
nitely demands the whole bundle {abc} when its price is below % Since in a simultaneous auction
the sum of the prices in all trajectories is equal at every stage, one of the prices for bidder 2 must
exceed % at this point of time. If this item turns out to be y, player 2 will never demand this
singleton, thus the value of 8 will never be revealed.

A sequential auction, however, can find the optimal allocation. We first raise bidder 1’s price
of some item to % and thus find z2. Then, we raise the price bidder 2’s price for an item different
than z. If some singleton is demanded, we found y and its value. If no singleton is demanded, it
follows that y and x are distinct items, thus the optimal allocation do not depend on the value of

3. 0

Proposition E.6. There are classes of valuations for which the efficient allocation can be found
by a adaptive item-price ascending auction, but not by an oblivious item-price ascending auction.

Proof. Consider the following class of XOR valuations over the three items a, b, c:

U:{(xy3)@(yz3)@($a)@(zﬁ)}

Where «, § are unknown values between (0,1) (may be different between bidders) and z,y,z €
{a, b, c} are distinct items.

A simple adaptive algorithm that fully elicits this class of valuations is the following: Raise the
prices of the items in the bundle demanded under zero prices by € = g (then the bidder clearly

2If no singleton is demanded, this also reveals .
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demands the other 2-item atomic bundle). Now, raise the price of the item in the intersection of the
two bundles demanded so far (’y’), until the bidder demands some singleton. Then raise the price
of this singleton to L, and continue raising the price of y until the other singleton is demanded.
Concluding the values from the responses is then straightforward.

An oblivious algorithm cannot know in advance what is the item in the intersection of the two
2-item bundles: A necessary condition for the bidder to demand a singleton is that p(xy) > 2 and
p(yz) > 2. Assume w.l.o.g. that a is the first item for which the oblivious algorithm increases its
price above 1. Then, for a valuation with the terms (ab: 3) @ (bc:3) @ (a: a) @ (b: §) the value «
will not be learned.

Consider a bidder 1 whose valuation is drawn from the class described above. and a bidder 2
with the XOR valuation v = (ab : 3) ® (be : 3) @ (ac : 3). The optimal allocation will allocate
the singleton with the highest value to bidder 1, and the other items to bidder 2. We saw that an
oblivious auction cannot learn the first valuation, but an adaptive auction can. Since the second
valuation is fully known, the claim about the elicitation follows. (Note that the theorem also holds
for non-anonymous auctions.) O

E.2 More Positive Results on Ascending Auctions
Proof of Proposition 6.1

Proof. Simulating value queries:

The following ascending auction learns the value of a given bundle S:

Initialization: start with a zero price for every item in S, and price of L for every item in M \ S.
Repeat: raise the price of each item in S by € = § in turn, in a round-robin fashion.

Finally: Terminate when the bidder demands the empty set.

We claim that from the information elicited by this ascending auction we can calculate v(S).
In the initial stage, the bidder demands S or another bundle with the same value (due to the
free-disposal assumption). Let T, ..., T} be the bundles demanded by the bidder in the order they
were demanded (bundles might repeat). We know that 77 = S and T = (). We prove that if we
know the value of some bundle T;;1 we can calculate v(T;). Thus, since we know that v()) = 0,
v(S) can be calculated (by induction).

If we could raise the prices continuously, the proof would be very easy. Since prices are increased
in a discrete manner, we should be more careful. In particular, we assume that we know the tie
breaking rule of the bidder (i.e., which bundle he would demand if he had few bundles with the
highest utility).

Let 7 be the smallest vector of prices in which the bidders demands Tj,;, and this happened
after we raised the price of some item k by e. If T; has a priority over T;;+1 in the bidder’s tie
breaking rule, then we know that his utility from Tj,; under the prices P is e-higher than his
utility from T; (clearly, k € T; but k ¢ T;11, otherwise the demand change wouldn’t happen).
Thus,

v(Ti+1) = p(Tiy1) = v(Ti) — p(T;) + €

Since the prices are known, we can calculate v(7;) from v(T;41). Similarly, if the bidder’s tie
breaking rule favors T, then the utilities at this point should be equal, i.e.,

v(Tit1) — p(Ti1) = v(T;) — p(T3)
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and we can similarly calculate v(T;) from v(7T;4+1). The total running time is at most mT'L.
Simulating marginal-value queries:

Simulating v(j|S): start with zero prices, and increase the prices of all the items in M \{SU{j}} to
be L. Then, gradually increase p; by § and stop when the bidder stops demanding M \ {SU {j}}-
and this price for the item j is v(j]S). (A § may be added to this value, as derived from the tie
breaking rules of the bidder).

Simulating indirect-utility queries:
For simulating IU (') using demand queries, we first ask the bidder for his desired bundle under
these prices S = D;(p’). Then, we calculate v(S) according to the procedure described for the
above simulation of value queries and 6.2.
Simulating relative-demand queries:
We simulate RD(7’) by the following ascending auction:
Initialization: start with a price vector €p (e > 0).
Repeat: for the vector of prices q , if the bidder demands a non empty set, raise prices to ¢ +€p .
Finally: If the bidder demands the empty set at stage t + 1, terminate the auction, and return the
bundle S demanded at stage t as the answer.

Now we show that for the price vector p’, every other bundle 7' has a smaller relative weight

than S (up to €), i.e.,

> — €. (E.1)

v(S)

At time ¢, the bundle S was demanded, therefore v(S) — etp(S) > 0. Thus,

PG > et. Assume that
Inequality E.1 does not hold, then it follows that ;gg —e>et,or v(T) > €(t+1)p(T). But in time

t + 1 no bundle achieved a positive utility since the empty set was demanded. Contradiction. [

Proof of Proposition 6.3

Proof. The algorithm by [93] arbitrarily orders the items and allocates each item in turn to the
bidder with the highest marginal valuation for it (given the items already allocated to him). The
descending auction decreases the price of each item ¢, until a bidder demands it together with the
bundle S he already owns. At this stage, up to the € used, his utility from the bundle SU{:} is zero,
thus his value for this bundle equals its current price, i.e. v(SU{i}) =>_ jesufi} Pi- Similarly, this
bidder valuates S by v(S) = > ;cqp;. Thus, p; = v(S U {i}) — v(S) is, by definition, the marginal
valuation of this bidder for item i. By decreasing the price of item ¢, we exactly find the bidder
with the highest marginal valuation for it. O
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Appendix F

On the Power of Iterative Auctions:
Demand Queries

F.1 Simulating Queries by Demand Queries
Proof of Lemma 7.1:

Proof. By definition, value queries can simulate marginal-value queries: v(j]5) = v(SU{j}) —v(S).
The simulation of a value query S by |S| < m marginal-value queries is given by the equation

v(S) = > iesv(il{d" € Sl < 7)) O
Proof of Lemma 7.2:

Proof. We will show that demand queries can simulate any marginal-value query v(j|S) using ¢
queries, and then invoke the previous lemma. Set the prices of all the items in S to zero, and the
prices of all other items (except j) to co. Then, we perform a binary search on p; to find its lowest
value for which the bidder demands v(S). It is straightforward to see that this price is indeed the
marginal value of item j: at this price, the utilities from the bundles S and SU{j} are equal, thus
v(S) —0=v(SU{j}) — p; and the claim follows.

A binary search makes ¢t demand queries, and m marginal-value queries are needed to simulate
a single value query thus v(S) can be simulated by mt demand queries. O

Proof of Lemma 7.4:

Proof. An indirect-utility query with prices 7’ can be answered by first querying for the demand
D under these prices and then simulating the value query v(D).

The following algorithm uses m + 1 indirect-utility queries to simulate a demand query with
some price vector p':
Initialization: start with the price vector P for which the player answers some utility x.
Repeat: for every item i = 1,...,m, raise the price of item i by some € € (0,1). If the answer to

the indirect-utility query now is other than x, we decrease its price back by € in all future queries.
If the answer was x, we use the new price for i in all future queries.
Finally: After all the m + 1 indirect-utility queries are done, return the bundle of all items for

which the answer was changed when we increased their prices.
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In the algorithm above, if we raised the price of some item ¢, and the reported maximal-utility
did not change, then there would clearly be utility-maximizing bundles that do not contain ¢, thus
we can ignore this item. If the maximal-utility changed, then any utility-maximizing bundle under
the current prices clearly contains 4, thus we include it in our answer. Leaving the price of item 4
(of the first kind) at p; + €, ensures that any bundle that contains it will not be output (but we are
guaranteed to have other utility-maximizing bundles). O

Proof of Lemma 7.5:

Proof. For any e > 0, we simulate RD(7p’) by the following binary search (up to an ¢, see below):
Initialization: start with a price vector ¢p (c > 0).
Binary search: find with a binary search the value ¢* € R for which the bidder has a non-empty
demand for the price vector ¢* - P and the bidder demands the empty set for (c* +¢€)- .
Finally: return the bundle S demanded under the price vector ¢* - .

Now we show that for the price vector p’, every other bundle 7 has a smaller weight than S
(up to €), i.e.,

v(S) _ v(T)

p(S) ~ p(T)

Denote ¢* = et for some t € RT. The bundle S was demanded under the prices et - ', therefore
v(S) — etp(S) > 0. Thus, U5 > ¢t. Assume that Inequality F.1 does not hold, then it follows that

— €. (F.1)

p(S)
Zgg —e>et,or v(T) > e(t + 1)p(T). But for the price vector (c¢* 4 €)p = e(t + 1) no bundle
achieved a positive utility. Contradiction. O

F.2 Missing Proofs

Proof of Lemma 7.6

Proof. Consider the following family of valuations: for every S, such that |S| > m/2, v(S) = 1,
and there exists a single set T', such that for |S| < m/2, v(S) =1iff T'C S and v(S) = 0 otherwise.
Now look at the behavior of the protocol when all valuations v; have T' = {1...m}. Clearly in this
case the value of the best allocation is 1 since no set of size % or lower has non-zero value for any
player. Fix the sequence of queries and answers received on this k-tuple of valuations.

Now consider the k-tuple of valuations chosen at random as follows: a partition of the m items
into k sets T1... T}, each of size 7' each is chosen uniformly at random among all such partitions.
Now consider the k-tuple of valuations from our family that correspond to this partition — clearly
T; can be allocated to i, for each 7, getting a total value of k. Now look at the protocol when
running on these valuations and compare its behavior to the original case. Note that the answer
to a query S to player i differs between the case of T; and the original case of T'= {1...m} only if
|S| < 5 and T; C S. Since T; is distributed uniformly among all sets of size exactly 7', we have
that for any fixed query S to player i, where |S| < 7,

T3]
Pr|T; € 8] < (‘S‘> <27k
m

Using the union-bound, if the original sequence of queries was of length less than 2% , then with
positive probability none of the queries in the sequence would receive a different answer than for
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the original input tuple. This is forbidden since the protocol must distinguish between this case
and the original case — which cannot happen if all queries receive the same answer. Hence there
must have been at least 2% queries for the original tuple of valuations. ]

Proof of Lemma 7.7

Proof. Consider the protocol running on the following two valuations: the first has b = 0 (i.e. is
simply additive), and the second has b = 1 for the set S of all items. In this case the outcome must
be to allocate all to the second bidder. Let e;...e; be the queries made on this input, where each
e; = EZ1 @ Ef P ... D Ezll Now consider what happens when the first valuation is changed so that
for some S of size exactly m/2, be get a bonus b = 2 — clearly the allocation must change so that
this S is allocated to the first player — hence one of the queries e;...e; must change its answer. We
will see that the fact that this is true for every such S implies that Zﬁzl l; is exponential.

First note that if in e; there exists some set of size m/2+ 1 that has price zero, then the answer
will not change as this set will give a surplus of at least 3m/2 + 3 as opposed to at most 3m/2 + 2
that S gives. Let us focus at an e; that does not have such a set. We build a boolean DNF formula
from this expression as follows: the variable set will be ...y, — a variable for each item. Consider
a term (atomic bid) E} = (B/,p]) in e;. We call this term essential if there exists some bundle of
size exactly m/2+1 whose price in e; is exactly p{ . For every essential term (BZ] , pf ) in e; we build a
conjunction of the variables in it (ignoring the price for this bundle). We then take the disjunction
of all of these conjunctions. First notice that this DNF must accept all inputs with more than m/2
1’s in the input — since otherwise consider a set that is not accepted by this expression, and the
value of this set in e; must be zero.

Now notice that if an input with 1’s in exactly the set S of size exactly m/2 is accepted by this
formula, then the answer to query e; will not change. The reason is that an accepted set S contains
some essential bundle Bf , and thus its price in e; would be at least pg . However, since the bundle
is essential, there exists some set of size m/2+ 1 that is priced at exactly pz — this set would clearly
be preferable to S — the only set whose value has changed. Since for every set S of size exactly
m/2 the answer to one of the queries must change, at least one of the formulas constructed must
reject the input with 1’s exactly in S.

We now take the conjunction of all boolean expressions built for all 7. This formula accepts
all inputs with exactly m/2 4+ 1 1’s, and rejects all inputs with exactly m/2 1’s. Note that this
formula is a conjunction of disjunctions of conjunctions of variables — a, so called, monotone depth
3 formula. Since it is a monotone formula, it computes the majority function. Its size is clearly
bounded from above by the total length of all expressions e;. We are now ready to invoke the well
known lower bound by Hastad [72] that states that a depth 3 formula for majority must have size
at least 22(vm), O
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