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Abstract—We discuss the use of mobility to enhance network performance for a certain class of applications in sensor networks. A

major performance bottleneck in sensor networks is energy since it is impractical to replace the batteries in embedded sensor nodes

post-deployment. A significant portion of the energy expenditure is attributed to communications and, in particular, the nodes close to

the sensor network gateways used for data collection typically suffer a large overhead as these nodes must relay data from the

remaining network. Even with compression and in-network processing to reduce the amount of communicated data, all the processed

data must still traverse these nodes to reach the gateway. We discuss a network infrastructure based on the use of controllably mobile

elements to reduce the communication energy consumption at the energy constrained nodes and, thus, increase useful network

lifetime. In addition, our approach yields advantages in delay-tolerant networks and sparsely deployed networks. We first show how

our approach helps reduce energy consumption at battery constrained nodes. Second, we describe our system prototype which

utilizes our proposed approach to improve the energy performance. As part of the prototyping effort, we experienced several

interesting design choices and trade-offs that affect system capabilities and performance. We describe many of these design

challenges and discuss the algorithms developed for addressing these. In particular, we focus on network protocols and motion control

strategies. Our methods are tested using a practical system and do not assume idealistic radio range models or operation in

unobstructed environments.

Index Terms—Mobile networking, controlled mobility, wireless sensor networks.
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1 INTRODUCTION

ENERGY is a key concern in wireless sensor network
design because, once the nodes are embedded into the

environment, it becomes impractical to replace their
batteries. One of the major energy expenditures is in
communicating the sensor readings, in raw or processed
form, from the sensors to a central user location. Usually,
these readings are relayed to a base station using ad hoc
multihop routes in the sensor network. A problem with this
approach, however, is that the nodes closer to the base
station relay data from nodes that are farther away. Thus,
the nodes closest to the base station consume batteries faster
than the remaining network, leading to a nonuniform
depletion of energy in the network. Once the nodes with
connectivity with the base station exhaust their energy, the
network is disconnected and, hence, considered dead for all
practical purposes.

A significant advantage in network lifetime can be
gained if the energy spent in relaying data can be saved.

An alternative for data transfer that does not involve
relaying it over multiple hops is to use mobility. A mobile
node moving through the network deployment region can
collect data from the static sensor nodes over a single hop
radio link as and when the mobile node is within radio
range of the static nodes. This naturally avoids multihop
relaying and reduces the energy overhead at nodes near the
base station, enabling the network to last longer. This may
increase the latency of data transfer, but is acceptable in
several delay-tolerant applications, such as in environmen-
tal studies [1], [2], [3]. The field experts in these studies,
such as biologists and ecologists, are interested in studying
the behavior of the environment and do not need to take
any real-time action. As a result, it is not an issue if data
does not reach them as soon as it is generated. In other
scenarios, certain event information or processed data may
be transmitted over multihop wireless routes to achieve low
delay for immediate actions, but the bulk raw data could be
collected by the mobile node for detailed analysis with a
much longer delay.

In certain applications, mobile elements already exist in
the deployment environment and a network node can be
attached to these mobile elements for data collection [4], [5],
[6], [7]. Otherwise, mobile nodes can be added to the system
[8], [9], [10] for data collection. In this case, the mobile node
is a part of the network infrastructure itself and can be
controlled by the network as required. We consider the
latter approach in our work.

Another advantage of using a mobile element is that it
can handle sparse or disconnected networks. Disconnected
networks may be desirable in certain applications due to the
following reasons: First, the placement of sensor nodes
(dictated by the requirements of field experts) may lead to
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disconnected networks. Second, even to sample the whole
area of deployment, the sampled physical phenomenon
may have a low spatial variation, i.e., it may be sufficient to
place sensors at distances which are larger than the
available communication range in the environment. For
example, several interesting networked sensing applica-
tions occur in marine environments [11], but the radio range
is severely constrained underwater and an inordinately
high number of nodes would be required to keep the
network connected. Such a density of network nodes may
interfere with the sensed environment itself and may hence
be undesirable. Mobile nodes are already being developed
for marine environments [12]. In the above scenarios,
instead of deploying additional nodes just to maintain
wireless connectivity, a mobile node could be used to collect
data from disconnected components. An alternative method
to maintain connectivity in sparse networks is to increase
the communication range such that network is connected.
But, since the radio energy grows super-linearly (typically
with an exponent between 2 and 4) with the transmission
range while the energy used by a mobile increases only
linearly with distance moved (at a given speed), using a
mobile node is again advantageous. Also, increasing
transmit power alone cannot always increase the range
sufficiently in cluttered environments with multipath and
fading concerns.

Further, the mobile node can be used for enabling other
network functionality not feasible with static nodes alone,
such as energy replenishment [13], [14], coverage repair
[15], [16], and localization [17].

In this paper, we consider some of the key design issues
for a network which uses a controllably mobile node for
data transfer. We exploit the control over the motion of the
mobile node to improve data gathering performance. The
paper is organized as follows: Section 2 summarizes the
related work in the use of mobility for communication. We
then analyze the energy trade-offs involved in the use of
controlled mobility in Section 3 and the throughput trade-
offs in Section 4. Section 5 summarizes the prototype system
developed for our investigations, including the hardware
platforms and the software architecture. It also describes the
key algorithm development required for realizing our
proposed data collection approach. Our network protocol
design is presented in Section 6 and the motion control
strategy is presented in Section 7. Sections 8 and 9 present
the system evaluation in experiments and simulations.
Finally, Section 10 concludes the paper.

2 RELATED WORK

Various types of mobility have been considered in the
domain of wireless networks for facilitating data transfer.
These can be broadly classified into three categories:
random, predictable, and controlled.

Random mobility, assuming all nodes are mobile, has
been shown to improve data capacity [18] and similar
results were also shown to hold for mobility constrained to
a single dimension [19]. An algorithm for routing data
among randomly mobile users was suggested in [20], where
data is forwarded to nodes which have recently encoun-
tered the intended destination node. Random motion of

mobile entities was also used for communication in [6], [5],
where the mobile entities were zebras in [6] and whales in
[5]. In [4], [21], randomly moving humans and animals act
as “data mules” and collect data opportunistically from
sensor nodes when in range. The average latency perfor-
mance with mobility as a means to transfer data was
calculated in [22]. However, in all cases of random mobility,
the worst-case latency of data transfer cannot be bounded.
This unbounded latency may lead to excessive data caching
at mobile relays and result in buffer overflows. Thus, data
in transit may have to be dropped before being delivered to
the destination, making it harder to provide transport layer
reliability.

Predictable mobility was used in [7]. A network access
point was mounted on a public transportation bus moving
with a periodic schedule. The sensor nodes learn the times
at which they have connectivity with the bus and wake up
accordingly to transfer their data. However, it was assumed
in [7] that the mobile node comes within direct radio range
of all the static nodes, which may not be true in practice,
because the trajectory of the bus may not be designed for
data collection purposes. We design a network protocol
which supports nodes at multiple hops from the mobile
node and helps find the minimum energy route for such
nodes to deliver their data to the mobile node.

Controlled mobility was considered in our previous
work [8], where a robot acts as a mobile base station. The
speed of the mobile node was controlled to help improve
network performance. We extend that work in three ways:
First, we analytically explore the energy trade-off when the
energy of moving the mobile node is also considered. We
also analytically show that our proposed approach does not
lead to any significant differences in network data through-
put compared to the use of wireless multihop relaying in a
static network. Second, we design an enhanced commu-
nication protocol, discussing the trade-offs of the alternative
approaches in the design space. Third, we consider the
design of the motion control strategy in greater depth. The
number of motion states used is analyzed and, also, the
effect of speed on buffer requirements is explored. Con-
trolled mobility was also used in [9], where a mobile node is
used to route messages between nodes in sparse networks.
However, all nodes are assumed to have short range
mobility and can modify their locations to come within
direct range of the mobile node, which has long range
mobility and is used for transferring data. The communica-
tion protocol uses two radios, which may not be available in
many scenarios. The system has been evaluated in simula-
tions; we evaluate our system both in implementation and
simulations.

In [23], mobile nodes in a disconnected ad hoc network
modify their trajectories to come within communication
range and [24] considered moving the intermediate nodes
along a route so that the distances between nodes are
minimized and lower energy is used to transmit over a
shorter range. This system also assumes that all nodes are
mobile, which may be expensive or infeasible in many
deployments where node locations depend on sensing or
application requirements. A mobile base station was also
used in [10] to increase network lifetime. Their technique
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leads to a more uniform distribution of energy consumption
by repeatedly relocating the base station, which changes the
bottleneck nodes which are closest to the base station and
results in load-sharing the burden of relaying. However, the
total energy consumed is not reduced. Our system not only
reduces the energy consumed in bottleneck nodes, but also
conserves total energy by utilizing shorter routes. Further,
while they do not consider the energy spent in moving the
base station, our approach is advantageous even when the
motion energy is accounted for. The above systems are
studied only analytically or in simulation. We implement a
working prototype which involves addressing several
practical issues and detailed network protocol design.

A scheduling problem for the mobile node with buffer
constraints on static nodes and variable sampling rates at
each static node is studied in [25]. We address the issues of
practical communication protocol design and motion
control.

3 QUANTIFYING THE ENERGY ADVANTAGE

The main motivation for using a mobile element is that it
increases the lifetime of the network by reducing the
relaying of data. To quantify potential savings, we consider
the energy requirements with and without a mobile node.
Here, we also consider the energy used by the mobile for
locomotion.

Suppose the network is deployed over a circular disk of
area A and radius R. A set of n sensor nodes is uniformly
and randomly deployed over this area. The base station,
where all sensor nodes must send their data, is located at
the center of the circular area. Since we are comparing only
the communication methods, we do not consider the
sensing and other processing energy costs. The radio is
active only when communicating and is in sleep mode
otherwise to minimize energy consumption. Suppose each
node must send b bits of data to the egress point, in an
interval of time T . To compare the minimum energy cost,
we assume that T is large enough to accommodate the most
energy efficient transmission schedule at the available
bandwidth. Also, assume that an ideal Medium Access
Control (MAC) is available and no energy is wasted in
collisions.

3.1 Static Network

First, consider the static network where all data is relayed
over a multihop topology. To calculate the minimum
number of hops a packet must travel, we proceed as
follows: Let the transmission range of the nodes be r. The
nodes within distance r from the center are within one hop
of the sink. The nodes beyond r but within 2r are at least
two hops from the sink. While some nodes within this
distance range may need more than two hops, we calculate
the energy, assuming only two hops to get the minimum
consumption for the static network. Similarly, nodes which
are at a distance, s, from the base station, such that kr <
s � ðkþ 1Þr for some integer k, have to relay their data over
at least kþ 1 hops. If the innermost annulus is denoted the
zeroth annulus (k ¼ 0), then the data from nodes in the
kth annulus is transferred over kþ 1 hops, leading to
k receptions and kþ 1 transmissions. (The energy for
reception at the base station is not included.)

The number of nodes at each distance can be calculated
as follows: Divide the circular deployment region into
concentric annuli, as shown in Fig. 1a.

The number of nodes in a region of area a is approxi-
mately equal to ða=AÞn at large n since the deployment is
uniformly random. The area aðkÞ of an annulus lying
between two circles of radii ðkþ 1Þr and kr is

aðkÞ ¼ �½fðkþ 1Þrg2 � k2r2�: ð1Þ

The number of such annuli is dR=re in the circular area of
radius R and, hence, k 2 f0; . . . ; dR=re � 1g. If R is not a
multiple of r, the outermost annulus will have an area
smaller than that given by the formula above. It will be
A� �x2r2, where A is the total area of the deployment
region and x ¼ dR=re � 1.

Now, the minimum number of transmissions for a single
message originating at each of the nodes in the kth annulus is:

n
aðkÞ
A
ðkþ 1Þ ð2Þ

and the number of receptions can be similarly evaluated.The
communication costs include transmitting a packet and
relaying (receiving and transmitting) packets for other nodes.

We now calculate the energy cost corresponding to these
activities. If the power consumption of the radio in transmit
mode is Ptx at a data-rate of W bps, then the energy cost of
transmitting b-bits becomes:

EtðbÞ ¼
Ptx
W

b: ð3Þ

Similarly, if the power consumption in receive mode is Prx,
the reception cost for b-bits becomes:

ErðbÞ ¼
Prx
W

b: ð4Þ

Also, since the radio must enter the active mode from a
sleep mode before transmitting each packet, the wake-up
energy cost of the radio must be added to it. In sensor
networks, this wake-up cost is an important consideration
as the nodes are repeatedly duty-cycling to low power
modes. In the static case, if a naive forwarding strategy is
used or the bandwidth is attempting to be maximally
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Fig. 1. Energy consumption calculation. (a) Dividing the static network into

concentric annuli to count the minimum number of relay hops required for

each node and (b) path for the mobile node to collect data from the entire

network. (a) Static network. (b) Network with a mobile node.



utilized by conducting multiple communications in parallel,
then a node may have to wake up once to receive each data
packet it has to relay and also once for each data packet it
has to transmit. However, to compute the minimum energy
required by a multihop relaying scheme, we consider an
energy-optimal schedule where a node wakes up once,
receives all the packets it has to relay, and immediately
transmits them.1 Thus, each node wakes up only once in the
duration T , which is the minimum number of times it must
wake up even to send just its own data. This could be
achieved using a schedule where nodes in the outermost
annulus transmit first, with an ideal MAC (such as a
perfectly synchronized TDMA scheme) to avoid collisions.
The nodes in an inner annuli, after receiving the data,
immediately transmit it to the corresponding nodes along
the paths in the next inner annuli. Let the sum of energy
costs for waking up from sleep and entering sleep after
activity be Ew.

Assume that the energy consumed at the base station is
not a concern. Counting the number of transmissions and
receptions as discussed above, the minimum total energy
consumed in the embedded network, Estatic, in each
period T to send b bits from every node to sink is thus
given by:

Estatic ¼
XdRre�1

k¼0

n
aðkÞ
A
ðkþ 1ÞEtðbÞ þ

XdRre�1

k¼1

n
aðkÞ
A

kErðbÞ

þ
XdRre�1

k¼0

n
aðkÞ
A

Ew; ð5Þ

where the first term corresponds to the cost of transmissions
from all annuli using (2), the second term to the receptions,
and the third term is the wakeup cost.

3.2 Network with a Mobile Base Station

Assume the same network deployment as above. However,
instead of relaying the data over multiple hops, now the
data is collected by a mobile node which acts as a base
station. Let the path of the base station be such that it comes
within r of each node and moves at a speed such that b bits
can be transmitted by every node to it in the time the mobile
node is within range. As before, T is large enough to allow
this. A possible path for the mobile node to cover the entire
circular deployment is shown in Fig. 1b, where the mobile
moves along concentric circles separated by 2r, with the
first circle in the path at distance r from the outer circle of
the area, and the last circle at a distance of r units (or less if
R is not a multiple of 2r) from the center. This scheme
covers the entire region. The length of this path, L, is:

L ¼ 2�
XdR2re�1

i¼0

½R� ð2iþ 1Þr� þ 2r
R

2r

� �
� 1

� �
; ð6Þ

where the first term corresponds to the length along the
concentric circles and the second term is the distance
moved to transit between the circles. Suppose the energy
consumption in moving a unit distance is Emov for the

chosen speed of movement. Emov includes both the
locomotion and processing energies used by the traction
platform. The total motion energy will then be LEmov. In the
static multihop relaying network, data can be transmitted
as soon as collected, even though that may not be how a
practical network operates due to energy overheads in
radio wake-up costs. However, with the mobile node, data
at the static nodes may have to be stored in a flash memory
until the mobile comes by. We consider the energy spent in
writing to flash memory in this case, thus making the
comparison harsher on the network with a mobile node.
Suppose the energy spent in writing to flash is Efl per bit.

The energy consumed in collecting b bits, in this case,
Emobile, is the motion cost for the base station, communica-
tion cost for b bits from n embedded nodes to the base
station, the wake-up cost, and the energy consumed in
writing to flash:

Emobile ¼ EmovLþ nEtðbÞ þ nEw þ nbEfl: ð7Þ

Let us compare the expressions derived in (5) and (7). We
substitute the various parameters from Mica2 motes data-
sheet [26], which is also used in our prototype system. The
data rate2 used is W ¼ 19:2kbps. The receive power is
Prx ¼ 30mW . The transmission range obtained in practice
for a given power level is not a fixed quantity, but varies
with a number of factors, like the environment, sensitivity of
receiver, etc. Our system is targeted at natural habitat
monitoring. A radio range of r ¼ 5m is reported in [27] for
natural habitat environments at 80 percent packet delivery
ratio for a power level of �3dBm corresponding to a
transmit mode power consumption Ptx ¼ 23:7mW [28]. The
robotic platform used for the mobile node in our prototype
gives an Emov ¼ 60J=m [29]. The flash energy is measured to
be Efl ¼ 36:56nJ=bit and we take b ¼ 500kB, which is the
available flash size on this platform. The term corresponding
to the wake-up energy is same in both equations and can
hence be neglected. Consider a network deployment region
with R ¼ 100m. With these values, Estatic (5) and Emobile (7)
are plotted with varying node density in Fig. 2. The unit of
node density is the number of nodes within the radio
coverage area of a node, i.e., number of nodes in area �r2.

The graph shows that the energy used in the network
with a mobile node is lower after a particular density. Thus,
for the same total battery energy provided to the system, the
network with a mobile node consumes energy at a slower
rate and, hence, could last longer (when the number of
nodes and, hence, density is more than a threshold).

The problem of how many neighbors each node should
be connected to so that the overall network becomes
connected has been studied earlier. For instance, Kleinrock
and Silvester [30] set this magic number at 6. In [31], each
node was allowed to adjust its transmission range, and a
node density of 6 and 8 was derived for different
transmission strategies. Recently, Xue and Kumar [32]
showed that no such magic number is possible, and the
number of neighbors required is �ðlognÞ, where n is the
number of nodes. Thus, the number of neighbors per node
required to maintain connectivity increases with the number
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of nodes. As seen from the figure, at higher densities, using a
mobile node leads to energy efficiency.

In the above calculation, we have added the energy
consumed in moving the mobile node. In practice, such a
mobile node can be recharged easily, such as at a docking
station along its path, and this energy need not be a
consideration. Clearly, then, the savings in energy at static
nodes due to the reduced relaying overhead will help
extend the network lifetime significantly.

In certain cases, such as for the reasons discussed in
Section 5, it may not be possible to design a path for the
mobile node which allows it to establish direct connection
with each static node in the network, as was the case in the
above analysis. Below, we simulate a network in a square
area of 100m� 100m. In the static multihop case, the base

station is located at the center, ð50; 50Þ. In the mobile case,
the mobile base station is constrained to move only along a
circle of radius 35m centered at ð50; 50Þ, which causes some
nodes in the square deployment region to be outside its
radio connectivity. The data from such nodes is transferred
over short multihop routes to nodes which have direct
connectivity to the mobile base station. Each static node has
one packet to send to the base station (static or mobile). We
measure the number of packets transmitted by all the nodes
in the network to achieve this goal. (If all nodes are 1-hop
from the base station, the total number of packets
transmitted = the number of nodes). The simulations are
repeated for 100 random topologies and averaged. Fig. 3a
shows the total number of packets transmitted with
increasing density and a fixed transmission range of 20.
We see that as the node density increases, using a mobile
base station has greater energy advantage. As before,
density is measured as the number of nodes in a
transmission circle. Fig. 3b shows the number of packets
transmitted as transmission radius increases for a fixed
number of nodes (100 nodes). Here, we see that with a
smaller transmission radius (and, hence, a correspondingly
smaller energy consumption for transmission), the number
of packets transmitted by the network drastically reduces
when using a mobile base station.

To further visualize the relaying overhead, we plot the
average number of packets transmitted by nodes at a
particular hop distance from the base station for a
1,000 node network and a transmission radius r ¼ 20m in
Fig. 4. Note that when the mobile base station is used, all
nodes are within one or two hops from the base station,
while the hop distance is larger with static multihop
relaying. The figure clearly shows that the energy bottlneck
in a static multihop network occurs at the nodes closest to
the base station as they suffer the greatest relaying over-
head. Once these nodes run out of batteries, the energy
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Fig. 3. Packet transmissions required to collect one packet from each node, with and without a mobile base station: (a) Number of packets

transmitted with increasing density and (b) number of packets transmitted with increasing transmission radius. The points representing the same

network scenario (density = 12.57, transmission radius = 20) in the two graphs are labeled: A, B. (a) Changing node density by changing # of nodes;

r ¼ 20. (b) Changing radio range; number of nodes ¼ 100.

Fig. 2. Comparing the energy consumption for a static network with that

of a network using a mobile base station.



remaining in rest of the network is of no use since the
network is disconnected. In the network with a mobile, all
static nodes are within one or two hops and the average
energy used at all nodes is more uniform than in the static
multihop network.

4 COMPARING DATA RATES

We now analyze the potential data rate for a system using a
mobile node for data transfer and compare it with that of
static multihop relaying. The static network deployment
and the path of the mobile node are as in the previous
section, with one minor change for the path of the mobile
node to achieve symmetry. When the mobile node
completes the innermost circle, it moves back straight to
the starting point Start of Fig. 1b (during which there is no
data collection). This makes the Round Trip Time (RTT) of
the mobile as seen by all the nodes the same, whereas, if
after completing the innermost circle, the mobile back-
tracked its path, again traveling in concentric circles, but
this time moving outward, the RTT seen by each node
would be different, and would lie in ½0; 2L�. Equation (6) is
modified as below, where the new term corresponds to the
linear distance moved to reach the Start after completing
the innermost circle:

L ¼ 2�
XdR2re�1

i¼0

½R� ð2iþ 1Þr� þ 2r
R

2r

� �
� 1

� �
þ 2r

R

2r

� �
� 1

� �
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl} :

ð8Þ

Suppose the radio data rate is W for a point to point link.
Suppose that, at any location along its path, the mobile is
within the radio range of k nodes at any time and the
maximum channel data rate available to each node is W=k.
The number of nodes within range, k, can be approximated
as ð�r2=�R2Þn ¼ ðr2=R2Þn for a uniformly random deploy-
ment at large n. A static node can be within transmission
range for a maximum distance of 2r. When the shortest

distance between the node and the mobile node’s path is
almost r, they will be within range for a very small portion
of the path � > 0. Taking the average length of the
intersection of a randomly placed line segment with a
circle, a static node will remain in range for a distance of
ð�=2Þr. If s is the speed of the mobile node, the average time
spent within range is �r=ð2sÞ. Thus, the average number of
bits collected from a static node is ðW=kÞ � ð�r=2sÞ.

The time taken by the mobile to collect data from all
nodes as per the motion scheme described above is L=s.
Thus, the per node data-rate, Cm, can be calculated as:

Cm ¼
W

k
� �r

2s

� �
=
L

s

� �

¼W
n

�R2

2rL

� �
:

ð9Þ

This is Oð1=nÞ as R, r, and L are constant for a fixed area.
This may be compared to the data-rate derived for static
multihop relaying in [33]:

Cs ¼
W

n

1

2� �r2

� �
: ð10Þ

That is also Oð1=nÞ, differing only in the constants, and,
hence, the approach of using a mobile node for saving
energy does not lead to any significant compromise on
network data-rate.

The delay is potentially higher when using the mobile.
The worst-case delay seen by a packet (the time between its
generation and collection by the mobile node) is the path
traversal time, (L=s). While this is O(1) for fixed area, it can
be higher than the time required for routing a packet over a
multihop wireless path. Thus, the use of a mobile node for
routing is beneficial for delay tolerant applications.

5 PROTOTYPE SYSTEM DESIGN

We now describe our prototype system, shown in Fig. 5,
which uses a mobile base station to collect data from
multiple static nodes in order to save energy at static nodes.
The key hardware components of the system are:
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Fig. 4. Relaying overhead for the two data gathering approaches. Nodes

are divided into classes with equal hop distance from the base station,

and the number of packets transmitted by nodes in each class is

averaged.

Fig. 5. Various components of the prototype system.



1. Static Sensor Nodes: These are embedded devices
deployed for sampling the environment and are
energy constrained. In our system, we use Mica2
motes [26].

2. Mobile Node: The mobile node is composed of three
elements:

. Robot: We use a packbot [34] as a traction
platform for mobility.

. Processing Platform: The brain of the mobile
node is a Stargate [35], an Xscale processor-
based computing device running Linux.

. Network Interface: A Mica2 mote is attached to
the serial port of the Stargate to act as a wireless
interface to the static sensor nodes.

5.1 Software Architecture

The software architecture developed for the prototype
system is shown in Fig. 6. The functions of the various
blocks on the mobile base station and on the static nodes are
explained below.

Mobile Base Station. The software for the mobile base
station is divided into three parts corresponding to its
hardware components:

1. Packbot Firmware: The robot firmware is implemen-
ted by the manufacturer on the Packbot and a
control interface is provided.

2. Stargate Software: The software on the Stargate
processing platform is developed in Linux. The
various blocks are:

a. Packbot driver: This component generates the
appropriate Packbot specific commands corre-
sponding to the motion control dictated by the
higher layers.

b. Navigation: This component is employed to
move the robot autonomously along a preas-
signed path. The navigation block is not
implemented as part of our work as several
such solutions based on laser ranging and other
methods are available for enabling a robot to
follow a preassigned path [36], [37]. In our
experiments, we use a straight path and tracking

the motion commands to determine location
along the path suffices.

c. Mote communication driver: This is essentially a
serial port driver and handles the communica-
tions with the mote attached to the stargate.

d. Network protocol: This block represents the
communication strategy designed for data col-
lection using our mobile base station. This
protocol is independent of the algorithm used
for controlling the mobility of the mobile node
and will work even if the motion of the mobile
node was not controlled by the system, as long
as the mobile node follows a fixed path, such as
in [7]. The exact algorithms developed for this
block are discussed in Section 6.

e. Motion Control: This block monitors the data
collection performance of the network protocol
and controls the motion of the mobile node for
enhancing the data collection performance. The
exact algorithms designed for this purpose are
discussed in Section 7.

3. Mote Firmware: The mote shown as part of the mobile
base station acts as a network interface to the
embedded nodes. It forwards the data and protocol
packets received on the wireless channel from the
static nodes to the Stargate on the mobile base
station over a serial port and vice versa.

Embedded Static Node. The firmware on the static
nodes is developed in TinyOS [38]. The static nodes contain
two blocks required for the data collection process, labeled
the precaching protocol, which is responsible for communica-
tion among static nodes, and the network protocol, which
controls the data collection process between the static nodes
and the mobile base station. Both of these are discussed in
Section 6.

The software design for the system consists of two key
challenges—designing the communication protocol for
collecting data and designing the motion control algorithms.

5.2 Challenges in Communication Protocol Design

In a realistic system, there are certain constraints on the
path of the robot and it may not be able to reach within
direct radio range of each static node due to several reasons.
First, the traction platform may not be able to move over the
complete deployment terrain due to the presence of
obstacles. Second, the mobile node may not know the
location of all the sensor nodes to determine a path which
intersects the radio range of all the deployed nodes. Finally,
implementing the autonomous robot navigation on arbi-
trary terrain is known to be a hard problem. Thus, we use a
preexisting path through the deployment environment for
the robot. Hence, the robot may not reach within commu-
nication range of each static node. The communication
protocol must allow those static nodes which are never
within direct radio range of the mobile node to transfer
their data using a multihop path to the closest location of
the mobile node’s path. We refer to this step as local
multihop routing. These local multihop paths are much
shorter than the paths in a static network and the relay
overhead is much smaller.
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Another issue in communication protocol design is that

the local multihop paths from the static nodes to the mobile

node exist only for a short duration, and during this time,

all nodes which have active paths to the mobile node will

attempt to transfer their data. This can cause potential

congestion and MAC collisions. However, partial data

routes leading up to the nodes which come within direct

connectivity with the mobile node exist even at other times

when the last hop to the mobile node is not active. To save

data transfer time, static nodes, which do not come within

direct range of the mobile node, could transfer their data to

nodes close to the mobile node’s path, even before the

connection with the mobile node is established. We refer to

this process as precaching, i.e., data from nodes farther off

from the mobile node’s path is cached using local multihop

paths before the mobile node arrives for data collection. We

must design a communication protocol which enables the

above steps.

5.3 Challenges in Motion Control

Since the mobile node in our system is controlled, we can

optimize its motion to enhance the data gathering perfor-

mance. While the path of the mobile node is fixed, the exact

speed profile followed along the path is still flexible. The

network connectivity may be different in different network

regions due to several reasons and may also vary with time.

Practical deployments, such as the experimental sensor

networks at James Reserve [2], monitoring ecological and

biological parameters, rarely have uniformly deployed

sensor nodes. Deployments are determined by field experts

and nodes are concentrated at locations near phenomena of

interest. Also, the deployment environment is cluttered

with several environmental entities. The effects of these

factors on the network layer connectivity are:

1. On certain stretches along the path, the mobile node
may not have connectivity to any static node.

2. The number of nodes with connectivity may be
different in different regions along the path, limiting
the data transfer in denser regions due to MAC
collisions.

3. The wireless channel may be variable and the
presence of environmental obstacles and multipath
effects may cause the quality of connectivity to be
vastly different in different regions along the path.

To overcome these effects, the mobile node may follow a
stop and go strategy so that it stops at several locations
along the path to collect data from static nodes. However,
this may cause the total time spent for each path traversal to
be variable, while a predictable time may be desirable to
effectively schedule sleep and power save modes at the
static nodes. A fixed low latency path may also be desirable
to bound the buffer requirements at static nodes. Suppose
the mobile spends a time Trc for recharging after traversing
the path once. Suppose the buffer available at static nodes is
such that it accommodates data sampled over a period Tbuf ,
both locally at the node and from nodes for which this data
is precached. Then, the mobile node must complete a path
traversal within a duration T ¼ Tbuf � Trc. In such a case,
data delivery would have to be maximized within the fixed
latency. The speed at which the mobile moves also affects
the frequency of its visits and this directly impacts both the
achievable data rate and the buffer requirements at the
static nodes. A summary of these issues is captured in
Table 1. We design a motion control strategy which
attempts to achieve a fixed trip latency but maximize data
delivery by adapting the speed profile to address network
variations.

6 NETWORK LAYER ALGORITHMS

This section describes the network algorithms developed
for the system to address the communication protocol
challenges mentioned earlier in Section 5.2. The data
transfer process is carried out in three phases, as shown
in Fig. 7 and discussed in detail below.

6.1 Cluster Formation

The first phase is the formation of clusters within the
network. It is a training phase and essential information
required for subsequent phases is collected in this phase.
This phase lasts only for the duration of a single path
traversal by the mobile node and the training data is then
used in several subsequent traversals. This training phase
may be periodically repeated to adapt to system dynamics
(for instance, node additions, deletions). The method used
for forming the clusters is described below.

As mentioned earlier, the path followed by the mobile is
fixed. In the first path traversal, the mobile node moves
along this path, broadcasting BEACON packets periodi-
cally. The mobile node is denoted to be at level Lg ¼ 0 in the
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clusters being created for data collection. The BEACON
packet contains three fields:

fSenderIdentity; LgðsenderÞ; Clusterheadg;

where SenderIdentity is the identity of the node broad-
casting the BEACON packet, LgðsenderÞ is the value of Lg it
has assigned itself, and Clusterhead is the identity of the
cluster head for the cluster to which this node belongs. The
value of Clusterhead is set to 0 in the BEACON packet
broadcast by the mobile node. All the static nodes begin
with their level Lg ¼ 1 and follow Algorithm 1.

Algorithm 1: Algorithm for training phase at static nodes

(at node with identity = ID.
1. Initialize: LgðIDÞ ¼ 1.

2. while TRUE

3. Listen for packets

4. if Receive BEACON packet

5. if BEACONfLgðsenderÞg þ 1Þ < LgðIDÞ
6. LgðIDÞ :¼ BEACONfLgðsenderÞg þ 1

7. if LgðIDÞ ¼¼ 1

8. ClusterheadðIDÞ :¼ ID
9. else

10. ClusterheadðIDÞ :¼ BEACONfClusterheadg
11. Set BEACON ¼ fID;LgðIDÞ; ClusterheadðIDÞg
12. Broadcast BEACON

This algorithm leads to the assignment of a level number
Lg at each node which represents its shortest hop count
from the mobile node’s path and the assignment of a cluster
head at each node. Nodes which receive BEACON packets
directly from the mobile node will get assigned Lg ¼ 1 and
these nodes will assign their own ID as the identity of the
cluster head within their cluster.

A cluster creation process in progress is shown in Fig. 8.
When the BEACON broadcast is started, some nodes which
lie close to the mobile node’s path but have not yet received
the BEACON packet from the mobile node may receive
BEACON packets from nodes which have already received
the BEACON packet. As a result, they may initially assign
themselves a higher value of Lg than the best possible value,
but this will get corrected when the mobile node reaches
within their connectivity range and such nodes receive the
BEACON packet directly from the mobile node. Similarly,
all nodes will assign themselves the lowest value of Lg
based on the smallest Lg value received in any BEACON
packet and, hence, become part of a cluster which leads to

the shortest path to the mobile node. For instance, the node
with Lg ¼ 3 in the figure will receive a BEACON packet
from a node with Lg ¼ 1, as represented by the dotted line,
and, hence, update its level to 2 and become part of cluster C
instead of cluster B.

At the end of the first phase, the static network will be
divided into multiple clusters with exactly one cluster head
in each cluster. Certain clusters may consist of only a single
node which is itself the cluster head.

6.2 Intracluster Communication

The second phase is designed to address the issue of
ensuring that partial routes to the mobile node are exploited
for transferring data even when the complete route from a
static node to the mobile node is not active, so as to save
communication time when the mobile node is within the
connectivity range. This process is called precaching and is
carried out using a protocol based on the directed diffusion
protocol described in [39]. The directed diffusion protocol is
summarized briefly. The sensor nodes in the network are
divided into data sources and one or more data collection
devices, called sinks. A sink expresses interest in a particular
sensor data satisfying some constraint. This interest is
broadcast from each sink periodically, containing the
constraint on data and a time to live (TTL) field. The TTL
field denotes the number of hops for which the interest will
be rebroadcast. The nodes which hear the interest store it in
their interest cache and rebroadcast it after decrementing the
TTL field by 1. As the interest propagates through the
network, it establishes reverse paths toward the sink, along
which the data in response to the interest will be returned to
the sink. These reverse paths are denoted as gradients and
are optimized over the course of their usage to adapt to
runtime dynamics and network loads. Whenever a node
collects new data, it will check its interest cache, and if this
data matches any of the constraints received in an interest, it
will send the data along the corresponding reverse path. The
packet is thus relayed to the base station. To handle network
dynamics and changing topologies, there is an expiration
time for the interests at the sources (within which duration it
should have heard a new interest message being broad-
casted periodically by the sink).
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represent nodes and the number within the circles represents the value

of Lg assigned at the current instant. The dotted lines represent

BEACON receptions yet to take place.

Fig. 7. Three phases in the data collection process. The first phase is

used for training only, while the other two continue to operate in parallel.



In our system, the cluster heads act as sinks. It may be
noted that the cluster heads are also generating data. Each
cluster head stores the data generated locally and the data
collected using diffusion from the nodes within its cluster.
Each node responds only to the interest message originated
from the cluster head of its own cluster and, hence,
diffusion within each cluster occurs independently of
diffusion in other clusters. The end result is that data
collected at static nodes continues to rapidly reach the
cluster heads along the reverse paths found by the directed
diffusion protocol within each cluster and is ready to be
transferred to the mobile node when such connectivity is
available. In our prototype, we use an all-inclusive interest,
which means that all samples collected by a sensor node are
to be delivered to the mobile node.

There are other choices for the communication protocol
used in networks where the complete path does not exist
continuously, such as the Delay Tolerant Networking
(DTN) protocol described in [40]. In DTN, packets are
grouped together into bundles and the complete bundle is
transferred to the next custodian node. The custodian is a
node which accepts the responsibility of eventual delivery
to the final destination. This approach is useful when
several hops along the route are intermittent. Our mechan-
ism is conceptually similar to the DTN approach, with the
next custodian for each node being the cluster head.
However, while the DTN protocols have been implemented
on Internet-class networks, our network protocol is im-
plemented on lower resource embedded nodes.

6.3 Communication between Cluster Heads and the
Mobile Node

The next step for a data packet to be delivered is the transfer
from a cluster head to the mobile node. This step must
occur along an intermittently available link. For this data
transfer, a key requirement is to determine when the
connectivity between a cluster head and the mobile node is
available. Communication should start when the connection
is available and stop when the connection no longer exists,
so that the cluster head does not continue to transmit data
when the mobile node is no longer receiving it.

We do not use information about the location of the static
nodes and the mobile node because such location data may
not be available in all systems. Further, even when location
data is available, the radio connectivity calculated using a
simple range-based model may not correspond exactly to the
real connectivity observed in the network due to the presence
of wireless channel variations and multipath effects.

We solve the above problem by using an acknowl-
edgment-based protocol between cluster heads and the
mobile node. The mobile node, in all subsequent path
traversals after a training phase, periodically broadcasts a
POLL packet, announcing its presence and soliciting data as
it proceeds along the path. The POLL is transmitted at fixed
intervals, Tpoll, and the time between these transmissions is
used for data communication. This POLL packet is used by
the cluster heads to detect when the mobile node is within
connectivity range. The cluster head which receives the
POLL will start transmitting data packets to the mobile
node. The mobile node acknowledges each data packet
from a cluster head. This acknowledgment helps the cluster

head to realize that the connection is active and the data
was reliably delivered. The acknowledged data packet can
then be cleared from the cluster head cache. The data packet
to be transmitted is chosen from the data cache at the cluster
head in the following manner. The cluster head stores the
data packets received in a separate queue for each node in
its cluster. It also stores its own locally generated data in
another queue. Whenever a packet is to be transmitted, one
packet is chosen from these queues in a round-robin fashion
and, hence, each nonempty queue is served sequentially.
Once the cluster head transmits a data packet to the mobile
node, it starts two timers:

1. Retransmit Timer: The unacknowledged data packet
is retransmitted when this timer expires. These
retransmissions help overcome the effect of packet
losses due to channel errors and MAC layer
collisions with other cluster heads with simulta-
neous connectivity. The value of this timer is higher
than the round trip delay for receiving an acknowl-
edgment over the CSMA MAC protocol used on the
channel.

2. Connection Lost Timer: The cluster head stops
retransmitting the packet to the mobile node if it
does not receive a POLL message broadcast from the
mobile node before this timer expires. This helps the
cluster head to detect when the mobile node has
moved away and connectivity is no longer available.
The value of this timer is set equal to 3� Tpoll. This
redundancy of 3 ensures that the connection is not
assumed lost if up to two POLL messages are missed
due to channel error or MAC collision.

The above process is summarized in Fig. 9. While the figure
shows only one cluster head, multiple cluster heads may be
simultaneously communicating with the mobile node and a
CSMA MAC protocol is used on the channel.

7 ADAPTIVE MOTION CONTROL

We now describe the algorithms used to control the motion
of the mobile node. This is a higher layer activity which uses
information about the data collection performance from the
network protocols. The network protocols described in the
previous section continue to operate in parallel with the
motion control algorithms described here.

Motion can be controlled in two domains: space and
time. Control in space refers to the exact trajectory followed

10 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 5, NO. 8, AUGUST 2006

Fig. 9. Communication between the mobile node and the cluster heads.

Each packet queue at the clusterhead corresponds to data packets

received from some static node within the cluster.



by the mobile node, which, in our system, is fixed due to the

reasons described in Section 5.2. Here, we address the

control in time, which refers to the exact speed profile of the

mobile node along the trajectory. The trajectory is a closed

path which the mobile node repeatedly traverses. The key

design consideration here is to traverse the path within a

specified latency constraint and attempt to maximize the

data delivered as discussed in Section 5.3.
Let the latency constraint specified be T . Given T and the

length of the path, L, the speed at which the mobile node

moves can be naively set to s ¼ ðL=T Þ. However, even

within the latency constraint, we can adapt the node speed

according to the network conditions to improve the data

collection performance. For instance, the mobile node can

spend more time in regions where the network is dense or

the channel is obstructed and less time in regions where

there are no or few nodes in connectivity. This observation

is the key insight to our speed control algorithm. The

process consists of two steps: determining the congested

regions and allocating additional time in these regions to

the correct proportion.

7.1 Selecting the Congested Regions

To ensure practical applicability, we design an algorithm

that is not based on the idealistic radio disc model. This

model does not hold in practice, as is observed in several

experimental studies such as [41]. We also do not use

geographic information about the location of the static nodes

as location may not be available or the error in the location

estimate may well be of the same order of magnitude as the

radio range of the static devices.
The congested regions are not represented using geo-

graphic location, but using node identities. The mobile node

records each distinct node identity it receives data from.

Note that the identity of the node which collected the data is

preserved in the data packet even when it is precached at

the cluster head. A fixed number, k, of the total nodes is

selected dynamically for each path traversal to be in the

congested set. There are three reasons for a node to belong

to this set. The node (or its cluster head, if it is not on the

path of the mobile):

1. was in the connectivity range with the mobile node
for a very small duration,

2. is located in a high density region, where the
bandwidth is shared among several nodes and the
data rate is further reduced due to MAC layer
collisions, or

3. suffers from a poor wireless channel.

The consequence of all the above effects is similar. In
addition, if the size of the cluster this node belongs to is big
(the cluster head does round-robin), congestion results. The
congestion set is identified by counting the number of data
packets received from each node at the end of one path
traversal. The node identities are sorted by the number of
packets received from each and the k nodes with the lowest
packet count are selected to be in the congested set. The
congested set discovered in each path traversal is used to
control the motion in the next traversal.

7.2 Differential Time Allocation

Instead of moving at the naive speed s required to satisfy
the latency constraint, if the mobile node moves at a faster
speed 2s in some regions, it will have extra time available
for congested regions. At speed 2s, the mobile can complete
a path traversal in time T=2. This provides an extra time
T=2 for servicing congested regions. This time is allocated
among the k congested nodes as follows: When the mobile
node receives a data packet corresponding to one of the
nodes in the congested set, it stops and initiates a timer for
time Tstop given as:

Tstop ¼
1

k
ðT=2Þ: ð11Þ

While stopped, if the node receives a data packet
corresponding to another node in the congestion set, it
adds an additional duration of Tstop to the running value of
the timer. Thus, in regions where multiple congested nodes
are present, the mobile node ends up spending a longer
period of time. The precise algorithm running on the mobile
node in each path traversal (after the initialization phase of
cluster formation) is shown in the flowchart in Fig. 10.

It may be recalled from the previous section that the first
path traversal is used for cluster formation, wherein no data
is collected. As a result, for the second traversal, there is no
history to begin with and the congested set is not known.
The congested set can be chosen randomly for the second
traversal. Data collected in the second traversal is then used
to find the congested set for the third traversal and so on for
all subsequent traversals.

To visualize the effect of this motion control algorithm,
we plot the time spent at different regions along the path of
the mobile node for one traversal (after the training phase
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and after a congestion set has been acquired for at least one

traversal) in Fig. 11. The lower subplot shows the nodes in

the random network deployment in an area of 100m� 20m,

around the path of the mobile node. The connections among

the nodes show the clusters formed. The horizontal line in

the middle of the lower subplot represents the fixed path of

the mobile node passing through the network deployment

and the mobile moves from left to right along this path.

Lines are also shown from nodes which are cluster heads to

the first point along the mobile node’s path where

connectivity is expected. The radio range is r ¼ 5, while

several nodes are farther than r from the mobile node’s path

and, hence, have to use cluster heads for forwarding their

data. The upper subplot shows the time spent by the mobile

node along the path in different regions. The distance is

100m, and the latency T is 200s. This leads to a naive speed

of 50cm=s. At naive speed, the time spent is equal in all

regions throughout the path traversal. This is shown by the

dashed line. With adaptive speed, the time spent is

increased in certain regions. The X-axis is the same for

both the subplots. It may be observed that the regions

where the mobile node spends more time correspond to

stretches along the path where several cluster heads or

cluster heads of larger clusters are connected to the mobile

and, hence, more data is required to be transmitted.
Note: The algorithm, as presented, assumes that all the

nodes are sampling at the same rate and, thus, have an equal

amount of data to send. When this is not the case, such as

when each node samples at a different sampling rate or

when the interest is limited to only a subset of the data, the

total number of packets a node intends to send is also

included in each data packet. Using that value and the

number of samples actually received from a node, the

mobile node can calculate the percentage of samples it

collected in a path traversal from each node. This percentage

can then be used to form the ordering to select the k nodes.

7.3 Speed Control Options

In the algorithm presented above, the mobile node can be in

either of only two states: moving at speed 2s or stopped.

Another option may be considered for speed control, based

on the use of more speed states. For instance, the nodes

could be divided into three classes, K1, K2, and K3, each

containing k1, k2, and k3 nodes, respectively, based on the

amount of data3 received at the mobile from the nodes in

increasing order. The mobile node could then stop for

nodes belonging to class K1, move at an intermediate

speed s for nodes belonging to the next better class K2, and

move at speed 2s for the best k3 nodes. We show that no

advantage may be gained by exploiting multiple speeds.
Consider a node (belonging to class K2), its nominal

transmission range, and a small segment on the path of the

mobile node, as shown in Fig. 12. Suppose when the mobile

node is moving at speed 2s, it is in the connectivity range

for time t. Thus, a length 2st of the mobile node’s path

passes within the connectivity range of this node. Suppose

t2 is the time alloted to each node in class K2, i.e., when the

mobile encounters a node inK2, it will slow down to speed s

and move at this speed for duration t2, covering a

distance st2. If st2 is smaller than the total distance for

which connectivity is available, 2st, then the increased time

spent in range is given by the time spent in moving the

distance 2st at speed s for time t2 and at speed 2s for the

remainder of the distance 2st� st2. This time, tconnected, is

given by

tconnected ¼ t2 þ
2st� st2

2s

¼ t2=2þ t:
ð12Þ

If, on the other hand, st2 is greater than 2st, then the time

spent in the connectivity range is the time taken to cover a

length 2st at speed s, given by:

tconnected ¼ 2t: ð13Þ

Since st2 is greater than 2st here, the value of tconnected in

(13) is smaller than that in (12). Now, for both of these cases,

the extra time spent by the mobile node for carrying out the

above slowing down procedure, compared to moving at

speed 2s throughout, is t2=2.
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Fig. 11. Visualizing the adaptive speed control strategy for a sample run
on a random topology. The X-axis in both subplots shows the distance
along the horizontal dimension of the deployment region and is at the
same scale for exact correspondence. Some nodes stay disconnected
as the topology is randomly generated.

3. Assume all nodes sample at the same rate; otherwise, percentages can
be used.

Fig. 12. Time spent by the mobile node in the nominal communication

range of a static node depends on what length of its path intersects with

the radio range of the static node.



As an alternative, consider moving at speed 2s and
stopping for the same extra time spent t2=2 when in the
connectivity range of this node. For this alternative, the
mobile node is in the connectivity range for tþ ðt2=2Þ. This
quantity is same as the value of tconnected in (12) and greater
than that found in (13). Thus, the mobile node can
potentially collect as much or even more data from this
static node when using only the stop and fast states instead
of using the extra state of intermediate speed. Thus, using
only two motion states to allocate differential time in
congested regions is at least as good as or even better than
using the extra speed. A similar argument can be drawn for
the use of four or more speeds.

8 EXPERIMENTAL RESULTS

This section describes the evaluation of the prototype
system and algorithms mentioned above. We created a
topology as shown in Fig. 13a. The mobile base station
moves on the path indicated. The path length is 12m in one
direction. The path traversal latency is fixed at 1 minute and
the naive speed used is s ¼ 20cm=s and, hence, 2s ¼ 40cm=s
is used as the fast speed for adaptive motion control. The
static nodes were generating data at 1 packet per second.

The mobile node is made to traverse the path multiple
times, first using the naive speed and then using the
adaptive motion control algorithm discussed in the pre-
vious section. A traversal is defined as the mobile node
covering the path in the forward direction (left to right in
the figure) only. There was no data collection when the
mobile node moved in the reverse direction as we assumed
that, in a realistic setting, the ending point of the path
would overlap with the starting point, forming a closed
loop, and, hence, the reverse travel would be eliminated.

We compare the amount of data collected per traversal
using the two motion control strategies. The results are

shown in Fig. 13b. The X-axis shows the node ID,
corresponding to Fig. 13a. The Y-axis shows the average
number of packets collected by the mobile base station per
path traversal. Note that while the total traversal time is the
same for both motion strategies, the data collected is
increased for all nodes with the adaptive motion control.

9 SIMULATION RESULTS

This section describes the simulation setup we used in the
process of system development. In addition, we present
simulation results involving the trade-off between speed
and buffer size.

The simulator used is TOSSIM [42]. This simulator was
used as a development tool for the communication protocol
and motion control software as the same code which is
executed by the simulator can be executed on the mote
hardware. In our system prototype, the only difference is
that the code for the mobile node is executed on a Stargate.
TOSSIM does not allow different programs on different
nodes, while we have to use a separate code on the mobile
node from the static ones. To work around this limitation,
we have both the mobile node and static node program
developed together and each node branches to the appro-
priate section based on the node’s identity (the identity of
the mobile node is fixed to enable this). To simulate
mobility, we use tython [43]. Tython allows modifying the
TOSSIM deployment scenario, such as dynamically moving
nodes, and we use this feature to simulate the motion of the
mobile base station. With this, the connectivity of the nodes
with the mobile base station changes dynamically as the
mobile base station moves.

As was noted in Section 5.3, the amount of buffer space
required at the static nodes has a dependence on the speed
of the mobile node. If the mobile moves at a faster speed
and makes more frequent data collection trips, a smaller
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Fig. 13. Experimental results. (a) The network topology used for experiments. The topology emulates the presence of regions with high node density

and regions with no nodes along the mobile node’s path. (b) Experimental results comparing the performance of adaptive motion control with naive

speed motion, using the network topology shown in (a).



buffer is expected to be required at the static nodes and, in
particular, at the cluster heads. We study the performance
of our proposed communication protocol at different
speeds for the mobile node and at different buffer sizes at
the static nodes. The simulation set up consists of 50 nodes
placed in a 100m� 100m area. The transmission radius was
set at r ¼ 25 to ensure node connectivity with high
probability at the above node density with random
deployments. The simulations are averaged over 20 ran-
dom topologies each. The mobile base station moved from
ð50; 0Þ to ð50; 100Þ, vertically traversing the square deploy-
ment region. On reaching the top, it would immediately
come back to the starting position as if the path is a closed
loop. The nodes are generating data at the rate of one
packet per second.

Fig. 14 shows the results obtained. Three speeds of
25cm/s, 50cm/s, and 100cm/s are considered. The X-axis
shows the buffer size on the static nodes. This is in units of
space required to store one packet worth of data. As the
noncluster head nodes would be continuously sending
data to their cluster heads, this buffer space is of relevance
for cluster heads only. Also, this buffer space indicates the
size of each queue shown in Fig. 9 in the cluster head. The
Y-axis shows the average number of packets received per
node at the mobile base station per 400s (traversal time at
slowest speed), averaged over multiple traversals. Since the
total time for data collection is kept constant at 400s at all
speeds, the number of traversals varies with the speed
used, allowing one traversal at 25cm/s, two traversals at
50cm/s, and four traversals at 100 cm/s.

We see that a small buffer is sufficient to collect the same
amount of data at higher speeds than was collected with a
much larger buffer size at slower speeds. This reduction in
the buffer size requirement comes at a cost: The mobile
moves a longer distance, which, in turn, costs more energy.
However, equipping the static nodes with a larger memory
requires a larger energy drain at the static nodes. Hence, if
the mobile base station has a higher energy capacity or
rapid recharging is available, a smaller buffer would be
preferred for the static nodes.

10 CONCLUSIONS

In this paper, we explored the possibility of using a mobile
device for data transfer in sensor networks. The motivation
for doing this was to save energy in the embedded sensor
nodes and increase the useful service time of a deployed
system. The key intuition was that using a mobile node to
establish shorter data routes reduces the data relaying
overhead, especially at the nodes close to the data egress
point in the network. We showed analytical calculations
which help develop this intuition further. We then
described many of the challenges in the design of such a
system, both for networking and for motion control, and
presented the design choices made in our prototype. The
network protocols we designed can even be used in other
systems which do not use controllably mobile nodes but
rely on available mobile elements in the deployment
environment which follow approximately fixed trajectories,
such as public transportation vehicles. The energy and
lifetime advantages may come at a cost of increased data
latency in many cases and this approach is advantageous
for applications where latency is acceptable.

An important conclusion to be drawn from this
investigation is that, for the same total amount of data
communicated, moving data physically may sometimes be
more energy efficient than transmitting it over a wireless
route, as was shown in Fig. 2, even when the energy
consumed by the mobile node for locomotion is provided
by the deployed system itself. Further, this approach
changes the points of energy consumption in the system
and makes adding energy to the system, on a long term
basis, easier than in a static network with no mobile
components. Energy expenditure at a small number of
mobile nodes is used to reduce the energy expenditure in a
much larger number of sensor network components. Thus,
the total energy may not be provided up front, but is added
to the system over a period of time, such as through
environmental energy harvesting. We expect this approach
to be advantageous in many long term sensor network
deployments.
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