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ABSTRACT
Many textbooks written in emerging countries lack clear and adequate coverage of important concepts. We propose a technological solution for algorithmically identifying those sections of a book that are not well written and could benefit from better exposition. We provide a decision model based on the syntactic complexity of writing and the dispersion of key concepts. The model parameters are learned using a tune set which is algorithmically generated using a versioned authoritative web resource as a proxy. We evaluate the proposed methodology over a corpus of Indian textbooks which demonstrates its effectiveness in identifying enrichment candidates.

1. INTRODUCTION
Education is acknowledged to be the primary vehicle for improving the economic well-being of people living in emerging regions and for helping them become productive members of society [1, 24]. While the problem of providing high-quality education is multi-faceted and complex [8, 41, 43], studies during last twenty five years have highlighted the positive impact on student achievement of relevant, good-quality textbooks. Particularly in emerging economies, evidence suggests that textbooks are one of the most cost-effective means of improving the educational quality [13, 18, 25, 34]. Textbooks are also indispensable for fostering teacher learning and for their ongoing professional development [19, 40]. Unfortunately, many textbooks in emerging countries suffer from the lack of clarity of language as well as the inadequacy of information provided in the textbook [38]. Because of cost considerations, textbooks are often compressed into fewer pages resulting in poor exposition of subject matter [2]. Recognizing the role of education in development and the importance of textbooks in creating a high quality education system, a data mining based approach has been recently proposed for enhancing the quality of textbooks [3].

The essential idea is to enrich textbooks by algorithmically augmenting different sections with links to authoritative content from the Web. Their implementation uses Wikipedia as the source for mining authoritative content. They first identify the set of key concept phrases contained in a section. Using these phrases, they find Wikipedia articles that represent the central concepts presented in the section and augment the section with links to them. A tacit assumption in [3] is that every section of a book needs augmentation. In this paper, we study the complementary problem of determining whether a section should be a candidate for enrichment since indiscriminate augmentations may put undue cognitive burden on the reader. We propose a decision model that uses the following variables:

1. **Syntactic complexity** of writing. Abstracting from the readability research [15], we employ two variables to model the syntactic complexity of a section: 
   - average sentence length in number of words, and
   - average word length in number of syllables. The higher the complexity, the greater is the need for augmentation.

2. **Dispersion** of key concepts. This variable originates from the observation that a section that contains widely dispersed concepts is harder to grasp than one that describes closely related concepts. The more dispersed are the concepts, the greater is the need for augmentation. We formalize the notion of dispersion and provide an algorithm for computing it.

Weights given to decision variables are learned using a tune set. The readability literature discourages using human ratings for creating tune set because of the difficulty of assembling a sufficiently large group of qualified judges [6, 48]. We therefore generate the tune set algorithmically in a novel way. The tune set consists of sections with different maturity, the intuition being that the more immature is a section, the greater the need for enriching it. In the absence of availability of update history, our implementation infers the maturity of a section by mapping it to the closest version of a Wikipedia article that has been updated multiple times and then using its maturity as a proxy for the maturity of the book section. If a section maps to multiple Wikipedia articles, maturities of the closest versions of
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each of the Wikipedia articles are aggregated to arrive at the maturity of the section.

The paper is organized as follows. We discuss related work in §2. The rationale and definitions of model variables are presented in §3. We describe the procedure for generating tune set and how it is used to combine the above variables into the decision model in §4. We present in §5 the results of applying our model to a corpus of textbooks published by the Indian National Council of Educational Research and Training (NCERT). We conclude with a summary and directions for future work in §6.

2. RELATED WORK

The question of what factors influence understandability of a reading material has intrigued researchers for a long time. An early comprehensive investigation, dating back to 1935 [20], identified two principal sets of factors. The first set pertains to individual differences, such as levels of intellectual capacity, reading skills, attitudes and goals, previous experiences, and personal interests and tastes. The second set relates to the readability of the material, which in turn depends on format (page layout, appearance, etc.), organization (headings, indexes, etc.), style (linguistic structural elements, tone of the writer, etc.), and content (theme, nature of the subject matter, etc.). Much of the readability research has focused on the style category because of perceived relative importance of stylistic variables and the fact that stylistic variables are easier to operationalize [22].

We refer the reader to the survey in [15] for overview of readability research. Sherman is considered to be the first to use statistical analysis for analyzing readability in 1890’s. By counting average sentence length per 100 periods, he showed how sentence-length averages had shortened over time [45]. The first readability formula, a weighted index of vocabulary complexity, is attributed to the work of Lively and Pressley in 1923 [33]. Since then, hundreds of linguistic variables have been used for the development of over two hundred readability formulas. Four principal types of linguistic variables have been studied: vocabulary load, sentence structure, idea density, and human interest. The most common measures of vocabulary load are rarity or difficulty of words, diversity of words, and word length. The most common measure of sentence difficulty is the average sentence length, though the percentages of indeterminate clauses and prepositional phrases have also been used. Idea density has been assessed by counts of propositional phrases or percentages of content words. Variables used for approximating human interest include the number of personal pronouns and nouns, proper names, and colorful words [6].

Readability formulas have been developed by first assessing the reading difficulty of a collection of texts and then applying regression analysis to the values of the chosen linguistic variables. Lorge’s 1939 study [35] first used scores associated with the McCall-Crabbs Standard Test Lessons in Reading [36], which were subsequently used in developing many readability formulas. The cloze procedure, introduced by Taylor in 1953 [47], replaces every nth word from a passage with a marker and then computes the difficulty of the passage as a fraction of deleted words that can be correctly guessed by a reader. Human judgments are rarely used for assigning reading difficulty because of the complexity of selecting an appropriate, large group of judges and questions concerning reliability and generalizability of results [6, 48].

The readability formulas generally compute the grade level (1 to 12), or a score from 0 (hard) to 100 (easy). Some widely used formulas include Flesch Reading Ease Score [17], Flesch-Kincaid Grade Level [31], Dale-Chall Grade Level [14], Gunning Fog Index [23], SMOG Index [37], Coleman-Liau Index [10], and Automated Readability Index [46]. Notwithstanding their criticism because of their purported low validity from the perspective of psycholinguistic theories [5, 42] and efforts to develop new approaches [11, 29, 30, 51], the usefulness of readability formulas has been documented in a large number of papers and they remain in wide use in a variety of settings [15]. They have also been found to be valid for English as foreign/second language use [21].

We do not directly use readability formulas as decision variables in our model. However, it is only through a careful analysis of various formulas that we arrive at our decision variables.

Work related to our notion of the dispersion of key concepts includes research on idea density, cohesion, and coherence. The psycholinguistic research, stemming from the work of Kintsch and Keenan [32], considers the proposition to be the basic unit of understanding, and defines idea density to be the fraction of propositions in a text. Since a proposition requires certain amount of processing effort, the high idea density makes for slower processing. Propositions correspond roughly to verbs, adjectives, adverbs, prepositions, and subordinating conjunctions, but not nouns or pronouns [12]. On the other hand, the building blocks of our dispersion computation are concepts, which correspond to terminological noun phrases [28]. The consensus in the readability research is that idea density explains little variance beyond what is already accounted by vocabulary overload and sentence structure [22].

In linguistics, coherence refers to the connectedness of the ideas in a piece of writing, whereas cohesion refers to connections between sentences [50]. Cohesion provides a sense of flow from sentence to sentence and the principle of cohesion states that one must start a sentence with old information and end it with new information. The principle of coherence states that to make a series of individual sentences into a coherent passage, one must focus the topics of those sentences on a limited number of concepts. The topic of a sentence is thought to be among the first few words of a sentence [39]. Thus, our notion of dispersion of concepts has conceptual similarity with the notion of coherence. However, coherence is still in the process of being defined and there is considerable fuzziness in the use of the terms coherence and cohesion; the author of the classic work, *The grammar of coherence* [49] now says that it should have been entitled *The grammar of cohesion* [27]. We give a rigorous definition of dispersion and provide an algorithm for computing it.

Related work also includes the proposal in [2] to create an education network to harness the collective efforts of educators, parents, and students to collaboratively enhance the quality of educational material. Some websites (e.g., Note-monk.com) allow students to download textbooks, ask questions on a topic, and annotate books for quick reference. Several institutions are making the videos of the course lectures available through Internet and there are websites (e.g., EducationPortal.com) that aggregate links to them. Another noteworthy effort is the Digital StudyHall project [44]. They digitally record live classes, collect them in a large distributed database, and distribute them on DVDs to poor...
rural and slum schools. We view these efforts as complimentary approaches to improving the quality of textbooks.

3. DECISION VARIABLES

Our decision model for enriching a section is based on the syntactic complexity of the writing and the dispersion of key concepts mentioned in the section. We discuss here the rationale for choosing these decision variables and formally define them.

3.1 Syntactic Complexity

Table 1 summarizes some of the popular readability formulas and the variables they use. We observe that all formulas base their calculations on two classes of variables. First, they all use a sentence structure measure, generally sentence length, the underlying intuition being that longer sentences are harder to read and comprehend. The sentence length can be in terms of the number of letters or the number of words, though the empirical evidence from past studies overwhelmingly favors the number of words.

The second measure they use captures the difficulty of the vocabulary at word level in terms of word familiarity or word length. The Dale long list [14] is frequently used for computing word familiarity. We do not employ word familiarity because of potential vocabulary mismatch between textbooks written in local variants of English and the Dale list. The word length can be defined in terms of the number of syllables or the number of letters. Both Coleman-Liau Index and Automated Readability Index calculate word length in number of letters, but their primary consideration was data processing efficiency and the effectiveness of this approach is suspect [15]. Another approach is to compute word length in terms of the number of syllables, the intuition being that the words with more syllables are more complex.

We also note that different readability formulas combine the above two measures differently and the combinations are learned with respect to specific datasets (often McCall-Crabbs Standard Test Lessons in Reading [36]). As a result, these formulas are highly correlated, a fact we confirmed in our experiments. We find it unnatural to use the regression equations (with their specific intercepts and coefficients) underlying these formulas directly as variables in the decision model.

After considerable experimentation, we settled on the following two variables as measures for the complexity of writing:

1. Average sentence length: average number of words per sentence in the section.
2. Average word length: average number of syllables per word in the section.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Formula</th>
<th>Formula</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flesch Reading Ease Score [17]</td>
<td>206.835 – 84.6 × S/W – 1.015 × W/T</td>
<td>SMOG Index [37]</td>
<td>3.0 + √30 × C/T</td>
</tr>
<tr>
<td>Flesch-Kincaid Grade Level [31]</td>
<td>−15.39 + 11.8 × S/W + 0.39 × W/T</td>
<td>Coleman-Liau Index [10]</td>
<td>−15.8 + 5.88 × L/W − 29.59 × T/W</td>
</tr>
</tbody>
</table>

Table 1: Popular readability formulas and their variables

Algorithm 1: ComputeDispersion

Input: A textbook section \( s \); Grammatical pattern \( R \) for detecting terminological noun phrases; An authoritative structured external source of concepts that also contains relationship between them (e.g. Wikipedia).

Output: Dispersion value for section \( s \).

1: Compute set \( C \) of candidate concepts present in section \( s \) using the linguistic pattern \( R \).
2: Determine set \( V \) of nodes corresponding to concepts in \( C \) that match an article title from the external source.
3: Let \( W \) denote the set of all links in the external source. Define \( E = \{(v_1, v_2)|v_1, v_2 \in V \land (v_1, v_2) \in W\} \). Compute the directed graph \( G = (V, E) \) thus induced by links in \( W \).
4: \( dispersion(s) := 1 - \frac{|E|}{|V||V| - 1} \).

See [9, 16] for algorithms for computing the number of syllables per word. The number of syllables in a word can also be approximated by counting consonant-separated vowels. Each group of adjacent vowels counts as one syllable (for example, ‘ea’ in ‘real’ contributes one syllable, whereas ‘e...a’ in ‘regal’ contributes two syllables), but an ‘e’ occurring at the end of a word does not contribute to syllable count. Each word has at least one syllable.

3.2 Dispersion

We next consider a semantic notion of the quality of a book section. After going through several textbooks, we observed that a section that discussed concepts related to each other had better quality than one that discussed many unrelated concepts. We formally capture this intuition by defining a measure of dispersion over key concepts.

Let \( V \) represent the set of key concepts present in a section \( s \). Let \( rel \) be a binary relation that determines whether a concept in \( V \) is related to another concept in \( V \), that is, \( rel(x, y) \) is true if concept \( x \) is related to concept \( y \) and false otherwise. We define \( dispersion \) of a section as the fraction of ordered key concept pairs that are not related, that is,

\[
dispersion(s) := \frac{|\{(x, y)|x, y \in V \land x \neq y \land \neg rel(x, y)\}|}{|V|(|V| - 1)}.
\]

We note that \( dispersion \) takes values between 0 and 1, with 0 corresponding to a section where all key concepts are mutually related and 1 corresponding to a section with mutually unrelated key concepts. We next describe how we compute the set of key concepts and the \( rel \) relation (Algorithm 1).
3.2.1 Computing dispersion

The concepts of interest in our application typically consist of terminological noun phrases containing adjectives, nouns, and sometimes prepositions [28]. It is rare for concepts to contain other parts of speech such as verbs, adverbs, or conjunctions. We identify candidate concepts using the techniques described in [3], employing the linguistic pattern \( A^*N^+ \), where \( A \) is an adjective and \( N \) a noun. Examples of concepts satisfying this pattern include “cumulative distribution function”, “fiscal policy”, and “electromagnetic radiation”. This pattern has been shown to perform somewhat better than the patterns \( C^*N \) and \( (C^*NP)(C^*N) \), where \( P \) refers to a preposition and \( C = A|N \).

Having determined the set of concepts, a straightforward approach to derive rel relation would be to manually label the concept pairs. However, labeling is a laborious and subjective task. We instead consider an authoritative structured external source of concepts that also contains relationships between them and map concepts in textbooks to this source.

Our implementation maps textbook concepts to Wikipedia articles and treats a concept \( c_1 \) to be related to another concept \( c_2 \) if the Wikipedia article corresponding to \( c_1 \) has a link to the Wikipedia article corresponding to \( c_2 \). We only consider concept phrases that match the title of a Wikipedia article exactly. If any Wikipedia article is redirected to another article, we follow the redirect link till an article exactly. If any Wikipedia article is redirected to an other article, we follow the redirect link till an article is found. We then consider the directed graph induced by these mapping articles and the Wikipedia links between them. We remove the isolated nodes in this graph, and compute dispersion as one minus the edge density in the resulting concept graph (using Eqn. 1).

We illustrate our notion of dispersion through some examples from the NCERT textbooks. Figure 1(a) and 1(b) show the concept graphs for two sections with small dispersion. The first section titled “Types of Quadrilaterals” from Grade IX Mathematics book has 19 directed edges over 6 nodes with dispersion 0.37 and the second section titled “Charged Particles in Matter” from Grade IX Science book has 29 directed edges over 8 nodes with dispersion 0.48. Indeed we observe that the concepts within each of these sections are quite related to one another, contributing to many links between the corresponding Wikipedia articles and thus the low dispersion values. Figure 1(c) shows the concept graph for a section with large dispersion (with some isolated nodes also shown). This section titled “Variety of Methods” from Grade XII Sociology book has 9 edges over 13 non-isolated nodes, contributing to a dispersion value of 0.94. We see that the section discusses rather unrelated concepts, contributing to fewer links between the corresponding Wikipedia article and thus large dispersion.

4. DECISION MODEL

We take a learning approach to arrive at the model for deciding whether a book section requires enrichment. Our proposed model is probabilistic which learns its parameters using a tune set. A seemingly obvious way of generating the tune set would be to have human judges. However, it is difficult to assemble a sufficiently large group of qualified judges who can provide consistent ratings. We, therefore, generate the tune set algorithmically. The tune set consists of sections with different maturity, the intuition being that the more immature is a section, the greater the need for its enrichment. We discuss the decision model and the generation of tune set next.

4.1 Model

Our goal is to learn a decision model that can provide a probabilistic score of whether a textbook section requires enrichment based on the values of decision variables for that section. We would also like such a decision model to automatically learn the relative importance between the decision variables. The binary logistic regression eminently lends itself to this desiderata.

Let \( \mathbf{z} \) represent a section’s decision variables: a three dimensional vector whose components are the average sentence length, average word length, and dispersion. Given \( \mathbf{z} \), the binary logistic regression predicts the probabilistic score that a section needs enrichment (i.e., label \( y = 1 \)) through the logistic function:

\[
P(y = 1|\mathbf{z}, \mathbf{w}) = \frac{1}{1 + \exp\{-b + \mathbf{w}^T \mathbf{z}\}}.
\]  

(2)

The parameter \( \mathbf{w} \) is the weight vector of the function, with each component \( w_j \) measuring the relative importance of the decision variable \( z_j \) for predicting the label \( y \).
Algorithm 2 GENERATE_TUNE_SET
Input: A corpus of textbooks divided into sections; A collection of versioned documents from an authoritative web resource such as Wikipedia; Threshold parameters \( \theta_1 \) and \( \theta_2 \).
Output: A tune set consisting of a subset of sections, each labeled either 1 (Enrich) or 0 (Don’t).

1: for each section \( s \) do
2: Map section \( s \) to a set \( W(s) \) of most similar versioned documents from the web resource, along with their similarity scores \( \text{sim}(s,v) \) \( \forall v \in W(s) \). (§4.2.1)
3: Compute immaturity score \( \tilde{m}(v) \) for each versioned document \( v \in W(s) \). (§4.2.2)
4: Compute immaturity score \( m(s) \) for section \( s \) by aggregating immaturity scores \( \tilde{m}(v) \) for \( v \in W(s) \), weighted by their similarity scores \( \text{sim}(s,v) \).
5: \( \text{Label}(s) := 1 \) if \( m(s) > \theta_1 \); 0 if \( m(s) < \theta_2 \); undefined otherwise.
6: end for
7: Output \( \langle s, \text{Label}(s) \rangle \) for sections \( s \) where \( \text{Label}(s) \) is either 0 or 1.

The weight vector \( w \) is learned from a tune set consisting of \( N \) textbook sections: \( \{Z,y\} = \{(z_1,y_1), \ldots, (z_N,y_N)\} \), with \( (z_i,y_i) \) representing the decision variable vector \( z_i \) and the label \( y_i \) for the \( i^{th} \) textbook section. The optimal \( w \) is the one that maximizes the conditional log-likelihood of the labels in the tune set:

\[
\arg \max_w \log P(y|Z, w) = \arg \max_w \sum_{i=1}^N \log P(y_i|z_i, w). \tag{3}
\]

During the application phase, the probability computed by the model for a given textbook section is multiplied by 100 to yield the Enrichment Score which is then used to decide whether to enrich the section or not.

4.2 Generating Tune Set

Given the difficulty of obtaining manual judgments, we propose using meta data associated with textbooks to obtain labels. One such meta data is the immaturity level of a section; an immature section hinders the positive learning experience of a student, and therefore calls for enrichment. However, immaturity computation requires access to rich data such as extent and timing of the revisions, which is typically not available for textbooks. We, therefore, resort to an indirect device for estimating the maturity of a section.

We note that authoritative information resources on the Web, such as Wikipedia, are created through collective efforts of multiple authors. The content gets repeatedly updated until writers expressing opinions on the subject come to a consensus. Hence, we map a textbook section to the most similar version of a similar article in a web resource and use the immaturity of that version as the proxy for the immaturity of the textbook section.

The tune set generation is outlined in Algorithm 2. We sample a subset of textbook sections across all subjects and classes. For each section, we find a small set of closest matching versions in the web resource that are similar in content. The matches are found using the technique described in §4.2.1. We then compute the immaturity for these versions using the technique given in §4.2.2. The immaturity scores are then aggregated through a weighted combination (weights are the normalized similarity scores) to produce the maturity score for the textbook section. This score is then converted into a decision on what label should be assigned to this book section.

We note that the immaturity computation is reliable only at the extreme ends: very high values or very low values of scores. Fortunately, we only need a few labeled sections in the tune set. The parameters \( \theta_1 \) and \( \theta_2 \) allow us to achieve this goal. Their values are empirically determined, balancing the need for high precision with the need for having sufficient labeled data.

4.2.1 Computing similarity

In a document model where each document is treated as a set of words, a well-known measure of similarity between documents \( A \) and \( B \) is the Jaccard index, defined as \( \text{sim}(A,B) = |A \cap B|/|A \cup B| \). However, documents in our application can have large sizes that can make this computation expensive. Documents can also have very different lengths and not all terms in a document contribute equally to the identity of the document. We describe next the method that incorporates these concerns.

First, a few preliminaries. Given a set \( A \subseteq U \) of elements, its min-wise independent permutation, \( M_H(A) := \arg \min_x \{R(x) | x \in A\} \), where \( R : U \to [0,1] \) is a consistent hash function that maps elements from \( U \) uniformly and randomly in the interval \([0,1]\). Thus, \( M_H(A) \) denotes the least element of \( A \) in the permutation.

Paraphrasing, additions or deletions indicate the amount of maturity. We note that the immaturity computation is reliable only at the extreme ends: very high values or very low values of scores. Fortunately, we only need a few labeled sections in the tune set. The parameters \( \theta_1 \) and \( \theta_2 \) allow us to achieve this goal. Their values are empirically determined, balancing the need for high precision with the need for having sufficient labeled data.

During the application phase, the probability computed by the model for a given textbook section is multiplied by 100 to yield the Enrichment Score which is then used to decide whether to enrich the section or not.

4.2.2 Computing immaturity

Consider a web repository in which a new version of a document is created at the end of the day, ignoring multiple updates to the document within a day. Older versions of a document are saved when a new version is created. We observe the following:

- Paraphrasing, additions or deletions indicate the amount of revision. Thus, the relative change in the size of the document is an indicator of the maturity of a version (the smaller the change, the higher the maturity).
- The number of days for which a version remains the latest version is also an indicator of the maturity of the version (the longer the duration, the higher the maturity).
- People tend to consult nearby versions when creating a revision. Thus, maturity is a local phenomenon driven by local context.
Table 2: NCERT textbooks by grade and subject

<table>
<thead>
<tr>
<th>Grade</th>
<th>Science</th>
<th>Social Sciences</th>
<th>Commerce</th>
<th>Mathematics</th>
</tr>
</thead>
<tbody>
<tr>
<td>IX</td>
<td>History, Political Science</td>
<td>History</td>
<td>Accountancy, Economics, Business Studies</td>
<td>Mathematics</td>
</tr>
<tr>
<td>X</td>
<td>History</td>
<td>Political Science</td>
<td>Accountancy, Economics</td>
<td>Mathematics</td>
</tr>
<tr>
<td>XI</td>
<td>Physics</td>
<td>History, Sociology</td>
<td></td>
<td>Mathematics</td>
</tr>
<tr>
<td>XII</td>
<td></td>
<td></td>
<td></td>
<td>Mathematics</td>
</tr>
</tbody>
</table>

Figure 2: Correlation between the decision variables

Assume days are numbered from 1 to the current day $T$. Consider a document whose initial version $v_1$ was created on day 1. Let $L$ be a vector of length $T$ whose $i^{th}$ component $L_i$ is equal to the size of the document (in number of words) on day $i$. Define a vector $\delta(L)$ whose $i^{th}$ component is the relative change in document size between neighboring days $i$ and $i - 1$:

$$\delta(L)_i = |L_i - L_{i-1}|/L_i.$$  

For a particular version $v$ created on day $d$, we define its immaturity $\tilde{m}(v)$ to be the value of convolution between $\delta(L)$ and a smooth filter $h$ on day $d$:

$$\tilde{m}(v) := (\delta(L) * h)_d = \sum_{j=\max(-K/2,1-d)}^{\min(K/2,T-d)} h_j \delta(L)_{d+j},$$

where $K$ is a parameter of the filter used in the convolution. The convolution with a smooth filter allows for modeling immaturity as a smooth continuous process, and the use of local neighborhood enables incorporating local context. We employ the frequently used Hann Filter [4]

$$h_j = 0.5(1 + \cos(2\pi j/K))$$

that has K days spatial support with a smooth fall off in the chosen K sized neighborhood.

We note that there have been efforts (e.g. [26]) to assign quality index to Wikipedia articles taking into account edit history of the article such as the frequency and size of edits and the type and reputation of the authors. However, we are not aware of any work targeted at computing the maturity of an arbitrary version of a Wikipedia article.

5. EXPERIMENTS

We performed a large number of experiments to evaluate the effectiveness of the proposed methodology. We next present some of the key results.

5.1 Experimental Setup

We used a corpus of high school textbooks published by the Indian National Council of Educational Research and Training (NCERT). We considered seventeen books from grades IX–XII, covering four broad subject areas: Sciences, Social Sciences, Commerce, and Mathematics. Table 2 provides a breakup of the books by grade and subject. The same dataset has been used in the study in [3]. There are a total of 191 chapters and 1313 sections in these books. We limit our experiments to sections with at least 20 sentences and 300 words so that each section is large enough to contribute to meaningful decision variable computations.

The decision model is trained over normalized values of the variables. We use the normalization, $x \rightarrow (x - \mu)/(\sigma)$. For generating tune set, we use Wikipedia as the web resource and consider all versions of a Wikipedia article from year 2008 to 2010. For computing the immaturity score of a version, we use the local neighborhood of one month ($K = 30$ in Eqn. 5). To obtain the thresholds for converting the immaturity score to labels (Algorithm 2), we look at the histogram of immaturity scores, and pick thresholds that yield balanced dataset. We thus use thresholds of $\theta_1 = 0.3$ and $\theta_2 = 0.1$.

5.2 Analysis of Decision Variables

We first investigated whether our decision variables have independent signals. Figure 2 shows the mutual correlation between the three variables. We see that the variables have almost no correlation ($R^2$ values are low: 0.0006 between average sentence length and average word length; 0.0007 between dispersion and average sentence length; 0.0624 between dispersion and average word length). Hence, we choose to include them all in the decision model.

5.3 Decision Model

<table>
<thead>
<tr>
<th>Decision variable</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sentence length</td>
<td>0.268</td>
</tr>
<tr>
<td>Average word length</td>
<td>0.068</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.284</td>
</tr>
<tr>
<td>Intercept (b)</td>
<td>-0.806</td>
</tr>
</tbody>
</table>

Table 3: Weights of the decision model

Table 3 shows the learned weights of our decision model. The weights capture the relative importance of the decision
variables; in fact, a positive value indicates that the corresponding variable positively contributes towards the need for enrichment. We can see that all the weights have the right directionality; they all have positive coefficients suggesting that sections having dispersive concepts, long sentences, or long words are good candidates for enrichment. While both average sentence length and dispersion have similar weights, average word length plays a smaller role.

<table>
<thead>
<tr>
<th>Decision variable</th>
<th>Avg. weight</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sentence length</td>
<td>0.274</td>
<td>0.007</td>
</tr>
<tr>
<td>Average word length</td>
<td>0.076</td>
<td>0.009</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.290</td>
<td>0.012</td>
</tr>
<tr>
<td>Intercept (b)</td>
<td>−0.807</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 4: Stability of the weights

We performed sensitivity analysis to validate the learned weights. In particular, we relearned the model using random subsets of the tune set, each time removing 100 random samples from it. The mean and variance of the weights over 100 learned models are shown in Table 4. This analysis indicates that the learned model is fairly stable.

We use the learned model to make three kinds of prediction: **Enrich**, **Don’t**, and **Examine**. We compute the enrichment score predicted by the decision model for all the sections and sort the scores in decreasing order. Sections in the first quartile of this sorted list are candidates for **Enrichment**. Those in the fourth quartile do not require enrichment and are tagged with **Don’t**. Sections in the remaining two quartiles need human intervention in order to decide whether they need enrichment, and hence the tag **Examine**. This quartile binning put a threshold of 34 and above for **Enrich**, and 29 and below for **Don’t**.

### 5.4 Quality of Results

We applied our decision model to the NCERT corpus and then manually examined the quality of results for some sample sections.

#### 5.4.1 Sections Needing Enrichment

Table 5 shows four sections with high predicted scores for the need for enrichment, along with the values of the decision variables. These sections have relatively long sentences (up to six standard deviations to the right of the mean) and large dispersion values (close to unity). Consider, for example, the section titled “Choice of Form of Business Organization”. There are many long sentences such as the one below, making the comprehension harder.

*Factors like capital contribution and risk vary with the size and nature of business, and hence a form of business organisation that is suitable from the point of view of the risks for a given business when run on a small scale might not be appropriate when the same business is carried on a large scale.*

Furthermore, this section presents a number of new concepts, many of which are not directly related to each other. Here are some examples from the 56 concepts identified: “limited liability”, “assets”, “companies law”, “functional areas” and “karta”. Given the broad range of concepts discussed in this section, a reader is likely to benefit from enrichment.

Similarly, the section titled “Forms of Organizing Public Sector Enterprises” lists a taxonomy of public and private sector enterprises and discusses three forms of public enterprises. This section presents many concepts that are not directly related (e.g. “legislature”, “private sector”, “national security”, “globalisation”, “statutory corporation”, “capital market”). Moreover, this section contains a large number of complex words (e.g. ‘liberalisation’ (6 syllables), ‘propri- 
etorship’ (5 syllables), ‘globalization’ (5 syllables), ‘privatization’ (5 syllables), ‘statutory’ (4 syllables), ‘legislature’ (4 syllables)). The section also contains long sentences such as the one below.

*According to the Indian Companies Act 1956, a government company means any company in which not less than 51 percent of the paid up capital is held by the central government, or by any state government or partly by central government and partly by one or more state governments.*

#### 5.4.2 Sections Not Needing Enrichment

Table 6 shows four sections with low scores for the need for enrichment. We notice that these sections typically have low dispersion values (up to eight standard deviations left of the mean), suggesting that they discuss concepts that are related to each other. For example, consider the section titled “Electric Generators”. The key concepts identified from this section are “electric current”, “magnetic field”, “electric power”, “electricity”, “direct current”, “electrical gener-
### Table 7: Two sections each with high enrichment scores (left column) and low enrichment scores (right column) for all the books for which key concepts were identified in [3]

<table>
<thead>
<tr>
<th>Physics (XII, Physics)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 10: Wave Optics</td>
<td>Chapter 1: Electric Charges and Fields</td>
</tr>
<tr>
<td>Section 1: Introduction</td>
<td>Section 7: Forces between Multiple Charges</td>
</tr>
<tr>
<td>Enrich:(34, 19.7, 1.7, 0.89)</td>
<td>Don’t:(14, 15.0, 1.3, 0.24)</td>
</tr>
<tr>
<td>Chapter 10: Wave Optics</td>
<td>Chapter 13: Nuclei</td>
</tr>
<tr>
<td>Section 4: Coherent and Incoherent Addition of Waves</td>
<td>Section 7: Nuclear Energy</td>
</tr>
<tr>
<td>Enrich:(34, 19.1, 1.5, 0.93)</td>
<td>Don’t:(16, 16.1, 1.6, 0.25)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Introductory Macroeconomics (XII, Economics)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 6: Open Economy Macroeconomics</td>
<td>Chapter 4: Income Determination</td>
</tr>
<tr>
<td>Section 2: The Foreign Exchange Market</td>
<td>Section 2: Movement along a Curve versus Shift of a Curve</td>
</tr>
<tr>
<td>Enrich:(37, 21.5, 1.6, 0.97)</td>
<td>Don’t:(27, 12.0, 1.4, 0.87)</td>
</tr>
<tr>
<td>Chapter 2: National Income Accounting</td>
<td>Chapter 6: Open Economy Macroeconomics</td>
</tr>
<tr>
<td>Section 1: Some Basic Concepts of Macroeconomics</td>
<td>Section 4: Trade Deficits, Savings and Investment</td>
</tr>
<tr>
<td>Enrich:(37, 20.5, 1.6, 0.98)</td>
<td>Examine:(30, 13.1, 1.6, 0.90)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Themes In Indian History (XII, History)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 11: Rebels and the Raj</td>
<td>Chapter 1: Bricks, Beads and Bones</td>
</tr>
<tr>
<td>Section 3: What the rebels wanted</td>
<td>Section 7: Seals, Script, Weights</td>
</tr>
<tr>
<td>Enrich:(41, 26.2, 1.6, 0.98)</td>
<td>Don’t:(25, 11.4, 1.5, 0.77)</td>
</tr>
<tr>
<td>Chapter 15: Framing the Constitution</td>
<td>Chapter 12: Colonial Cities</td>
</tr>
<tr>
<td>Section 2: The Vision of the Constitution</td>
<td>Section 1: Towns and Cities in Pre-colonial Times</td>
</tr>
<tr>
<td>Enrich:(39, 24.5, 1.6, 0.96)</td>
<td>Don’t:(26, 15.7, 1.7, 0.69)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indian Society (XII, Sociology)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 4: The Market as a Social Institution</td>
<td>Chapter 2: The Demographic Structure of the Indian Society</td>
</tr>
<tr>
<td>Section 1: Sociological Perspective</td>
<td>Section 5: Literacy</td>
</tr>
<tr>
<td>on Markets and the Economy</td>
<td></td>
</tr>
<tr>
<td>Enrich:(40, 23.8, 1.8, 0.98)</td>
<td>Don’t:(28, 9.9, 1.8, 0.89)</td>
</tr>
<tr>
<td>Chapter 3: Social Institutions: Continuity and Change</td>
<td>Chapter 2: The Demographic Structure of the Indian Society</td>
</tr>
<tr>
<td>Section 2: Tribal Communities</td>
<td>Section 6: Rural-Urban Differences</td>
</tr>
<tr>
<td>Enrich:(40, 23.8, 1.8, 0.97)</td>
<td>Don’t:(27, 14.6, 1.6, 0.76)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mathematics (XII, Mathematics)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 9: Differential Equations</td>
<td>Chapter 6: Application of Derivatives</td>
</tr>
<tr>
<td>Section 5: Methods of Solving First Order,</td>
<td>Section 5: Approximations</td>
</tr>
<tr>
<td>First Degree Differential Equations</td>
<td></td>
</tr>
<tr>
<td>Enrich:(37, 25.5, 1.3, 0.92)</td>
<td>Don’t:(21, 10.8, 1.3, 0.65)</td>
</tr>
<tr>
<td>Chapter 13: Probability</td>
<td>Chapter 9: Differential Equations</td>
</tr>
<tr>
<td>Section 6: Random Variables and its Probability Distributions</td>
<td>Section 3: General and Particular Solutions</td>
</tr>
<tr>
<td>Enrich:(33, 18.6, 1.3, 0.95)</td>
<td>of a Differential Equation</td>
</tr>
<tr>
<td>Examine:(33, 18.6, 1.3, 0.95)</td>
<td>Don’t:(21, 11.8, 1.5, 0.60)</td>
</tr>
</tbody>
</table>

5.4.3 Enrichment Scores of Books / Sections Discussed in [3]

For reference, we provide in Table 7 two sections each that have been predicted to need enrichment most and least for all the books for which key concepts were identified in [3]. Trends discussed earlier also hold for these books. For example, for Grade XII Physics book, we observe that the large difference in the enrichment scores between sections needing enrichment and sections not needing enrichment arises due to the large difference in dispersion scores. For Grade XII Introductory Macroeconomics book, the difference arises due to the significant difference in average sentence length. For Grade XII books on History (Themes in Indian History), Sociology (Indian Society) and Mathematics, the significant differences in both average sentence length and dispersion contribute to the difference in enrichment scores.

We provide in Table 8 the enrichment scores for the specific sections for which key concepts were identified in [3]. We see that some of these sections do need enrichment, while some don’t. Thus, by identifying sections that are not well-written and could benefit from enrichment, our results complement the work in [3] where the focus is on identifying key concepts that should be augmented with links to web content.

6. CONCLUSIONS AND FUTURE WORK

Given the centrality of education for improving the lives of people in emerging regions and the role of textbooks in a high quality education system, we set out to devise technologies for enriching textbooks. We presented a diagnostic tool for identifying those sections of a book that are not well-written and hence should be candidates for enrichment. We propose a probabilistic decision model for this purpose, which is based on syntactic complexity of the writing and the newly introduced notion of the dispersion of key concepts mentioned in the section. The model is learned using a tune set which is automatically generated in a novel way. This procedure maps sampled text book sections to the closest versions of Wikipedia articles having similar content and uses the maturity of those versions to assign need-
enrichment of a section. Exploring new applications of the ideas introduced in this paper and generalizing them would be an interesting direction for future work.

Another interesting direction would be to vet the results of this study by polling the current users of the textbooks. Ideally, the students would provide their judgments soon after they have finished studying a section. A beneficial by-product of this exercise would be the creation of useful labeled data for further refining the model for diagnosing deficient sections. Finally, it would be fruitful to investigate the extensions needed for applying the techniques from this paper to textbooks written in non-English languages.
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