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ABSTRACT
In this work, we study the problem of hand-drawn sketch recognition. Due to large intra-class variations presented in hand-drawn sketches, most of existing work was limited to a particular domain or limited pre-defined classes. Different from existing work, we target at developing a general sketch recognition system, to recognize any semantically meaningful object that a child can recognize. To increase the recognition coverage, a web-scale clipart image collection is leveraged as the knowledge base of the recognition system. To alleviate the problems of intra-class shape variation and inter-class shape ambiguity in this unconstrained situation, a query-adaptive shape topic model is proposed to mine object topics and shape topics related to the sketch, in which, multiple layers of information such as sketch, object, shape, image, and semantic labels are modeled in a generative process. Besides sketch recognition, the proposed topic model can also be used for related applications such as sketch tagging, image tagging, and sketch-based image search. Extensive experiments on different applications show the effectiveness of the proposed topic model and the recognition system.
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Figure 1: Examples of hand-drawn sketches. The sketch recognition system targets at recognizing a reasonable hand-drawn sketch.

1. INTRODUCTION
Nowadays, sketching has become one of the most natural ways for human-computer interaction, especially as the increasing popularity of devices with touch screens. Thus, how a computer can recognize a human’s hand-drawn sketch, as a basic problem of artificial intelligence, has attracted more and more attentions. An effective sketch recognition system can help a computer know more about human intentions, and thus will be of great value to a variety of applications, such as human-computer interaction, game design, sketch-based search, and children education.

Sketch recognition has been studied since 1990s in computer vision and graphics. Most of existing approaches for sketch recognition [1, 11, 12, 13, 18, 26, 27] mainly focus on recognizing basic shapes in specific domains such as UML diagrams and mechanical engineering. The dependency on domain-specific knowledge makes it difficult to adapt these algorithms to solve problems in other domains, let alone recognize an arbitrary hand-drawn sketch.

Related work such as shape recognition and classification [2, 19, 20, 21] mainly targets at designing effective shape descriptors and matching models to handle global and/or local non-rigid shape deformations. Thus, although kept from the uncertainty bought by hand-drawn sketches, this kind of work is still limited in small-scale datasets, due to the complexity of matching models and the lack of an efficient index solution.
In this work, we study the problem of hand-drawn sketch recognition. There is no particular constraint, and any semantically meaningful object a child can recognize might be a drawing target, as shown in Fig. 1. This differentiates the problem we are targeting at from existing work, and thus some new challenges arise, i.e. object coverage\(^1\), intra-class shape variation, inter-class shape ambiguity, and sketch uncertainty.

**Object coverage:** Since there are potentially unlimited objects with typical shapes in the world, a practical sketch recognition system should have the ability to recognize as many objects as possible.

**Intra-class shape variation:** As shown in Fig. 2, even for one object, there might be many shapes. Traditional domain-specific shape modeling methods might not work here, since the shape models of potentially unlimited objects will be of large diversity.

**Inter-class shape ambiguity:** In such an unconstraint situation in terms of potentially unlimited objects and shapes, there might exist many ambiguous shapes which could represent different objects, as shown in Fig. 3. This makes the recognition process more challenging, and motivate us to find other information besides shape features.

**Sketch uncertainty:** Hand-drawn sketches always exhibit variations and ambiguities, as shown in Fig. 4. The recognition process should not only well reflect the shape of the sketch query, but also be robust enough to an imprecise sketch.

\(^1\)With a slight abuse of terminology, in this work we use “object” to represent a class of objects with a same semantic meaning.

To increase the *object and shape coverage*, a large-scale database is highly desired to be the knowledge base of the recognition system. Thus, we collected one million clipart images from the web as the knowledge base, for the contours in clipart images have a similar style to hand-drawn sketches. Most of these images have noisy textual information such as titles and the surrounding text. Since it is impractical to model all objects and shapes in this huge knowledge base, an effective sketch-based image search technology \[^7\] is leveraged to find visually similar images to the sketch, and then a query-adaptive image collection is obtained. Thus, the problem is reduced to how to recognize the sketch based on a collection of images with noisy words.

Due to sketch uncertainty, their might be different objects with variant shapes in the collection, which causes the problems of intra-class shape variation and inter-class shape ambiguity. These problems, together with the noisy descriptions of the images, make it less effective to mine keywords directly from the textual information of the collection. Thus, to alleviate these problems, we leverage both the shape and textual features to recognize the sketch.

Therefore, the task of sketch recognition is to discover *object topics* and *shape topics* from the query-adaptive image collection, both of which are actually coupled together due to the problems of shape variation and ambiguity. For example, as shown in Fig. 2 and Fig. 3, the shapes of the same object may be very different, while those of different objects may be visually similar. Therefore, for the task of sketch recognition, an effective algorithm is required to simultaneously model object topics and shape topics, with ability of handling both visual and textual features. Here an *object topic* represents a kind of object that occurs in the collection, and a *shape topic* represents a certain shape of objects.

In this work, we propose a probabilistic topic model for hand-drawn sketch recognition, i.e. Query-adaptive Shape Topic (QST) model, to simulate the generative process of an image and its textual information. In QST, two layers of latent topics, i.e. object topics and shape topics, are presented to alleviate the shape variation and ambiguity problems. More specifically, an image is supposed to contain one object topic, and this object topic generates a typical shape topic and related semantic tags. Moreover, the sketch query is not only used to find the query-adaptive image collection, but also supervises the generative process of the shape features from shape topics in QST.

The QST model is appropriate for solving the sketch recognition problem because of the following aspects. First, the
concurrent generating of textual features and shape features makes it possible to differentiate objects with similar shapes, and thus alleviate the shape ambiguity problem. Second, the representation of two-layer latent topics helps overcome the shape variation problem, since it can group together multiple shapes of one object. Moreover, this hierarchical structure is robust to hand-drawn variances, and related objects and shapes could be discovered for an imprecise sketch, as shown in Fig. 5.

As far as we know, this is the first work to target at recognizing an arbitrary but semantically meaningful hand-drawn sketch. Besides sketch recognition, the proposed system can also be used for related applications, such as sketch tagging, image tagging, and sketch-based image search. Extensive experiments on different applications show the effectiveness of the proposed QST model and sketch recognition system.

2. RELATED WORK

In this section, we present the related work in sketch recognition, shape classification, and topic models.

Sketch recognition. Sketch recognition has been studied for decades in computer vision and graphics. Early research mainly focused on domain-specific sketch recognition, such as recognizing basic shapes in UML diagrams [12], mechanical engineering [27], and webpage design [18]. In order to alleviate the substantial efforts in developing sketch interfaces in new domains, in 2003, a sketch description language LADDER [14] was introduced, based on which a domain-independent sketch recognition system was built. However, to recognize sketches in a new domain, users still need to write a sketch grammar describing the domain-specific information. Based on LADDER, sketch recognition systems such as PaleoSketch [23] were developed, most of which need strong domain knowledge, focusing on recognizing limited basic shapes, such as line, polyline, circle, ellipse, and arc. In 2008, an open-domain sketch recognition system CoGSketch [11] was built, which, however, is a sketch managing tool focusing on reasoning over recognition. Note that previous systems only recognized on the order of at most 20 different shapes. In 2010, Hammond et al. [13] tried to recognize hundreds of shapes. However, the target was to recognize course-of-action diagrams instead of arbitrary natural objects. Thus, in spite of continuous efforts, most of existing recognition systems focus on specific domains with limited shapes.

Shape classification. The studies in shape recognition and classification mainly target at designing effective shape descriptors and matching models to handle global and/or local non-rigid shape deformations. Roughly speaking, shape descriptors differ according to whether they are applied to contours or regions. Contour-based shape descriptors include wavelets [22], Fourier descriptors [30], contour descriptors [20], etc. Region-based shape descriptors include [17, 25, 28], etc. Shape matching is usually influenced by the adopted descriptors. Typical algorithms include contour matching [2] to solve the optimal assignment problem to discover the mapping of two set of points, and descriptor matching [21] to measure the similarity of two set of local descriptors. Most existing studies target at limited classes and each shape has explicit labels, which are not easy to adapt for solving our problem.

Topic models. In recent years, probabilistic topic models, such as PLSA[16], LDA[5], have been widely used in semantic data mining owing to their capability of discovering meaningful latent topics. To leverage the class information of data, supervised topic models such as s-LDA[4] were proposed. Topic models were also successfully applied to problems with multi-type features such as image classification/annotation [9], in which both visual features and semantic tags exist. Moreover, some more complex models were further designed to solve specific problems. For example, for the task of web image categorization, [10] proposed a topic model which was derived from PLSA[16], by additionally considering the locations of visual words. In [24], the author-topic model, which was extended from LDA [5], was proposed to discover topics in academic articles. In the domain of multimedia document mining, [15] modeled the process of generating travelogues. However, in spite of the success in many applications, existing work is either too simple to handle the problems we meet in sketch recognition, or leverages too much domain knowledge from specific problems and thus is difficult to adapt to solve our problem. For example, PLSA and LDA were designed for one type of features, whereas our data contains both shapes and words. Corr-LDA and s-LDA cannot be easily adapted to handle so many layers including sketch, object, shape, image, and semantic words.

3. QUERY-ADAPTIVE SHAPE TOPIC MODEL

In this section, we present the proposed Query-adaptive Shape Topic (QST) model for sketch recognition. Besides the generative process of the model and its parameter estimation, we also show how to utilize the model for sketch recognition and tagging, followed by some illustrations to the effectiveness of the latent topics.

3.1 Query-Adaptive Image Collection

We collected one million clipart images from the web as a knowledge base to recognize a hand-drawn sketch. Most of these images are created by humans and might cover most of drawings of familiar objects.

For a hand-drawn sketch, we leverage the technology of Edgel Index [7, 29] and build a sketch-based clipart image search engine to search similar images to the sketch. After filtering out complex images, most clipart images in our database only contain one single object. Thus, in the clipart engine, both of the sketch query and contours of database images are normalized to a uniform location and size before searching and indexing, which makes this engine invariant to sketch/shape translation and scaling. The effectiveness of this engine has been validated in different retrieval tasks [7, 8, 29]. For details please refer to [7, 8, 29].

Based on this engine, for each hand-drawn sketch, the visually similar images to the sketch, their surrounding texts, and their matching scores, will be used as the input for the QST model to recognize the sketch query.

3.2 Problem Formulation

The sketch recognition problem is formulated as how to discover semantic topics possibly representing the sketch from the query-adaptive image collection.

We first analyze and discover the generative process for the observed information and latent topics. Since there are only simple clipart images in the collection, it is natural to assume there is only one object topic in each image. To overcome the challenge of shape ambiguity, besides the visual
feature, the textual information of images is also leveraged in the model. Therefore, for each image, its object topic further generates both visual information like shapes and semantic information like the surrounding text of the image.

Since one object might correspond to different shapes, it is natural to add another layer of topics, i.e. shape topics, to represent variant types of shapes related to the sketch. This can further alleviate the problems of shape variation and shape ambiguity. The shape feature is then generated according to the shape topic.

Instead of a purely unsupervised topic mining problem, in this work it is necessary to discover object topics that are more relevant to the sketch query. Different from sLDA [4], in which the supervised information (a response variable) is generated by the latent topics, in QST we use the sketch query to influence the possibility of generating a shape feature from a shape topic. This guarantees that the discovered shape topics are more relevant to the sketch query, and so are the object topics.

### 3.3 Generative Process

The graphical representation of the QST model is shown in Fig. 6. It should be noted that, to make the model more general, we also enable users to optionally add keywords when they draw sketches. Thus, two factors, i.e. the sketch and the keywords, will supervise the generative process, in which for each word $w \in \{w_1, w_2, ..., w_T\}$, we have:

$$w_m \sim p(w_m | z, \beta, \text{keywords}) = \beta_{r_m,w_m}$$

(b) sample the shape topic:

$$s \sim p(s|z, \theta) = \theta_{r_m,s}$$

3. For each shape topic $s$, sample the shape feature:

$$r_n \sim p(r_n|s, \mu, \sigma, \beta, \text{sketch}) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{\text{dist}(r_n, \mu_s)^2}{2\sigma^2}\right)$$

in which $\text{dist}(r_n, \mu_s)$ is defined as the distance between $r_n$ and $\mu_s$, and $\text{dist}(r_n|\text{sketch})$ is the distance between $r_n$ and the sketch. Both of $\text{dist}(r_n, \mu_s)$ and $\text{dist}(r_n|\text{sketch})$ are obtained according to [7]. In particular, we define $\delta(w, \emptyset) = 1$.

Given the parameters $\theta, \mu, \sigma$, and $\beta$, we can get the fol-
lowing joint probability of a set of $N$ object topics $z$, a set of $N$ shape class $s$, and a set of $N$ shape feature $r$ and words $w$:

$$p(I, w, r, z, s|\theta, \mu, \sigma, \beta, \text{sketch, keywords})$$

$$= \prod_{n=1}^{N} \{p(I_n)p(z|I_n)p(r_n|s, \mu, \sigma, \beta, \text{sketch})p(s|z, \theta)\}$$

$$\prod_{m=1}^{M} \{p(w_m|z, \beta, \text{keywords})\}^{\delta(I_n, w_m)}.$$

### 3.4 Parameter Estimation

We estimate the parameters by maximizing the log-likelihood function using the EM algorithm. The log-likelihood $L$ could be written by:

$$L = F + \sum_{n=1}^{N} KL(q(z, s)||p(z, s|I_n, w, r_n, \theta, \mu, \sigma, \beta, \text{sketch, key})).$$

in which the lower bound $F$ of the log-likelihood is:

$$F = \sum_{n=1}^{N} \sum_{z} \sum_{s} q(z, s) \log \frac{p(I_n, w, r_n, z, s|\theta, \mu, \sigma, \beta, \text{sketch, key})}{q(z, s)}.$$ 

We use the EM algorithm to iteratively maximize the lower bound $F$ and minimize the KL divergence. Thus, the E-step is to calculate:

$$q(z, s|I = I_n) = \frac{p(I_n, w, r_n, z, s|\theta, \mu, \sigma, \beta, \text{sketch, key})}{p(I = I_n, w, r_n|\theta, \mu, \sigma, \beta, \text{sketch, key})}.$$

With some deductions which will be omitted due to space limitation, we can get the estimate of latent variables:

$$q(z, s|I = I_n) \propto p(I = I_n)p(z|I = I_n)$$

$$\propto p(s|z, \theta)p(r_n|s, \mu, \sigma, \beta, \text{sketch})$$

$$\prod_{m=1}^{M} \{p(w_m|z, \beta, \text{keywords})\}^{\delta(I_n, w_m)}.$$

Since we can obtain the joint distribution of $s$ and $z$ in condition of observed variables and parameters, we do not need variational approach to separate the joint probability of $s$ and $z$.

By maximizing the lower bound $F$, in the M-step we can get:

$$p(z|I_n) \propto \sum_{s} q(z, s|I_n),$$

$$\theta_{z, s} = p(s|z, \theta) \propto \sum_{n=1}^{N} q(z, s|I_n),$$

$$\beta_{z, m} = p(w_m|z, \beta) \propto \sum_{n=1}^{N} \sum_{z} \delta(I_n, w_m)q(z, s|I_n).$$

Since it is not easy to find a vectorized expression of the shape feature $[7]$, the expectation of Gaussian is represented by the centremost sample of the distribution:

$$\mu_s = \arg \max \sum_{n=1}^{N} \sum_{z} q(z, s|I_n) \text{dist}(r_n|\text{ske}) \left( \frac{\text{dist}(r_n, \mu)^2}{2\sigma_s^2} \right).$$

The estimated variance is

$$\sigma_s = \sqrt{\sum_{n=1}^{N} \sum_{z=1}^{N} q(z, s|I_n) \text{dist}(r_n|\text{ske}) \text{dist}(r_n, \mu)^2 / \sum_{n=1}^{N} \sum_{z=1}^{N} q(z, s|I_n) \text{dist}(r_n|\text{ske})}.$$ 

We iteratively conduct E-step and M-step, until the parameters become convergent.
regardless of visual features, could not tell from the top three tags, i.e. sun, circle, and arc, as shown in Fig. 7 (d). However, in the QST model, for a ‘sun’ image without a useful label, the model can still recognize the image as the ‘sun’, for the probability $p(z = \text{sun}|I)$ will be relatively high. Thus, the final probability $p(w = \text{sun}|\text{sketch})$ will be large enough to distinguish from other tags.

To further see the advantages of QST, we show more comparisons in Fig. 8. We can see that, in some cases, although these two algorithms might recommend the same tags which will result in the same recognition results, the QST model has better ability to distinguish the right tags from noisy ones.

3.6.2 Shape Topic Mining

To illustrate the effectiveness of QST in shape topic mining, we project the images related to a drawing of the sun to a 2D space, preserving the relative shape dissimilarity between images, as shown in Fig. 9. We can see that, the shapes of the ‘sun’ locate at different clusters, and some of the ‘sun’ images are even closer to other objects.

We can consider the process of modeling data as a grouping process. If we use only one layer of object topics, the images of one object might not be merged together to one group but several groups, due to the variance of their shape features.

When we use the two-layer latent topics in QST to model the images, as shown in Fig. 5, they will be organized in a hierarchical way, in which different objects will be clustered into different groups, and each object group corresponds to multiple shape topics.

4. EXPERIMENTS

In this section, we evaluate the proposed QST model for sketch recognition.

Two data sets, i.e. the MPEG-7 20-category shape data set and the manually collected 500-category sketch data set (called Sketch-500 in this work), are used as testing sets to test the sketch recognition system.

4.1 Global Parameters of QST Model

In this part, we introduce the preprocess of the topic model to estimate some global parameters, i.e. the number of images in the collection $N$, the candidate word list $\{w_1, w_2, \ldots, w_M\}$, the number of object topics $K$, and the number of shape topics $N_s$. Both $N$ and $M$ are empirically set to be 30. The most frequent words in the collection are used as the candidate word list. Given the shape similarities between images\(^2\), we use the graph-cut algorithm\(^9\) to group the images, and use $N_s$ to denote the number of groups. The number of object topics $K$ is obtained in a similar way, excepted that the surrounding text in the vector space is used to replace the shape feature.

4.2 Voting-based Approach

As far as we know, this is the first work for general hand-drawn sketch recognition. Thus, we implemented a voting-based approach as the baseline for comparison. After getting the query-adaptive image collection for the sketch query, it is natural to select the most frequent word(s) as the recognition result(s)\(^3\). Considering both the image similarity to the sketch and the word frequency, the score of a word $w$, $\text{Score}(w|\text{sketch})$, is calculated as follows:

$$\text{Score}(w|\text{sketch}) = \sum_{n=1}^{N_s} \#(w, I_n) \times \text{Score}(I_n|\text{sketch}),$$

where $\#(w, I_n)$ is the occurrence number of $w$ in the surrounding text of image $I_n$, and $\text{Score}(I_n|\text{sketch})$ represents the similarity between $I_n$ and the sketch query as in [7].

\(^2\)We use the two-way chamfer matching [7] to calculate the similarity between two images, which will not be introduced in this work due to space limitation.

\(^3\)The stopwords were filtered out in advance.
Then, the word with the highest score is used as the recognition result for the sketch.

4.3 Shape Recognition on MPEG-7

MPEG-7 data set [6] defines 70 shape classes, where each shape class contains 20 different shape contours in the form of binary images. In total, this data set contains 1400 shape contours. A subset of the shape classes are illustrated in Fig. 10.

Different from existing shape classification work such as [19, 28], which were well trained in the 1,400 shapes, in this experiment, we try to use our system to recognize the shapes in MPEG-7 without any class-specific training. That is, the database, the vocabulary, and the evaluation are not constrained to the 1,400 shapes and 70 labels, which makes the recognition problem much more challenging.

For each category, we measure the proportion of shapes correctly recognized by the recommended tag with highest 

$$\text{Score}(w = w_m | \text{sketch})$$

in which correct recognition means that the tag is the same as the class label or its synonymy. Recognition results for each category are shown in Fig. 11 (a), in which the categories are ranked based on the performance. We can see that, the performance of QST model is much better than that of the voting-based method.

Moreover, as shown in Fig. 11 (a), for some shape classes, such as heart, cellular phone, and truck, the performances are quite good; while for some other classes, such as glas, device0, and comma, the performances are really bad, most of which are zero. The reasons are three folds. First, the task of shape classification is quite different from sketch recognition. That is, the shapes in one category might represent different objects, and in this case the category name is not meaningful at all. Examples are the categories of device0 to device8. Second, some shapes are not very common in clipart images, such as the shape “comma” as shown in Fig. 10, and thus cannot be recognized by our system. Third, most importantly, the unlimited tags and training data make the problem quite difficult. For some shapes, some noisy tags might be ranked higher than the groundtruth tag, and thus the recognition performance is not good. If we remove all recommended tags which do not belong to the 70 labels, the performance will become much better, as shown in Fig. 11 (b).

Figure 12: Recognition performance on Sketch-500. (a) Percentages of sketches correctly recognized by the $k$th recommended word. (b) Percentages of sketches correctly recognized by at least one word among the top $k$ words.

4.4 Sketch Recognition on Sketch-500

Since there is not an open data set for the task of recognizing an arbitrary but semantically meaningful hand-drawn sketch, we manually build the Sketch-500 data set to test the performance of the proposed recognition system. The Sketch-500 data set is built based on a list of 1000 non-

Figure 13: Relationship between the recognition performance and keyword frequency in the database. (a) Frequency of the 500 nouns in Sketch-500. (b) Average recognition results for each 25 sketches ordered by the frequency of the nouns.
abstract nouns, which is a free word list collected for elementary students and contains most of commonly used nouns. For each word, we asked a graduate student to manually draw a sketch based on the top results returned from a commercial keyword-based clipart image search engine. We ignored the words which are hard to draw a sketch to represent, such as “back”, “earthquake”, and “dust”, and finally collected 500 sketches together with groundtruth names. Example sketches are shown in Fig. 1.

The performance of sketch recognition is reported in Fig. 12 from two aspects. (a) shows the accuracy, i.e. the percentage of sketches correctly recognized by the 4th word recommended by the system, and (b) is the coverage rate, i.e. the percentage of sketches correctly recognized by at least one word among the top k words. We can see that, only based on the top-one tag recommended by the system, the recognition rate is about 45%, which is a quite impressive performance, considering that the system is an open system without any preference to the testing data. We can also see that, compared with the voting-based algorithm, the QST model performs higher recognition accuracy. For example, the accuracy on the top-one tag is almost 10 percent higher than that of the voting-based algorithm.

To discover the relationship between the system’s recognition ability to an object and the amount of data of the object in the system, we grouped the sketches into different groups according to the occurrence numbers of their names in the database, and calculated the average recognition performance for each group, as shown in Fig. 13. We can see that, the recognition system is somewhat robust to the frequency of occurrences of an object in the database.

Since there might be large intra-class variations in human drawings, to test this point, we randomly and independently moved all the strokes of a sketch to different directions. The moving distance is a parameter multiplied by the longer side of the sketch, and this parameter is called “variance” in this work. Fig. 14 shows the recognition results under different variances. We can see that, for a relatively large variance, e.g. the fish with variance 20%, the recognition results are still acceptable.

Besides recognizing sketches, our system can also suggest semantically related keywords to a sketch. A graduate student was asked to manually label whether a recommended tag is related to the groundtruth keyword. For example, the keyword “fruit” is a good tag for groundtruth keyword “apple”, which however was considered as a wrong recognition result in previous experiments. The performance of the sketch tagging task is shown in Fig. 15. We can see that, there is about a 20% performance increase if we relax the recognition criteria from exactly matching the object name or its synonymy to matching a semantically related keyword.

4.5 Other Applications

The learnt probabilities between variables of the QST model can be used in various applications, such as sketch-based image search and image tagging. In this section, we will illustrate the effectiveness of QST in the above two applications.

4.5.1 Enhance Sketch-based Image Search

An important application of QST is to enhance the sketch-based image search. Based on the sketch recognition system, there are two ways to refine the search results.

The first way is to use the probabilities of the trained QST model, which is called “QST refined” here. The distance between the sketch and a database image could be measured in the topic space:

\[ \text{Dist}(I_n, \text{sketch}) = KL(p(z | I = I_n) || p(z | \text{sketch})) \]

in which

\[ p(z = k | \text{sketch}) = \sum_{n=1}^{N} p(z = k | I_n) p(I_n). \]

The probabilities \( p(z | I = I_n) \), \( p(z = k | I_n) \), and \( p(I_n) \) can be obtained from the QST model. Then, the search results are refined by sorting the images in the ascending order of \( \text{Dist}(I_n, \text{sketch}) \).

The second method is to combine the recognition result with the sketch itself to query the clipart engine, which is named as “Sketch+Recognition”.

In this experiment, we randomly selected 20 sketches from Sketch-500 data set as the queries, and evaluated the precision of top N search results returned from the clipart image search engine using different algorithms. For all methods in our comparison, the criteria of relevance is not only structurally (in terms of shape) but also semantically (in terms of concept) matched with the sketch query. The comparison results are shown in Fig. 17, from which we can see the effectiveness of the two methods in enhancing sketch-based image search. Some examples are shown in Fig. 18. We can see that some irrelevant results will be filtered out after understanding the sketch.

Besides, the recognition results based on the clipart image collection can also be used to improve the natural image search. As indicated by [7], sketch-based natural image search is more challenging than clipart search, since the cluttered background in natural images makes it not easy to extract the salient objects. Thus, the assumption that there is only one object in an image cannot be adopted, which causes that the search is translation and scaling sensitive.
4.5.2 Image Tagging

As aforementioned, the collection of images we are using are not well labeled. Although each image has corresponding surrounding text, there may be many irrelevant and incorrect tags, as shown in Fig. 7 (c). Therefore, the QST model can be used to recommend tags to the images for further indexing and searching. The probability of a word given an image is used here:

\[ p(w = w_m|I = I_n) = \sum_z p(w = w_m|z, \beta)p(z|I = I_n), \]

in which the probabilities on the right side are obtained by the QST model. The words with highest probabilities which are above a certain threshold will be used to tag the image. Some examples of image tagging are shown in Fig. 16.

5. CONCLUSIONS

In this work, we studied the problem of hand-drawn sketch recognition, and developed a practical system to recognize an arbitrary but semantically meaningful sketch. Based on the analysis to the difficulties in this unconstrained situation, the Query-adaptive Shape Topic (QST) model was proposed to model the recognition process and discover related object and shape topics. The learnt probabilistic relations in QST model could support various applications, such as sketch recognition and tagging, image tagging, and sketch-based image search. Extensive experiments have shown the effectiveness of the proposed model and recognition system.
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Figure 18: Example of enhanced sketch-based image search. Top two rows: top results of clipart image search. Bottom two rows: top results of natural image search.