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Abstract

ZQL is a query language for expressing simple computations on private data. Its compiler produces code to certify data, perform client-side computations, and verify the correctness of their results. Under the hood, it synthesizes zero-knowledge protocols that guarantee both integrity of the query results and privacy for all other data.

We present the ZQL language, its compilation scheme down to concrete cryptography, and the security guarantees it provides. We report on a prototype compiler that produces F# and C++. We evaluate its performance on queries for smart-meter billing, pay-as-you-drive insurance policies, and location-based services.

1 Introduction

A variety of private user data is used to tailor modern services, and some go as far as billing based on fine-grained customer readings. For example, smart meters are used to charge a different tariff depending on the time of electricity usage; pay-as-you-drive insurance premiums depend on detailed driving pattern of drivers. Such schemes are currently implemented by collecting fine-grained information, and processing it on the service side—an architecture that has led to serious privacy concerns.

This paper supports an alternative approach: clients could perform sensitive computations on their own data certified by meters or car on-board units [61, 66], and upload only the results, together with a proof of correctness to ensure their integrity. We propose ZQL, a simple query language to express at a high level such computations, without any cryptographic details. Queries are compiled to code for the data sources, the clients, and the verifiers by synthesizing zero-knowledge protocols.

The most popular language for querying and performing computations on user data is SQL [33] based on relational algebra. The ZQL feature set was chosen to support a subset of SQL. Data is organized into tables of rows, with private or public columns. Queries accept tables as inputs, and can iterate over them to produce other tables, or aggregate values. Simple arithmetic operations on rows are supported natively, and so is a limited form of SQL joins through lookups.

ZQL offers advantages over hand-crafted protocols, in that computations are flexible and can be expressed at a high level by application programmers. The computations can also be modified and recompiled, without the need to involve cryptography experts.

The ZQL compiler is free to synthesize custom zero-knowledge protocols behind the scene, and we currently support two main branches, for RSA and pairing based primitives. We also support a symbolic execution backend to derive estimates of the cost of performing and verifying queries. Synthesized protocols themselves are internally represented and optimized as fragments of an extended ZQL language until the final code is emitted. Intermediate ZQL is strongly typed, and precise refinement types can be used to verify security properties on the final compiled code, using F7 [18] or F* [64].

Informally, for a given source query, the desired security properties on the resulting ZQL-compiled code are:

- **Correctness.** For any given source inputs, the sequential composition of the cryptographic queries for the data sources, the user, and the verifier yields the same result as the source query.
- **Integrity.** An adversary given the capabilities of the user cannot get the verifier to accept any other result—except with a negligible probability.
- **Privacy.** An adversary given the capabilities of the verifier, able to choose any two collections of inputs such that the source query yields the same result, and given the result of the user’s cryptographic query, cannot tell which of the two inputs was used.

This corresponds to the source query being executed by a fictional trusted third party sitting between the user and the verifier.
Contents The rest of the paper is organized as follows. §2 introduces our query language using a series of privacy-preserving data processing examples. §3 specifies our target privacy and integrity goals. §4 reviews the main cryptographic mechanisms used by our compiler. §5 describes the compilation process. §6 gives our main security theorems. §7 discusses applications and §8 provides experimental results and discusses future work.

Related work The ZQL language provides private data processing. The zero-knowledge protocols synthesized are standard \( \Sigma \)-protocols [36, 34, 37], but in ZQL they are used for proving the correctness of general computations rather than for cryptographic protocol design.

Arguably, previous works on zero-knowledge compilers focused on the latter as the primary use-case [23, 57, 4, 2]. The use of zero-knowledge for authentication and authorization as in credential and e-cash technologies [27, 57, 6] received particular attention, but, to our knowledge, no-one considered the use of \( \Sigma \)-protocols to prove the execution of general programs.

More specifically, a long line of work [23, 9, 3, 4] culminating in the CACE compiler tackles the problem of automatically translating proof goals specified in the Camenisch-Stadler notation [26] into efficient \( \Sigma \)-protocols. Intermediate translations steps of ZQL (the shared translation) are at a similar level of abstraction to the Camenisch-Stadler notation but ZQL also synthesizes those representations from code, and then proceeds to compile them to low level operations. ZKPDL [57] an alternative compiler for \( \Sigma \)-protocols, uses a natural language inspired specification of zero-knowledge proof goals. This specification language may be even closer in spirit to our intermediary notation, as it allows for the possibility to specify the generation of the protocol inputs. The authors of the CACE compiler discuss the difference and similarity between these two approaches in a Usenix poster [10]. The cryptographic prototyping language Charm [2] also includes a zero-knowledge proof compiler for Camenisch-Stadler statements which is currently primarily a proof of concept and thus less sophisticated than CACE and ZKPDL. We are also aware of an embedding of a zero-knowledge language in C++ [50].

ZQL differs from standard multi-party computation compilers [55], in that it assumes the client knows all private data. This assumption allows for single round protocols, and the efficient non-interactive implementation of non-linear operations including joins.

2 A Language for Private Data-processing

Why ZQL? We design ZQL to support privacy protocols that rely on client-side computation while requiring high integrity [39]. In this setting, a number of (possibly independent) sources of personal data are used as an input to a computation performed by a user. The results of the computation are sent to a service, while private input data is kept secret. The integrity is guaranteed by cryptographic proofs that establish the authenticity of the data sources and the correctness of the computation. The ZQL compiler is responsible for producing the code executed by the data sources, the prover and the verifier, as illustrated in Figure 1. Compiling allows us to verify the security of the resulting protocols using refinement types (see §6 and Appendix A) without the need to trust the compiler.

There are advantages in de-coupling data sources from specific computations. It allows for meters, or services providing personal data, to remain simple, cheap, and generic. In turn, the computations, such as billing, can be updated without changing the devices that certify readings. Finally, private computations can aggregate disparate data sources that are not aware of one another, or may not trust one another with the privacy or integrity of the computations.

We first provide a brief description of our source language and then illustrate its primitives through simple examples. §7 provides larger examples of protocols that have been proposed in the literature.

The ZQL language At its core, ZQL is a pure expression language, with built-in operators that act on integers and tables. Figure 2 gives its abstract syntax. A query \( \theta \rightarrow e \) consists of the declaration of input variables (\( \theta \)) that can be either public or private, and of an expression body (\( e \)).

Expressions consist of variables, operators applied to sub-expressions \( \bar{e} \) (including constants as a special case when \( \bar{e} \) is empty), and let bindings for sequential composition. Expressions evaluate to tuples of values: for example, the expression let \( x \) : int, \( y \) : int = \( e \) in \( e_0 \) first evaluates the sub-expression \( e \) to a pair of integers \( v_x, v_y \), then evaluates \( e_0 \) after substituting \( v_x \) and \( v_y \) for \( x \) and \( y \).

A variety of operators support arithmetic (0, 1, +, *), booleans (=, \&\&), and operations on tables (map, fold,
The ZQL query itself defines the privacy goals of the synthesized zero-knowledge protocols. For example, a query $\theta \rightarrow \downarrow e$ where $e$ does not contain any declassification states that only the final result of the query is released, and that the protocol should not leak any side information on inputs marked as private in $\theta$. A key feature of the language is that the underlying cryptographic mechanisms are totally hidden in the definition of the ZQL query. Since the ZQL query defines what results are declassified, it is important that users, or their proxies, review it to ensure no more than the necessary information leaks from it. Additional privacy mechanisms, such as differential privacy [41], could be used to measure or minimize any leakage resulting from the query declassification.

The ZQL language is strongly typed, with a type system simple enough to allow for automated type checking and type inference, which means that the programmer only has to write the input types of the query. We write $\Gamma \vdash e : \rho$ to state that expression $e$ has type $\rho$ in environment $\Gamma$. The type system ensures both runtime safety: $e$ returns only to values of types $\rho$, and non-interference: in the absence of declassification, $e$ does not leak inputs typed as private in $\Gamma$ to results typed as public in $\rho$. We omit the formal definition of the language semantics and type system, which are standard. Internally, ZQL relies on a richer type system based on refinements types [16, 47] to keep track of various properties and to structure our security proofs—see §6.

### ZQL by example

We present the ZQL language and semantics through simple concrete examples, building to fuller queries that address problems in the literature in §7. The first example query computes the discriminant of the polynomial $x^2 + yk + z$, for public $x$ and private $y$ and $z$.

```
let discriminant (x:int pub) (y:int) (z:int) = \(z+z-4*x*y)
```

Anticipating on its compilation, the part of the expression that is linear in the secrets, namely $-4 \times x \times y$, can be proved efficiently through homomorphisms of Pedersen commitments, while the non-linear $z \times z$ requires a $\Sigma$-protocol to prove the correctness of the private multiplication. The ZQL compiler will chose to synthesize the right proof techniques for each case, and linear expressions are compiled into efficient proofs.

The query declassifies its result, which leaks some information about $y$ and $z$. For instance, given $x = 30$ and $discriminant x y z = 1000$, if the verifier knows a priori that $0 \leq y < 200$ and $0 \leq z < 200$, then it can infer that $(y, z)$ is one of the pairs $(5, 40), (45, 80), (75, 100)$ or $(155, 140)$, but our privacy theorem ensures that its does not learn which pair was actually used.

Our next examples illustrate the use of tables and iterators map and fold. The first query computes the sum of all integers in table $X$, while the second returns the sum of their squares. The third query takes a table with a public column and two secret columns and returns a table with the same public column, and the element-wise sum of the secret columns. By design, the size of the tables is not hidden by ZQL.

```
let sum_of x (X : int table) =
\(\updownarrow (\text{fold} \ (x, x) \rightarrow x + x) \ 0 \ X)\)
```

```
let sum_of_square (X : int table) =
```
The iterators are parametrized by a sub-query, which is applied to every row of the table, accumulating the sums in \( s \), or building another table of results. The equivalent SQL statements would be select \( \text{SUM}(x) \) from \( X \), select \( \text{SUM}(x^2) \) from \( X \), and select \( a \times y \) from \( T \). The first and third queries compute linear combinations of secrets; we compile them without the use of any expensive \( \Sigma \)-protocols. We found sum queries to be frequent enough to justify some derived syntax: we write \( \text{sum} \) as syntactic sugar for \( \text{fold}(s, \rho \rightarrow e \, T) \).

A key feature of the ZQL language is the ability to perform lookups on input tables. This provides a limited form of \textit{join} and enable the computation of arbitrary functions with small domains. The expression \textbf{lookup} \( x \, T \) finds a row \( x, v_1, \ldots, v_n \) in \( T \) that matches \( x \), and returns \( v_1, \ldots, v_n \). From an information-flow viewpoint, the result of a lookup on a private variable is private (even if the lookup table is public); in that case, ZQL leaks no information about which row is returned. If multiple rows match, the verifier is only able to assert that any matching row was used. If no row matches a runtime exception is raised on the prover side, and the proof fails. This semantics allow the implementation of functions, set membership tests, and half-joins. To enable lookups, input tables currently need to be signed using a re-randomizable signature by a trusted source, so lookups on intermediate, computed tables are not supported.

The example \textbf{blur}, listed below, repeatedly uses a lookup to map private city identifiers to their respective countries; the resulting table is then declassified.

\begin{verbatim}
let blur (X: int table) (F: (int * int) lookuptable) =
  fold ((s, x) → s + x*x) 0 X
\end{verbatim}


\section{Security}

The next two sections provide rigorous security definitions for what the ZQL compiler achieves and the cryptographic building blocks it uses, necessary for formulating our security theorems in \S6. The mere fact that we can give formal cryptographic definitions for what is in fact an infinite set of cryptographic protocols relies on our simple expression language having a formal semantic for both source and compiled programs. Readers interested in compiler architecture can jump straight to \S5, or those curious about applications can find them in \S7.

\begin{itemize}
  \item S, the setup generator, generates global parameters \( \chi \) used by the commitment scheme;
  \item \( (K_i)_{i=0..r} \), the data sources key generation, generate key pairs \( sk_i, vk_i := K_i(\chi) \) used to sign data;
  \item \( (D_i)_{i=0..r} \), the data sources, extend and sign each input: \( T'_i := D_i(\chi, sk_i, T_i) \);
  \item P, the prover, produces an extended result from extended inputs: \( R' := P(\chi, vk, T') \);
  \item V, the verifier, returns either some source result \( R = V(\chi, vk, R') \) or a verification error.
\end{itemize}

\textbf{Main Properties} We first define functional correctness when all participants comply with the protocol.

\begin{definition}
Given a source query \( Q \) and an adversary \( \mathcal{A} \), let \( \text{Adv}_{\mathcal{A}}^{S\mathcal{P}} = \left( 2 \Pr[\mathcal{A} \text{ wins}] - 1 \right) \) where the event `\( \mathcal{A} \) wins` is defined by the following game:

1. The challenger runs \( S \) and \( K_i \) to generate setup \( \chi \) and keys \( sk_i, vk_i \); it provides \( \chi \) and \( vk_i \) to \( \mathcal{A} \).
2. The adversary \( \mathcal{A} \) provides two vectors of input data \( T^0, \theta \) and \( T^1, \theta \) such that (a) they coincide on public data and (b) \( Q(T^0) = Q(T^1) \).
3. The challenger picks a random bit \( b \), encodes the inputs \( T'_i := D_i(\chi, sk_i, T^b_i) \) for \( i = 0, \ldots, r-1 \), and generates \( R' := P(\chi, vk, T'_i) \).
4. Given \( R' \), \( \mathcal{A} \) returns his guess \( b' \), and wins if \( b = b' \).

\( (S, (K_i)_{i=0..r}, (D_i)_{i=0..r}, P, V) \) is \( (t, \epsilon) \)-private when, for all \( \mathcal{A} \) running at most time \( t \), we have \( \text{Adv}_{\mathcal{A}}^{S\mathcal{P}} \leq \epsilon \).

Note that we do not formally provide privacy protection against corrupted data sources.\footnote{To strengthen our scheme against data source attacks, we would have to rerandomize all cryptographic material flowing from data sources to verifiers, which precludes our efficient use of homomorphic commitments.}

We define integrity as a game in which an adversary has to produce an invalid but accepted response.

\end{definition}
Definition 3 Given a source query \( Q \) and an adversary \( \mathcal{A} \), let \( \text{Adv}^{\text{Snd}}_{\mathcal{A}} = \Pr[\mathcal{A} \text{ wins}] \) where the event ‘\( \mathcal{A} \) wins’ is defined by the following game:

1. The challenger runs \( S \) and \( K_i \) to generate setup \( \chi \) and keys \( sk, vk \); it provides \( \chi \) and \( vk \) to \( \mathcal{A} \).
2. The adversary \( \mathcal{A} \) can adaptively corrupt a data source \( D_i \) to get its signing key \( sk_i \) and, at the same time, can obtain signed inputs \( T'_i = D_i(\chi, sk_i, T_i) \) for source inputs \( T_i : \tau_i \) of its choice.
3. Valid results are values \( R = Q(T) \) such that, for each \( i \), either \( i \) was corrupted or \( T_i \) was signed. The adversary wins if he outputs \( R' \) such that \( V(\chi, vk, R') \) returns any invalid result \( R' \).

\((S, (K_i)_{i=0..ℓ-1}, (D_i)_{i=0..ℓ-1}, P, V)\) is \((t, \epsilon)\)-sound when, for all \( \mathcal{A} \) running at most for time \( t \), we have \( \text{Adv}^{\text{Snd}}_{\mathcal{A}} \leq \epsilon \).

Depending on the adversary, there can be zero, one, or numerous valid responses. In fact, depending on the query and the input tables, whether a response is valid may not even be efficiently checkable. The definition is, however, still meaningful.

4 Main Cryptographic Tools (Review)

Signatures A digital signature scheme allows everyone in possession of the verification key \( vk \) to verify the authenticity of data signed by the owner of the corresponding signing key \( sk \). We use signatures to let verifiers authenticate our data sources. Instead of signing private data in the clear, data sources sign public commitments; thus, the resulting signature tags are also public.

Cryptographic groups Besides conventional digital signatures, for which we use standardized schemes, our remaining cryptographic tools can either be specified for composite order groups obtained by computing module an RSA modulus or for prime order groups with a bilinear pairing. We use the latter for our presentation and formal analysis as it offers both performance and conceptual advantages.

Let \( G \), \( \hat{G} \), and \( G_T \) be groups of prime order \( q \). Let \( g \in G \) and \( \hat{g} \in \hat{G} \) be generators of \( G \) and \( \hat{G} \) respectively. A bilinear pairing is an efficiently computable function \( e: G \times \hat{G} \rightarrow G_T \) that is bilinear, i.e. \( \forall a, b \in \mathbb{F}_q \) such that \( e(g^a, \hat{g}^b) = e(g, \hat{g})^{ab} \) and non-degenerate, i.e. \( e(g, \hat{g}) \neq 1 \). Whenever possible we perform all operations in the base group \( G \) with the shortest representation.

Commitments A commitment scheme allows a user to commit to a hidden value such that he can reveal the committed value at a later stage. The properties of a commitment scheme are hiding: the committed value must remain hidden until the reveal stage, and binding: the only value which may be revealed is the one that was chosen in the commit stage. We use the perfectly hiding commitment scheme proposed by Pedersen [59]: Given a group \( G \) of prime order \( q \) with generators \( g \) and \( h \), generate a commitment \( C_i \) to \( x \in \mathbb{F}_q \) by sampling a random opening \( \alpha \in \mathbb{F}_q \) and computing \( C_x = g^x h^\alpha \). The commitment is opened by revealing \( x \) and \( \alpha \).

Two useful properties of Pedersen commitments are (i) their homomorphic property that allows to derive a commitment to the linear combination of input values and (ii) their algebraic structure that allows for efficient zero-knowledge proof. For RSA groups, we use commitments with similar properties [48, 38].

Zero-knowledge proofs [65, 44, 13] provide a verifying algorithm with an efficient means for checking the truth of a statement by guaranteeing that given access to a successful proof generation algorithm one can extract a secret witness for said truth. At the same time, zero-knowledge proofs [52, 51], and the related concepts of witness indistinguishable proofs [43, 36], allow the prover to keep this witness secret. We make use of a long line of work on efficient proofs of conjunctions of discrete logarithm (DL) representations [63, 32, 58, 34, 21, 30, 37, 56]. For non-linear computations such as multiplication, we use the approach of Brands [21], Camenisch [30], and Cramer and Damgård [35].

DL representation proofs are interactive protocols of three or more rounds. To ease deployment and minimize communications, we use the Fiat-Shamir Heuristic [45] and replace messages sent by the verifier with hash function computations. The resulting protocols can still be formally analyzed in the random oracle model [14, 68].

Proof compatible signatures The combination of zero-knowledge proofs and digital signatures allows us to prove authentication properties on private data, such as, for instance, the existence and properties of a matching row when performing a private lookup.

We use CL-signatures [24], as they are compatible with DL representation proofs. The original scheme was proven secure under the Strong RSA assumption and requires groups with hidden order [8, 28]. Other CL-signature proposals rely on a variety of assumptions based on bilinear pairings [25, 20, 5, 29] and require more standard prime order DL-representation proofs.

To certify our lookup tables, data sources extend each row of the table with a CL-signature. For instance, tables of triples of integers \( x_0, x_1, x_2 \) are extended to tables with rows of the form \((x_0, x_1, x_2, e, v, A)\). The verification equations for RSA and bilinear pairing based CL-signatures are of the form \( Z = A^T \tilde{R}_0^0 \tilde{R}_2^1 \tilde{R}_1^2 S^v \) and \( \tilde{e}(Z, \tilde{g}) = \tilde{e}(A, pk \cdot \hat{g}^e) \tilde{e}(\tilde{R}_0^0 \tilde{R}_2^1 \tilde{R}_1^2 S^v, \tilde{g}) \) respectively, where \((Z, \tilde{R}_0, \tilde{R}_1, \tilde{R}_2, S, pk)\) are group elements that form the components of the verification key \( vk \). Both verifi-
cations equations can be proven using efficient DL representations. The security of these two schemes is based on the strong RSA assumption and the strong Diffie-Hellman (SDH) assumption respectively.

5 Compiler Architecture

Protocol Overview The ZQL compiler takes a source query, which contains no cryptographic computations, and automatically produces programs for the the data sources, the prover, and the verifier.

First, the compiler augments the source query with cryptographic commitments to secrets and representation equations to generate a shared translation that will lead to both prover and verifier code. Some commitments are computed and signed by the data sources that certify the computation inputs, and simply passed to the prover and verifier programs. Others, representing intermediate secrets in the query, are interleaved with the source computation: for any such secret x, the prover may sample a secret opening αx, compute a Pedersen commitment Cx = G g'h^α, and send it to the prover; and the prover may check it using a zero-knowledge proof.

Linear relations between secrets do not require complex zero knowledge proofs, as they can be checked by the verifier simply by using the homomorphisms of Pedersen commitments. For example, a private sum z = x + y will have commitment Cz = G dx * Cx + C y. Such commitments need not be transmitted, as they can be recomputed by the verifier. On the other hand, non-linear relations between secrets, including multiplication and table lookup, require δ-protocol proofs to be synthesized. For instance, to prove that z is the product of a secret x committed in Cx and a secret y, one proves the conjunction of the representation equations Cx = G g'h^α and 1 = G (Cx) γ g' h^ε. Note that the second equation uses a variable commitment Cγ as a base.

All δ-protocols used in the compiler come down to proving knowledge of representations of the secret values underlying the secret discrete logarithm representations of public group elements, and equality relations between the secret values. Assume the ZQL query reduces to proving in zero-knowledge the representations C = G e[x] of a number of commitments Cx, represented by public group elements, using a number of secrets x (including secret openings). For the multiplication example above, we have two equations on five secrets: C = (Cx, 1), x = (x, ox, y, z, αx) and 1 = G (Cx) γ g' h^ε. The zero-knowledge protocol synthesized works as follows. The prover

1. samples a vector of random values t, one for each secret in x; We call t values the proof randomness;
2. computes the challenge c = H(x[t]);
3. computes the responses r = t − c * x, for all secrets.

The proof sent to the verifier consists of the public parameters and values, the commitments c, the global challenge c, and the responses r. The verifier checks that H(c) = G e[x[r]]. This ensures that the prover knows the secret values in the commitments [45, 14]. As detailed below, our compiled prover and verifier programs introduce secrets and process equations on the fly, depending on the query and its inputs.

Once the shared translation is decided, the specialization into a prover and verifier is relatively straightforward. It involves mainly ensuring the right data flows within the query processing to compute all commitments, challenges, and responses, and to correctly verify them in the same order. The inputs of the shared translation also determine the data source programs that generate keys, compute commitments, and sign extended data.

Embedding cryptography within ZQL Our compiler mostly operates within ZQL, with F# and C++ back-ends to turn the compiled queries into executable code. This enables us to reason about code in a simple, domain-specific language. To this end, Figure 3 supplements the source language of Figure 2 with the types and operators for expressing cryptographic operations. Expressions are extended with assert, used in the shared translation to embed proof obligations. As an invariant, all asserted equations ϕ must hold at runtime. We have types and operations for integers modulo q (Zq, written num), for group elements (eltG), and for bitstrings, and more specific sub-types to keep track of their usage. For instance, hash is the sub-type of bitstrings representing cryptographic hashes, and xopening is a sub-type of num tracking openings generated for x. In our presentation, we use standard abbreviated forms for their operations; for instance we often omit group parameters, writing g^x for exp_G g x.

The abstract setup S produces global parameters χ supplied by our cryptographic runtimes, including q, the prime order of G, G; and G, and independent, random generators g, h, (RI) i=0..n, S, Z in G; and ĝ in G. Its fixed code is provided by our cryptographic libraries.

We use DLTX ⊆ 0..ℓ − 1 to denote the subset of data sources that sign lookup table. The key generation K_τ is defined as keygen χ when τ is a scalar or a table (i \notin DL_T), and as the CL-key generation let sk = sample() in sk, (ĝ) sk when τ is a lookup table (i \in DL_T). The data source code D_τ is explained below, as we discuss these two representations.

Shared Translation We extend the source query with openings and commitments, but not yet with the corresponding proof randomness and responses.

The main difficulty of the translation is to select cryptographic mechanisms, and notably intermediate com-
Our compilation rules may require commitments, to run the private computation: for every private sub-expression, our compiled protocol may rely on zero, one, or more Pedersen openings and commitments, and it may allocate some proof randomness or not.

In this presentation, for simplicity, we give a formal translation that assumes that all source private integer variables are handled uniformly, with a commitment in the same group sharing the same bases, and (later) with a proof randomness for the secret and for its opening. Figure 4 and 5 show how we translate types and expressions, respectively, in this special case. We discuss our general, more efficient compilation scheme below.

A source expression is public in a typing environment when all its free variables have public types. The translation leaves public types (1) and expressions (3) unchanged. The translation of a private integer expression is a triple of an integer for the source value, its opening, and its commitment, with the types given on line (2).

**Fresh commitments** Our compilation rules may require openings and commitments on their arguments, and may not produce openings and commitments on their results. Our compiler attempts to minimize those cases. Nonetheless, assuming for instance that we need a commitment, we produce it on demand, using the expression abbreviation Commit below.

\[
\begin{align*}
\text{Commit } & \triangleq \\
& \text{let } oz : z \text{ opening = sample()} \\
& \text{let } C_z : z \text{ commitment } = g^z \cdot h^e \\
& \text{assert } C_z = g^z \cdot h^e; \\
& z, e, C_z
\end{align*}
\]
The translation is compositional, as can be seen on lines (4,5,6) in the figure. For instance, we translate let expressions by translating their two sub-expressions, and we translate source maps to maps that operate on their translated arguments.

The translation assumes prior rewriting of the source query into simpler sub-expressions. For instance, to compile the discriminant query of §2, we first introduce intermediate variables for the private product and the declassification, rewriting expression \( (z \ast z - 4 \times x \ast y) \) into 

\[
e_d \triangleq \text{let } p = z \ast z \text{ in let } d = p - 4 \times x \ast y \text{ in } d.
\]

As a sanity check, our translation preserves typing, in an environment extended with the constants used in our cryptographic libraries; variants of this lemma with more precise refinement types for the prover and verifier translation can be used to verify their privacy and integrity.

**Lemma 1 (Typing the shared translation)** Let \( \Gamma_0 \triangleq g, h, Z, R_0, \ldots, R_n, S : \text{elt}_G; \delta, (p_k) \in D_{\text{loc}} : \text{elt}_G \). If \( \Gamma \vdash e : p \), then \( \Gamma_0, [\Gamma] \vdash [\Gamma \downarrow e] : [p] \).

Next, we explain and illustrate the base cases of the shared translation on private expressions.

**Expressions affine in private variables** are translated by supplementing the expression with a linear expression on openings and an homomorphic product of commitments (7); we easily check that the resulting triple \((z, \alpha, C_z)\) is such that \( C_z = g^z h^\alpha \). Note that the public constant \(a_0\) is not included in the opening computation.

**Expressions polynomial in private variables** are translated using an auxiliary representation equation for every product of private expressions, depending on the availability of openings and commitments—see translation rule (8). To illustrate affine and quadratic expressions, let us translate the discriminant query \( \theta \rightarrow \downarrow(e_d) \) where the source environment \( \theta = x : \text{int}_\text{pub}, y : \text{int}, z : \text{int} \) specifies that \( x \) is public, whereas \( y \) and \( z \) are private. By definition, the translated environment \([\theta]\) is

\[
x : \text{int}_\text{pub},
\]
\[
y : \text{int}, \alpha y : y \text{ opening}, C_y : y \text{ commitment},
\]
\[
z : \text{int}, \alpha z : z \text{ opening}, C_z : z \alpha \text{ commitment}
\]

and, as a translation invariant, we already know that \( C_x = g^x h^\alpha \) and \( C_z = g^z h^\alpha \). Applying rules (4), (8), (7), and (10) and inlining the definition of Commit we arrive at the shared translation

\[
\text{let } p, op, C_p =
\]
\[
\text{let } p = z \ast z
\]
\[
\text{let } d = \alpha \ast z
\]
\[
\text{assert } 1 = (C_x)^+ + g^{-p} \ast G h^{-d}; \quad (E_1)
\]
\[
\text{let } op = \text{sample}()
\]
\[
\text{let } C_p = g^p \ast G h^p
\]

\[
\begin{align*}
\text{let } d, od, C_d &= (p - 4 \times x \ast y), (op - 4 \times x \ast ay), (C_p \ast C_y - 4 \times x)
\end{align*}
\]

\[
\text{\downarrow } d
\]

and we easily check that \( C_d \) is a commitment to \( z^2 - 4xy \) with opening \( op - 4x \ast ay \). The code of the shared translation makes explicit the two representation equations for the private multiplication, presented more abstractly at the beginning of the section. Anticipating on the next stages of the translation, the prover will compute \( C_p \), pass it to the verifier, and extend its challenge computation with equation \( E_2 \), whereas the verifier will receive some \( C_p \) and use it to check this equation. Note that the cryptographic overhead depends on the target level of privacy: given instead a source environment \( \theta \) declaring that \( x \) is also private, the same discriminant expression would involve representation proofs for two private products.

**Private lookups** are translated using proofs of knowledge of signatures. To enable this, data sources extend input tables \( T : \text{pub} \text{table} \), \( \rho \) of the form \( x_0 : \text{int}, \ldots, x_n : \text{int} \), into tables \( T' : (\rho, \sigma) \text{table} \) with a CL signature at the end of each row, as follows:

\[
D_i \triangleq \chi, sk, T \rightarrow \text{map} (x_0 \ldots x_n \rightarrow \begin{align*}
&\quad \text{let } e = \text{random}() \\
&\quad \text{let } v = \text{random}() \\
&\quad \text{let } A = (\Pi_i \nu \in [0: R_i] \nu S I^{-1}) \ast \pi \\
&\quad x_0, \ldots, x_n, e, v, A \\
&\quad T
\end{align*}
\]

Although this pre-processing may be expensive for large tables, it can be amortized over many queries.

A lookup within a source query, such as the one from the blur query of §2, is translated to a proof of possession of a CL signature. For instance, let us translate the expression \( \text{lookup } c F \) in environment \( p : F : (\text{city} : \text{int}, \text{country} : \text{int}) \text{lookuptable}, \text{city} : \text{int} \). The environment is first translated to

\[
[p] = (\text{city} : \text{int}, \text{country} : \text{int}, \sigma) \text{table},
\]
\[
c : \text{int}, \alpha c : c \text{ opening}, C_c : c \alpha \text{ commitment}
\]

The lookup itself is translated (using rule 9) to

\[
[\Gamma \downarrow \text{lookup } c F] =
\]
\[
\text{let } \text{country}, e, v, A = \text{lookup } c F
\]
\[
\text{let } d, od, C_d = \text{Commit} (\text{random}())
\]
\[
\text{let } p, d' = d \ast e, od \ast e
\]
\[
\text{assert } 1 = C_d \ast g^{-d'}
\]
\[
\text{let } A' = A \ast h^{-d'}
\]
\[
\text{assert } \tilde{e} (Z, g) \ast \tilde{e} (1/A', p_k) = G_r
\]
\[
\tilde{e} (R_0, g)^\chi \ast \tilde{e} (R_1, g)^\chi \text{ commitment},
\]
\[
\tilde{e} (A', g)^\chi \ast \tilde{e} (S, g)^\chi \ast \tilde{e} (h, g)^p \ast \tilde{e} (h, pk)^d
\]
\[
\text{Commit} (\text{country})
\]

This code first looks for a signed tuple \( (\text{city}, \text{country}, e, v, A) \) in \( F \) such that \( c = \text{city} \) and retrieves the remaining
elements; it then proves knowledge of this tuple, without revealing which tuple is used in the proof, by blinding the element A of the signature. (Note that this proof internally relies on a proof of multiplication.)

Iterators and Committed Tables  ZQL supports tables with mixed public and private columns, as well as iterators map and fold. To enable processing on their private contents, data sources extend tables with commitments and sign them. For instance, here is the code for the provider of the table of cities for the blur query.

\[
D_i \xrightarrow{\text{let}} x, sk, X \xrightarrow{\text{let}} H = \text{fold} (H, x, \alpha, C, \text{extend} H C) H_0 X' \xrightarrow{\text{X'}, sign} sk H
\]

This code first uses map to extend each source integer with a fresh opening and commitment, using the Commit abbreviation; this yield the extended table X' passed to the prover; it then uses fold to computes the joint hash of these commitments and signs the result. (In the hash computation, H_0 is some fixed tag, and we omit a conversion from eltG to hash). As outlined at the end of this section, both the prover and the verifier perform some initial processing for these extended tables: the prover must prove show his knowledge of the representation for these commitments, and the verifier must verify the signature and the representation proofs for these commitments.

We illustrate the translation of iterator map (5) on the blur query from §2. The translation of fold (6) is similar. The map expression of blur is translated to another map expression, in a translated environment that provides the extended input X : [[x : int]] table:

\[
[[\Gamma \vdash \text{map}(c \rightarrow \text{lookup } c F) X]] = \text{map}(c, \alpha, C_c \rightarrow [[\Gamma, c : \text{int} \vdash \text{lookup } c F]]) X
\]

and the translation continues with the lookup expression, as explained above.

Prover Translation  Continuing from the result of the shared translation, the prover translation uniformly turns its assertions into a custom non-interactive Σ-protocol, in two passes, written [[.]_1 and [[.]_2, that produce code for the message randomness and for the responses, respectively.

Figure 6 defines these two passes, as well as the top-level query translation [[.]]_PROVER that combines [[.]_1 and [[.]_2 with additional glue. Overall, the prover for a source query θ → e is thus defined using this translation after the shared translation: P \xrightarrow{\text{let}} [[[\theta \vdash e]]]_\text{PROVER}.

First-message translation  In the first pass, H is the public hash incrementally computing the global challenge, a is the accumulated cryptographic evidence that will be sent to the verifier, and every private variable x is replaced with a pair x, t_x where t_x is the proof randomness. (Openings αx are treated as any other secrets.) In combination with the shared translation, every private source expression becomes a tuple of the form [[x]]_1 : (x, t_x, αx, t_{ax}, C_x) where x is the source value, t_x is the proof randomness for x, αx is an opening for x, t_{ax} the proof randomness for αx, and C_x is a commitment to x. For efficiency, all these additional values are optional in our compiler.

Compositionally, the type translation [[p]]_1 maps shared environments to environments extended with an entry for each proof randomness, and leaves the other entries unchanged; the expression translation [[.]]_1 takes H and a as free variables and returns their updated values of the form extend ... (extend H E_1) ... E_n, with one exponential expression E_i for each assertion in e, and a, a_1, ..., a_m for each additional evidence a_j produced by e.

We now explain the main cases of the first-pass translation. Public expressions are (still) unaffected. Note that they may includes public expressions generated by the shared translation, such as products of commitments. Affine private expressions are translated homomorphically, adding a corresponding linear expression on the proof randomness. Private exponential computations yields evidence that must be communicated to the verifier: we add their results to a. More complex private expression are supplemented with the sampling of a fresh message randomness for their result—we rely on the assertions introduced by the shared translation to prove those expressions.

Assertions of equations of the form e_p = e_s are transformed into extensions of the global-challenge computation. The left-hand-side must be a public expression, and is discarded. The right-hand-side must be an expression on private variables. Let e_v be this expressions obtained by replacing every variable x with t_x. The translation computes it, and extends H with the result. Declassifications are similarly translated: the declassified value x is added to a, and the hash is extended with g^x to link it to its computed proof randomness (as if we were translating assert g^x = g^x). Continuing with our example, we give below the expressions e_1, obtained by translating the shared-translation of the discriminant query, after removing the unnecessary commitment C_d. (This code has been rearranged for simplicity; the intermediate code produced by applying the translation rules appears in Figure 8.)

\[
\begin{align*}
\text{let } p & = z + z \\
\text{let } t_p & = \text{random()} \\
\text{let } a' & = ax + z \\
\text{let } t_{a'} & = \text{random()} \\
\text{let } H & = \text{extend } H (C_d) \times (g^{-h} \ast g h^{t_{a'}}) \\
\text{let } e_p & = \text{sample()} \\
\text{let } t_{e_p} & = \text{random()} \\
\end{align*}
\]
let $C_p = g^y * g^h^{p^q}$
let $H = \text{extend } H \left( g^r * g^h^{2^\Phi} \right)$
let $d = p - 4 * x + y$
let $t_p = t_p - 4 * x + t_y$
let $H = \text{extend } H g^d$
let $a = a, \left( p, t_p \right), \left( o', \delta' \right), \left( \alpha_p, t_{op} \right), C_p, d$
let $H, a, d$

Response Translation In the second pass, after completing the computation of the global challenge $c$, we revisit the collected evidence $a$, and we replace every pair of a private value $x$ and associated proof randomness $t_x$ with the response $r_x = t_x - c * x$. This pass is defined by induction on the type of $a$, produced by the first-message translation, which indicates where those pairs are. (Technically, this pass also needs to re-balance nested tuples, as the prover produces $(\ldots (a_0, a_1), a_2, \ldots, a_n)$ whereas the verifier consumes $(a_0, \left( a_1, (\ldots, a_n) \right))$; we omit those details.) Continuing with the discriminant prover, the resulting evidence $a : \delta$ begins with the series of variables $(z, t_z) \left( \alpha, t_{\alpha} \right), \left( p, t_p \right), \left( o', \delta' \right), \left( \alpha_p, t_{op} \right), C_p, d$
and thus $\sqsubseteq_2$ simply computes the responses for the five pairs of secret and associated proof randomness:

\[
\square_2 \sqsubseteq \begin{cases} 
(\varepsilon, \varepsilon, t_{\varepsilon}, \left( p, t_p \right), \left( o', \delta' \right), \left( \alpha_p, t_{op} \right), C_p, d) & a = (z, t_z) \left( \alpha, t_{\alpha} \right), \left( p, t_p \right), \left( o', \delta' \right), \left( \alpha_p, t_{op} \right) \\
\end{cases}
\]

Top-Level Prover Translation (P) We arrive at the following top-level prover, given here for the discriminant query. (See Figure 6 for the general case.) This prover relies on data sources extending both private source inputs $y$ and $z$ with an opening, a commitment, and a signature on that commitment $x, y, \sigma, C_x, C_y, (z, \sigma, C_z, \sigma_z) \rightarrow$
let $H = H_{0b}$
let $t_c = \text{random}(\cdot)$
let $t_{\sigma} = \text{random}(\cdot)$
let $a = (z, t_z) \left( \alpha, t_{\alpha} \right)$
let $H = \text{extend } H g^c h^e$
let $H, a, \delta, d = \prod \square_2 \sqsubseteq [e]_i \parallel \text{phase 1 detailed above}$
let $c = \text{finalize } H$ in
let $a = \left[ \Psi \right]_2 \parallel \text{phase 2 detailed above}$
let $x, \left( C_y, \sigma \right), \left( C_z, \sigma_z \right), a, c$

In the top-level prover translation, $\left[ \Psi \right]_2$ is the tuple type of the (extended) provided data, and $\prod \square_2$ is an expression that extracts their public parts (including the plain signatures, excluding lookup tables). The type $\delta$ of the additional evidence depends on the first-pass of the translation, and is used to drive the second part. In-between, the final value $H : \text{hash}$ is finalized into the global challenge $c : \text{num}$. Finally, the message passed from the prover to the verifier consists of (1) the public parts of the input data and of the result; (2) the additional evidence for proving this result; and (3) the global challenge for verifying this proof.

Verifier Translation Also following the shared translation, the prover translation leaves the public parts of the query unchanged, and it incrementally re-computes the challenge using the responses and additional evidence prepared by the prover for the private parts of the query. Figure 7 gives the compositional translation applied to the result of the shared translation, and the top-level translation $\left[ \square_2 \right]_{\text{VERIFIER}}$. In combination, the verifier is defined as $V \overset{\Delta}{=} \left[ \prod \left[ \Theta \Rightarrow e \right] \right]_{\text{VERIFIER}}$.

Compositional translation $\left[ \square_2 \right]_{\text{VERIFIER}}$. In the verification pass, $H$ is the public hash incrementally re-computing the global challenge, $a$ is the received evidence consumed by the verifier, and every private variable $x$ is replaced with a (public) response variable $r_x$—the type translation $\left[ \square_2 \right]_{\text{VERIFIER}}$ performs this replacement. In combination with the shared translation, every private source expression now yields a tuple of the form $r_x, r_{\alpha}, C_x$ where $r_x$ and $r_{\alpha}$ are (presumably) responses associated with the exponents committed to $C_x$. (Again, all these values are actually optional in the compiler.)

The verifier expression $\left[ [v] e \right]$ takes free variables $H$ and $a$, and additionally returns the updated $H$ and the rest of $a$. Public expressions are unchanged. Private expressions are discarded, and replaced with response expressions, either computed (for affine expressions) or read off the evidence $a$ (for more complex expressions). Note that the translation of affine expressions includes a term $-c * a_0$ for the constant, to ensure that, given correct responses for its free variables, the translation of an expression also produces a correct response.

Assertions of equations of the form $e = e_0$ are translated to hash computation, by computing the expression $(e_0)^e * e_1$, where $e_1$ is obtained from $e_0$ by replacing every variable $x$ with $r_x$ and extending $H$ with the result. Declassifications $\downarrow x$ are similarly translated by reading $x$ off the evidence $a$ and extending the hash with $g^{x+c+c_r}$.

For instance, continuing with the discriminant, the (simplified) verifier translation $\left[ \prod \left[ \Psi \right] \Rightarrow [e_0] \right]_{\text{VERIFIER}}$ is

\[
\begin{align*}
\text{let } r_p, r_o, t_p, C_p, d, a = a & \\
\text{let } H = \text{extend } H (C_p)^e * (C_p^d * g^h^{t_r'}) & \\
\text{let } H = \text{extend } H (g^r * g^h^{2^\Phi}) & \\
\text{let } t_d = t_p - 4 * x * t_y & \\
\text{let } H = \text{extend } H (C_p)^e * g^h^d & \\
H, a, d &
\end{align*}
\]

Top-Level Verifier We finally give the top-level translation, also for our sample discriminant query. (See Figure 7 for additional details.)
\( x, C_x, \sigma_y, C_z, \sigma_x, a, c \to \)
\[\text{verify } v_k, C_y, \sigma_y;\]
\[\text{verify } v_k, C_z, \sigma_z;\]
\[\text{let } r_z, r_a, a = a\]
\[\text{let } H = \text{extend } H_0 \cdot C_y \cdot g^e \cdot s_g \cdot h^r;\]
\[\text{let } H, a, d = \llbracket \theta \rrbracket, \llbracket [e] \rrbracket_v;\]
\[\text{// translation detailed above}\]
\[\text{check } c = \text{finalize } H\]
\[d\]

The prover first verifies the signatures on the two received commitments for \( y \) and \( z \); it starts the challenge re-computation on the representation equation for input \( z \) (since we need a response for \( z \) an \( \alpha_c \) to check the proof of the square \( z^2 \)), then proceeds with the verification for the query expression; it checks that the received and re-computed challenges match; it finally returns the public result \( d \) (unless of course \text{verify} or \text{check} raised an error.)

### 6 Security Theorems

Consider a well-typed ZQL source query \( Q \triangleq \theta \to \downarrow e \), with \( t \) input variables \( \theta = (x_i : \tau_i)_{i=0..t-1} \), that declassifies only its result and its translation \( (S, (K_i, D_i))_{i=0..t-1}, P, V) \). We give our main results based on the definitions of \( \S \). We provide proof outlines in Appendix A, including a discussion of type-based verification of the compiled protocol. For functional correctness and soundness, we also suppose that there is no source-program overflow—formally, integers and their operations are computed modulo \( q \).

**Theorem 1 (Functional Correctness)**

\( (S, (K_i, D_i))_{i=0..t-1}, P, V \) is correct.

**Theorem 2 (Perfect Privacy)**

\( (S, (K_i, D_i))_{i=0..t-1}, P, V \) is \((t, 0)\)-private.

Our soundness theorem below is in the random-oracle model, requiring that \text{extend} and \text{finalize} are independent random oracles. It assumes that the Discrete Logarithm (DL) and Strong Diffie Hellman (SDH) assumptions hold—to guarantee the security of commitments and CL-signatures, respectively—and assuming that the \( \ell_{CMA} \), conventional signatures primitives of data-sources are chosen message attack secure (CMA).

**Theorem 3 (Computational Soundness)**

\( (S, (K_i, D_i))_{i=0..t-1}, P, V \) is \((t, \varepsilon)\)-sound, where the execution time \( t \) and success probability \( \varepsilon \) are respectively lower- and upper-bounded by the corresponding parameters of the assumptions.

Concretely, let \( t_{PL}, t_{SDH}, t_{CMA} \) and \( \varepsilon_{DL}, \varepsilon_{SDH}, \varepsilon_{CMA} \) be those parameters, for large enough bounds on the number of calls to their primitives. If \( t < \ell_{CMA} - t_{red}\), \( t < (t_{PL} - t_{red})/2 \), and \( t < (t_{SDH} - t_{red})/2 \), where the \( t_{red} \) are small constants, then \( \varepsilon < \ell_{CMA} \cdot \varepsilon_{CMA} + Q \cdot \sqrt{Q + \ell_{CMA}} \cdot \varepsilon_{SDH} + \ell_{CMA} \cdot \varepsilon_{CMA} + \frac{Q^2}{q} \), where \( Q \) is the number of random oracle queries made by \( \mathcal{A} \) and \( q \) is the order of \( G \) and thus also the size of the challenge.

In contrast with our privacy theorem, which is information-theoretic, our concrete-security soundness theorem is somewhat more cumbersome than the asymptotic security theorems often found in theoretical cryptography, but it remains closer to reality, in which cryptographic primitives come with concrete security bounds, and thus provides guidance for configuring these primitives to achieve adequate security.

### 7 ZQL applications

The expressivity of ZQL stems from the ease with which the primitive operators can be composed to build larger queries. We illustrate this by providing queries for applications in prior literature.

In the setting of smart metering, a meter issues signed private readings, and a household needs to compute their bill on the basis of a public tariff policy that maps each reading to a fee over time. A number of custom privacy protocols have been proposed to do this \([60, 53]\). One such billing policy takes a table of public times and private readings, as well as a lookup table from readings to prices to be summed:

\[\text{let smart_meter_bill}\]
\[\text{(R: (int pub * int) table) \ll time, reading}\]
\[\text{(T: (int * int) lookup table) = \ll reading, fee}\]
\[\text{\downarrow (sum ((time, reading) \rightarrow lookup reading T)') R}\]

The query looks up the non-linear price of each reading in the table \( T \), using \( \text{lookup} \) and sums the results.

Another popular application in the literature involves pay-as-you-drive insurance schemes. Such schemes require drivers to fit a black box in their car that records their driving habits, and allow the insurer to compute a premium based on the safety of the driving, as well as distance or time. The use of zero-knowledge protocols to support such automotive settings, including road usage billing and tolling has been well established in the literature \([7, 67, 49]\).

An example policy used by a UK auto insurance pilot scheme involves recording the segment of road traveled, the distance and the speed and use those to subtract “points” from a virtual driving license. Points are linked to the magnitude of speed violations on the road segments traveled. The insurance rate per mile is then computed as a function of the points subtracted, up to a threshold where the insurance becomes invalid. We can express such a policy in ZQL using a table for the recorded road segments used, and lookup tables to encode the speed limit of road segments, the penalty points per magnitude of violation, and finally the insurance premium for a certain number of points:
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it in the future to chose between alternative optimization strategies at compile time.

Concrete C++ Finally, we support compilation of the verifier to native C++ code, linked with high performance native big integer libraries. This branch involves transforming the functional ZQL verifier and unmarshaller code into an imperative program and optimizing it using standard low-level techniques such as removing dead code, removing spurious copies, and minimizing memory re-allocations. The resulting native program takes a proof as an input, and outputs the verified result. The native branch does not support on-the-fly compilation and execution, and currently works for RSA groups only. Yet the resulting code can be easily deployed where .NET runtimes are not available.

The process of compiling a query remains fast even on small devices. Thus, a service could simply send ZQL queries to the user, to be reviewed, compiled, then executed locally. To this end, our compiler also has an API that takes source ZQL ASTs, compiles them to F#, then also compiles and dynamically load the resulting F# code. This is likely to be faster, cheaper, safer and more reliable than providing custom binaries every time the query is updated.

The prototype compiler is still subject to limitations. For instance, some optimizations, such as moving de-classifications up in the dataflow to minimize the size of the Σ-protocol, or batching some exponential computations, could be applied more aggressively.

Performance Evaluation Table 1 illustrates the performance of ZQL code for the three applications presented in Section 7. It provides the execution time for the prover and verifiers, as well as the size of the proof, for different security parameters of RSA (1024 bits, 2048 bits) and the pairing based signatures. The smart_meter_bill readings table is of size $\ell_{\text{read}} = 5$ and the pay_as_you_go query road segments table is of size $\ell_{\text{seg}} = 25$. This means that for the 1024 bit RSA branch, the prover can process a meter reading every $\sim 120mS$ or a segment of road every $\sim 360mS$. The proof size for the pairing based branch is $\sim 755$ bytes per reading and $\sim 1921$ bytes per segment. As expected, the pairing based proofs are more compact than their RSA counterparts for the same levels of security. Prover timings take into account the generation of random numbers. We note that these numbers, while slow by the standards of non-privacy friendly computation, are perfectly adequate for computing bills and insurance premiums in real time.

Besides the main F# backend we experimented with a C++ back-end that compiles to a native verifier. Although more performant in absolute terms, the native verifier is not significantly faster than its F# counterpart.

The RSA 1024 bit computation of the pay_as_you_go verifier took 4,290mS as compared with the F# backend using native big integer binding that took 5,111mS. Profiling the C++ execution indicates that more than 90% of the time is spent inside the modular multiplication function performing exponentiations. Thus, improving the performance of ZQL comes down to either faster exponentiations (through batching, multi-exponentiation or hardware), or reducing the number of operations required through more aggressive simplification of the cryptographic protocols.

Finally, table 1 illustrates the output of the symbolic execution engine on these three applications, in a configuration that measures the number of exponentiations (E), pairings ($\hat{e}$), and signature verification operations (sigv) in terms of the length of the input tables ($\ell_{\text{read}}$ and $\ell_{\text{seg}}$), and ignores all other costs.

Where next? The current ZQL language is subject to some intrinsic limitations, and we are actively exploring options to overcome them.

Many of the limitations are cryptographic and could be overcome by applying more advanced protocols. For example, lookup and find are currently restricted to externally signed tables. Lookup tables based on accumulators [15] or vector commitments [31] would be more flexible and may reduce cost. At a lower level, table processing leads to many similar cryptographic operations in a data-parallel style. Batch proof and verification techniques and homomorphic signature schemes could speed them up [12]. Well known, zero-knowledge proofs for disjunctions, would allow branching statements. The shared translation could bundle multiple secrets per commitment. We note that choosing automatically the best encoding and technique, as well as compiling them in a compositional manner are challenging open problems.

On the language design side, we illustrated in §7 how functions can be approximated though lookups. ZQL could automate and optimize the process by compiling data sources that calculate and sign function-tables appropriately. Finally, by design, our source language shields programmers from cryptography, and this may hinder power-users that wish to customize our compilation scheme, or experiment with its variants. Similarly, some users may wish to rely on external, unverified procedures, and use ZQL only to validate their results. Advanced APIs exposing the internals of the ZQL compiler without breaking its invariants would help them.
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A Proof Outline of Security Theorems

Proof Outline for Theorem 2 Consider the following sequence of game rewrites:

- **Game 0.** The same as the Priv game with \( b = 0 \).
- **Game 1.** The same as Game 0, except that it simulates the \( \Sigma \)-protocol by using the HVZK simulator and programming the random oracle.
  
  *Game 0 and 1 are equivalent because of the zero-knowledge property.*

- **Game 2.** The same as Game 1, except that it picks a random group element for \( A' \), generates trapdoor parameters for the Pedersen commitment, and computes commitments and openings by computing \( C \) first and then trapdoor opening them to the \( b = 0 \) values.

  *Game 1 and 2 are equivalent because of the perfect binding of \( A' \) and the trapdoor property of Pedersen commitments.*

- **Game 3.** The same as Game 2, except that it trapdoor opens them to the \( b = 1 \) values.

  *Game 2 and 3 are equivalent as \( R' \) is unaffected by any of the secret values.*

- **Game 4.** The same as Game 3, except that it stops picking \( A' \) as random and generating trapdoor parameters for the Pedersen commitment and computes commitments honestly. The commitments and the \( A' \) values are not computed for \( b = 1 \) values.

  *Game 3 and 4 are equivalent because of the perfect binding of \( A' \) and the trapdoor property of Pedersen commitments.*

- **Game 5.** The same as Game 4, except that it stops to simulate the \( \Sigma \)-protocol by using the HVZK simulator and programming the random oracle. The code of this game is the same as the Priv game with \( b = 1 \).

  *Game 4 and 5 are equivalent because of the zero-knowledge property.*

Proof Outline for Theorem 3 We first check that the combined hash computation behaves like a random oracle, given that the individual functions extend and finalize behave like random oracles. This follows, e.g., from [40].

We then consider the following sequence of game rewrites:

- **Game 0.** The same as the Unforgeability game.
- **Game 1.** The same as Game 0, except that we abort if the proof contains a fresh signature for an uncorrupted signing key for non-lookup table inputs.

  We bound \( |\Pr[\text{Game 1}] − \Pr[\text{Game 0}]| \), by \( \ell_{\text{CMA}} \) times the probability of the best \( t + \ell_{\text{red1}} \) algorithm breaking the unforgeability of the signature scheme.

- **Game 2.** The same as Game 1, except that we use a rewinding extractor and abort if extraction fails.

  \( \Pr[\text{Game 1}] \leq \sqrt{\Pr[\text{Game 2}]} \cdot Q + Q^2/q \). This follows from the Forking Lemma. See [42, Theorem 3].

- **Game 3.** The same as Game 2, except that we abort if a linear combination of commitments, or a commitment in a multiplication proof is opened to a value different than its expected value.

  *This gives us a Pedersen commitment that is opened to different values and we bound \( |\Pr[\text{Game 3}] − \Pr[\text{Game 2}]| \), by the probability of the best \( t + \ell_{\text{red2}} \) algorithm for solving the discrete logarithm problem.*

- **Game 4.** The same as Game 3, except that we abort if the proof contains a fresh signature for an uncorrupted signing key for lookup-table inputs. For this game \( \Pr[\text{Game 4}] = 0 \).

  We bound \( |\Pr[\text{Game 4}] − \Pr[\text{Game 3}]| \), by \( (\ell − \ell_{\text{CMA}})\)-times the probability of the best \( 2t + \ell_{\text{red3}} \) algorithm breaking the unforgeability of the CL-signature scheme.

Security Types and Information Flows We briefly describe our use of more advanced types to structure our proofs of privacy and integrity. We refer to [19, 64, 11] for additional details.

Refinement types provide a convenient way to specify and automatically check the safety properties of intermediate computations in code. Each type \( \tau \) can be refined by adding a formula \( \varphi \) that states a property of the values at that type. For example, \( n : \text{int}\{0 ≤ n < 100\} \) is the type of natural numbers smaller than 100. The formulas can mention any value in scope; during typechecking, every formula must be proved from the formulas available in the typing environment; this task is delegated to Z3, an automated theorem prover.

In our setting, for example, we define the type \( x \circ \text{commitment} \) as an abbreviation for the refinement type \( C : \elt_G\{C = G^x \cdot h^y\} \) where \( G, g, \) and \( h \) in the formula are bound in our cryptographic libraries. Hence, for
instance, to type the third component of \(x+y, ax+oy, C_x \ast C_y\) as an \((x+y, ax+oy)\) commitment, after unfolding the type abbreviation for \(C_x, C_y\), and \(C_x \ast C_y\), our typechecker automatically generates and proves:

\[
C_x =_{\mathbb{G}} g^x h^{ox} \& \& C_y =_{\mathbb{G}} g^y h^{oy} \implies C_x C_y =_{\mathbb{G}} g^{x+y} h^{ox+oy}
\]

Crucially, refinements are used only for static verification, and they are erased after typechecking. Hence, a commitment to \(x\) is just an element of \(G\), and any occurrence of \(x\) in refinement formulas does not affect its privacy. In particular, the verifier can still reason about the integrity of secrets using existentially-quantified variables in refinements.

Relational refinements types similarly provide a technique to specify and check equivalences between two runs of the same program on related (but possibly different) inputs. Each type \(\tau\) can be relationally refined by adding a formula \(\phi\) that relates the two values of the corresponding expression. For example, we define the type of public integers using the relational refinement type \(x : \text{int}\{x_0 = x_1\}\), which states that the two values for \(x\) must coincide in both runs. Conversely, \(x : \text{int}\), our type of private integers, does not state how these values \(x_0\) and \(x_1\) are related. With these definitions, it is clear that a public integer can be treated as a private integer (by just erasing the refinement), but the converse is not true, unless the typechecker can prove the equation \(x_0 = x_1\) from assumptions in the environment. For example, addition in \(\mathbb{F}_q\) is specified as \(\text{plus}\{x_0 + x_1\}\) from which we can derive by logical subtyping, for instance, that \(z\) is public when both \(x\) and \(y\) are.

More generally, this encoding of public values as relationally equal values also applies to cryptographic computations and tables, and provides a uniform basis for automatically verifying information-flow properties.

At the time of writing, we have relationally verified privacy and integrity for sample compiled programs using the F* tool, using type-based specification of their cryptographic primitives, but we still have to integrate this security verification step to the ZQL compiler.

**Probabilistic sampling** The main property of uniform random sampling, formalized using relational logic, is that it can be typed as \(ax : \text{num}\{ax_0 = F ax_1\}\) for any one-to-one pure function \(F\) on its range—in our case integers modulo \(q\).

In our compiled code, as we sample a fresh opening for a private variable \(x\), we thus give it the type \(x\) opening defined as \(ax : \text{num}\{x_0 + ax_0 = x_1 + ax_1\}\), where \(ax\) is such that \(h = g^{ax}\)—since \(\mathbb{F}_q\) is prime, this \(ax\) exists, and can be used in specifications, even if it is not efficiently computable given \(g\) and \(h\).

Similarly, as we sample a proof randomness for a private variable \(x\), we give it the type \(x\) rand defined as

\[
t_x : \text{num}\{t_x - c_0 \ast x_0 = t_x - c_1 \ast x_1\}\]

where \(c\) is the global challenge—although this challenge \(c\) is not yet available as \(t_x\) is sample, at the specification level, we can rely on the random oracle to pre-sample its public random value \((c_0 = c_1)\) returned as the proof hash is finalized.

**Privacy by Typing** We outline how to use relational typing to verify the prover code generated by our compiler and establish witness indistinguishability (Theorem 2). Intuitively, our main privacy property for the prover can be expressed as the relational typechecking judgment

\[
\|\theta\|_1 [Q_0 = Q_1] + P : m : \tau\{m_0 = m_1\}
\]

and its proof can be reduced to checking that each of the translation rules preserves relational typing. For instance, every source secret \(x\) included in \(m\) is declassified, so by hypothesis it has a relational type of that form; every commitment included in \(m\) is public (since it has type \(C : \text{elt}\{C =_{\mathbb{G}} g^x h^m\}\) and the relational refinement formula \(x_0 + ax_0 = x_1 + ax_1\) of \(ax\) logically implies \(g^{x_0} h^{m_0} = g^{x_1} h^{m_1}\) and every response included in \(m\) is public (as can be shown from the relational refinement of the associated first-message randomness \(t_x\)).

**B Prover and Verifier Translations Tables**
First stage:

\[ [x : \tau, \rho]_1 = x : \tau, [\rho]_1 \] when \( x \) public (including all group elements)

\[ [x : \tau, \rho]_1 = x : \tau, t_x : x \text{ witness}, [\rho]_1 \] when \( x \) private int or num

\[ \Gamma \vdash e_1 = H, a, e \]

when \( e \) public expression, that is, whose variables are all public in \( \Gamma \).

\[ \Gamma \vdash e_1 = \text{let } C = e \text{ in extend } H C, (a, C), C \quad \text{ when } \Gamma \vdash e : \text{eltC} \text{ and } e \text{ is not public} \]

\[ \Gamma \vdash a_0 + \sum_{i=1}^{n} a_i x_i \]

when the \( x_i \) are private and the \( a_i \) public:

\( (\Gamma(ai) = \text{pub num})) \text{ and } (\Gamma(x_i) = \text{num}) \)

\[ \Gamma \vdash e_1 = \text{let } a, \rho = e \text{ in (let } t_x = \text{random()} \text{ in } H, (a, [\rho]_1), [\rho]_1 \]

when \( \Gamma \vdash e : \rho \) non-linear private expression (including assoc, random, opening...)

and \( x_i \) ranges over the private variables bound in \( \rho \)

\[ \Gamma \vdash \text{assert } e_C = e \text{ let } x_1, a, e \quad \text{ when } e_C \text{ public and } e \text{ algebraic on private exponents} \]

\[ \Gamma \vdash \downarrow x_1 = \text{let } a = a, x \text{ in extend } H g^{\downarrow}, a, x \]

\[ \Gamma \vdash \text{let } \rho = e \text{ in } e_0 \]

\[ \Gamma \vdash \text{map } (\rho \rightarrow e) T_1 = \text{let } H, T_a, T' = \text{mapP } (H, [\rho]_1) \rightarrow \text{let } a = H_0 \text{ in } [\Gamma, \rho \vdash e_1]) H [\Gamma \vdash T'_1 \in H, (a, T_a), T'] \]

\[ \Gamma \vdash \text{fold } (r : \tau, \rho \rightarrow e) r T_1 = \text{let } H, T_a, r = \text{foldP } (H, [r : \tau, \rho \rightarrow e]_1 \rightarrow \text{let } a = H_0 \text{ in } [\Gamma, r : \tau, \rho \vdash e_1]) H [\Gamma \vdash r]_1 \text{ in } H, (a, T_a), r \]

Second stage:

\[ [\delta, \rho]_2 = \text{let } a, [\rho]_1 = a \text{ in } [\delta]_2, \text{let } r_x = t_x - c x \text{ in }, [\rho]_v \]

where \( x \) ranges over the private variables bound in \( \rho \)

\[ [\delta, \delta' \text{ table}]_2 = \text{let } a, A = a \text{ in } [\delta]_2, \text{map } (\delta' \rightarrow [\delta']_2) A \]

\[ [\epsilon]_2 = e \]

\[ [\theta \rightarrow e]_{\text{PROVER}} = [\theta]_{\text{ID}} -> \]

\[ \text{let } H = H_0 \text{ in let } a = () \text{ in } \]

\( \text{// prove commitments for all private inputs (omitted)} \)

\[ \text{let } H : \text{hash}, a : \delta, r = [\theta \vdash e]_1 \text{ in } \]

\[ \text{let } c = \text{finalize } H \text{ in } \]

\[ [\theta, r]_{\text{pub}} = [\delta]_2, c \]

Figure 6: Prover Translation
\[ [x : \tau, \rho]_v = x : \tau, [\rho]_v \] when \( x \) public (including all group elements)

\[ [x : \tau, \rho]_v = r_x : (c, x) \) response, \([\rho]_v \] when \( x \) private

\[ [\Gamma \vdash e]_v = H,a,e \] when \( e \) public expression, that is, whose variables are all public in \( \Gamma \).

\[ [\Gamma \vdash e]_v = \text{let } C,a = a \text{ in } \text{extend } C,a,C \] when \( \Gamma \vdash e : \text{elt}_G \) and \( e \) is not public

\[ [\Gamma \vdash a_0 + \sum_{i=1}^n a_i \ast x_i]_v = H,a,-c \ast a_0 + \sum_{i=1}^n a_i \ast r_{x_i} \] when the \( x_i \) are private and the \( a_i \) public:

\( (\Gamma(a_i) = \text{pub num})_{i=0..n}, (\Gamma(x_i) = \text{num})_{i=1..n} \)

\[ [\Gamma \vdash e]_v = \text{let } a, [\rho]_v = a \text{ in } H,a,[[\rho]_v] \] when \( \Gamma \vdash e : \rho \) non-linear private-exponent expression (including assoc, random, opening...)

and \( \rho \) binds private exponents and public elements

\[ [\Gamma \vdash \text{assert } e_C = G \varepsilon_x]_v = \text{extend } H ((ec)^T \ast G \varepsilon_x)_v,a,e \] when \( \varepsilon_x \) algebraic on private exponents

\[ [\Gamma \vdash \varepsilon_x]_v = \text{let } x,a = a \text{ in } \text{extend } H g^{x + r_{\varepsilon_x}},a,x \]

\[ [\Gamma \vdash \varepsilon_0]_v = \text{let } H,a,[[\rho]_v] = \Gamma \vdash \varepsilon_1 \text{ in } [[\Gamma,\rho \vdash e_0]_v \]

\[ [\Gamma \vdash \text{map } (\rho \rightarrow e)]_v = \text{let } A,a = a \text{ in } \text{map}V (H,a,[[\rho]_v \rightarrow \Gamma,\rho \vdash e])_v \]

\[ [\Gamma \vdash \text{fold } (r : \tau, \rho \rightarrow e)]_v = \text{let } A,a = a \text{ in } \text{fold}V (H,a,[r : \tau, \rho]_v \rightarrow \Gamma,\rho \vdash e)_v \] \( H \vdash r \)

\[ [\theta \rightarrow e]_{\text{VERIFIER}} = [\theta, r]_{\text{pub}},a,c \rightarrow \]  

// check plain signatures and commitment proofs for all private inputs (omitted)

\( \text{let } H = H_0 \text{ in } \)

\( \text{let } H,a,r = [[\Gamma \vdash e]_v \text{ in } \)

\( \text{check } c = \text{finalize } H; \)

\( r \)

Figure 7: Verifier Translation
We translate

\[
\begin{align*}
\text{let rec } & \text{mapP} = \\
& (f \mapsto x \mapsto \text{hash } \ast \alpha \ast \gamma) \\
& (H : \text{hash}) (X : \alpha \ast \gamma) = \\
& \text{match } X \text{ with} \\
& | x : X \mapsto H, a, y = f \mapsto H, x = \\
& \text{let } H, A, Y = \text{mapP } f \mapsto H, X = \\
& (H, a : A, y : Y) = \\
& \text{let } H, a, r' = f \mapsto H, r \mapsto x = \\
& \text{let } H, A, r'' = \text{foldP } f \mapsto H, r' \mapsto X = \\
& (H, a : A, r'') = \\
& | [] \mapsto H, [\,] = \\
& \text{let rec } \text{foldP} = \\
& (f : \text{hash } \mapsto r \mapsto x \mapsto \text{hash } \ast \alpha \ast r) \\
& (H : \text{hash}) (r : r) (X : \alpha \ast \gamma) = \\
& \text{match } X \text{ with} \\
& | x : X \mapsto H, a, r' = f \mapsto H, a, r' = \\
& \text{let } H, A, r'' = \text{foldP } f \mapsto H, a, r' = \\
& (H, a : A, r'') = \\
& | [] \mapsto H, [\,] = \\
& \text{let } \text{rec } \text{mapV} = \\
& (f : \text{hash } \mapsto x \mapsto \text{hash } \ast \alpha \ast \gamma) \\
& (H : \text{hash}) (A : \alpha \ast \gamma) (X : \alpha \ast \gamma) : \text{hash } \ast \gamma \ast \text{list} = \\
& \text{match } A, X \text{ with} \\
& | (a : A), (x : X) \mapsto H, a, y = f \mapsto H, x = \\
& \text{let } H, Y = \text{mapP } f \mapsto H, A, X = \\
& (H, y : Y) = \\
& | [], [] \mapsto H, [\,] = \\
& \_ \_ \mapsto \text{failwith } "\text{table length mismatch}" \\
& \text{let rec } \text{foldV} = \\
& (f : \text{hash } \mapsto r \mapsto x \mapsto \text{hash } \ast \gamma \ast \text{list}) \\
& (H : \text{hash}) (A : \alpha \ast \gamma) (r : r) (X : \alpha \ast \gamma) : \text{hash } \ast r = \\
& \text{match } A, X \text{ with} \\
& | (a : A), (x : X) \mapsto H, a, r' = f \mapsto H, a, r' = \\
& \text{let } H, Y = \text{foldP } f \mapsto H, A, X = \\
& (H, y : Y) = \\
& | [], [] \mapsto H, [\,] = \\
& \_ \_ \mapsto \text{failwith } "\text{table length mismatch}" \\
& \end{align*}
\]

Figure 9: Auxiliary F# iterators in the Prover translation

\[
\begin{align*}
\text{let } & \text{rec } \text{mapP} = \\
& (f : \text{hash } \mapsto x \mapsto \text{hash } \ast \alpha \ast \gamma) \\
& (H : \text{hash}) (X : \alpha \ast \gamma) = \\
& \text{match } X \text{ with} \\
& | x : X \mapsto H, a, y = f \mapsto H, x = \\
& \text{let } H, A, Y = \text{mapP } f \mapsto H, X = \\
& (H, a : A, y : Y) = \\
& \text{let } H, a, r' = f \mapsto H, r \mapsto x = \\
& \text{let } H, A, r'' = \text{foldP } f \mapsto H, r' \mapsto X = \\
& (H, a : A, r'') = \\
& | [] \mapsto H, [\,] = \\
& \text{let rec } \text{foldP} = \\
& (f : \text{hash } \mapsto r \mapsto x \mapsto \text{hash } \ast \alpha \ast r) \\
& (H : \text{hash}) (r : r) (X : \alpha \ast \gamma) = \\
& \text{match } X \text{ with} \\
& | x : X \mapsto H, a, r' = f \mapsto H, a, r' = \\
& \text{let } H, A, r'' = \text{foldP } f \mapsto H, a, r' = \\
& (H, a : A, r'') = \\
& | [] \mapsto H, [\,] = \\
& \text{let } \text{rec } \text{mapV} = \\
& (f : \text{hash } \mapsto x \mapsto \text{hash } \ast \alpha \ast \gamma) \\
& (H : \text{hash}) (A : \alpha \ast \gamma) (X : \alpha \ast \gamma) : \text{hash } \ast \gamma \ast \text{list} = \\
& \text{match } A, X \text{ with} \\
& | (a : A), (x : X) \mapsto H, a, y = f \mapsto H, x = \\
& \text{let } H, Y = \text{mapP } f \mapsto H, A, X = \\
& (H, y : Y) = \\
& | [], [] \mapsto H, [\,] = \\
& \_ \_ \mapsto \text{failwith } "\text{table length mismatch}" \\
& \text{let rec } \text{foldV} = \\
& (f : \text{hash } \mapsto r \mapsto x \mapsto \text{hash } \ast \gamma \ast \text{list}) \\
& (H : \text{hash}) (A : \alpha \ast \gamma) (r : r) (X : \alpha \ast \gamma) : \text{hash } \ast r = \\
& \text{match } A, X \text{ with} \\
& | (a : A), (x : X) \mapsto H, a, r' = f \mapsto H, a, r' = \\
& \text{let } H, Y = \text{foldP } f \mapsto H, A, X = \\
& (H, y : Y) = \\
& | [], [] \mapsto H, [\,] = \\
& \_ \_ \mapsto \text{failwith } "\text{table length mismatch}" \\
& \end{align*}
\]

Figure 10: Auxiliary F# iterators in the Verifier translation

---

Figure 8: Sample prover translation for the discriminant.