Abstract

We introduce an efficient camera relocalization approach which can be easily integrated into real-time 3D reconstruction methods, such as KinectFusion. Our approach makes use of compact encoding of whole image frames which enables both online harvesting of keyframes in tracking mode, and fast retrieval of pose proposals when tracking is lost. The encoding scheme is based on randomized ferns and simple binary feature tests. Each fern generates a small block code, and the concatenation of codes yields a compact representation of each camera frame. Based on those representations we introduce an efficient frame dissimilarity measure which is defined via the block-wise hamming distance (BlockHD). We illustrate how BlockHDs between a query frame and a large set of keyframes can be simultaneously evaluated by traversing the nodes of the ferns and counting image co-occurrences in corresponding code tables. In tracking mode, this mechanism allows us to consider every frame/pose pair as a potential keyframe. A new keyframe is added only if it is sufficiently dissimilar from all previously stored keyframes. For tracking recovery, camera poses are retrieved that correspond to the keyframes with smallest BlockHDs. The pose proposals are then used to reinitialize the tracking algorithm.

Harvesting of keyframes and pose retrieval are computationally efficient with only small impact on the run-time performance of the 3D reconstruction. Integrating our relocalization method into KinectFusion allows seamless continuation of mapping even when tracking is frequently lost. Additionally, we demonstrate how marker-free augmented reality, in particular, can benefit from this integration by enabling a smoother and continuous AR experience.

1 Introduction

Recent advances in dense tracking and mapping [14] have enabled systems for accurate, real-time 3D reconstruction of the physical world using low cost commodity hardware [13] such as Microsoft’s Kinect sensor. Real-time reconstruction enables exciting applications in augmented reality (AR) [9, 12]. Knowing the actual 3D geometry of objects in a scene combined with the ability to sense the depth at frame rate overcomes several challenges in AR such as occlusion handling and fusion of real and virtual objects.

The underlying processing pipeline of different reconstruction systems based on depth sensors is similar. The camera motion is tracked frame-to-frame where the pose update is determined by computing a relative transformation between a (partially) reconstructed world (i.e. the map) and a 3D point cloud obtained from the live depth measurements generated by the sensor. This transformation can be for instance computed by employing a robust version of the iterative closest point (ICP) algorithm as it is implemented in the KinectFusion approach [13]. Given the estimated camera pose, new 3D measurements are integrated into the map yielding an updated and refined reconstruction of the scene. Different variants of this 3D reconstruction pipeline exist which mainly differ in the details how tracking [12, 23, 24] and mapping [8, 20, 25] are implemented.

1.1 Importance of Relocalization

In order to acquire an accurate map of the scene, these reconstruction pipelines rely on a steady stream of successfully tracked frames. Tracking failure can have severe consequences. Integrating measurements with incorrect poses yields implausible, invalid geometry and might destroy already reconstructed areas in the map. Indeed, if tracking failure can be detected, at least map corruption can be prevented. However, in augmented reality applications in which the pose of the camera is required to correctly overlay virtual objects onto the real world, tracking failure leads to an abrupt and unpleasant end of the user’s experience.

The causes for tracking failure are versatile. Rapid camera motion and sudden change of viewpoint are probably the predominant ones where frame-to-frame tracking fails. In addition, and particularly relevant to systems where the map is spatially restricted to a limited area of the world, tracking which relies on the reconstructed map fails every time the camera points outside the restricted domain. This can frequently happen in AR scenarios in which the user is in full control of a hand-held or head-mounted camera.

To this end, it is of great practical importance to integrate a camera relocalization module which allows instant recovery from tracking failure. Incorporated into the 3D reconstruction pipeline, such a module allows seamless continuation of mapping even when camera tracking is frequently lost. This avoids the frustrating task of restarting an entire scan from scratch due to tracking failure. Also, this makes AR applications more robust. Augmentations can be visualized with the correct transformation immediately after successful recovery of the camera pose.

In this paper we propose a relocalization module which can be easily integrated into existing reconstruction pipelines. Our approach is inspired by different components of previous work, resulting in an efficient and scalable algorithm that provides a solution to the main causes of tracking failure in systems such as KinectFusion. We will demonstrate that both continuation of mapping and robust AR are enabled by our algorithm.

1.2 Related Work

Camera relocalization has been studied in the context of simultaneous tracking and mapping (SLAM) systems. While approaches exist that require an offline training phase (e.g. [22]), we focus below on approaches which are capable of online real-time performance. One can roughly categorize existing approaches into two categories, though hybrid [18] and more exotic variants exist [2, 15].

The first category are landmark-based approaches (LbAs) [3, 26]. During successful tracking, fiducial landmarks, also called keypoints, are extracted from the camera images, encoded by a descriptor, and stored in a database together with their 3D locations. When tracking is lost, landmark candidates are detected in the incoming frame and based on descriptor similarity putative matches are established between those candidates and stored keypoints. The combination of the three-point-pose algorithm and RANSAC [5] is then commonly employed to determine the pose of the camera.

We denote the second category as image-based approaches (IbAs) [6, 10]. Indeed, all methods discussed here rely on image information, however, the main difference to the first category is that IbAs make use of global image matching and do not require explicit landmark detection. During successful tracking, compact
representations of whole images are generated and stored together with the corresponding camera poses. Those frame/pose pairs are commonly referred to as keyframes. When tracking is lost, the compact representation of the incoming frame is compared to the ones of all keyframes. The poses of the most similar keyframes are retrieved and then used to directly reinitialize the tracking algorithm.

Both approaches have their advantages and drawbacks. Arguably, the main advantage of LbAs is their ability to recover the pose for frames from novel views. As long as a sufficient number of keypoints can be recognized, the camera pose can be determined. Depending on the visual characteristics of the scene and possible artifacts such as motion blur, it might not always be possible to obtain sufficiently many matches. Also, the construction of the keypoint database in real-time settings can be challenging. Often a costly online training phase is required which demands additional resources such as a background thread or extra GPU computations [26].

Another limitation of LbAs lies in their inherent sparse representation of the scene. Some approaches are limited to store only a few thousand unique points, as discussed in [3, 10]. The optimal choices for a suitable pipeline of robust detection [19], description [1, 27] and matching [16] is certainly a challenge on its own.

Instead of map locations, in IbAs a set of densely distributed keyframes represents the reconstructed scene. This allows direct retrieval of pose proposals for tracking initialization and does not require the pose estimation step of LbAs. The main challenges are related to the online determination of keyframes and the definition of efficient frame similarity measures. For the first part, often heuristics are employed such as thresholds on distances in pose space. For instance, a tracked frame is added to the set of keyframes only if the camera translation and orientation are sufficiently different from the previous keyframe [6]. This heuristic might yield non-optimal scene coverage. The second issue regarding efficient similarity evaluation is commonly tackled by using compact representations such as heavily downsampled images and normalized intensity differences [6, 10]. With increasing number of keyframes, the time needed for the search of the most similar ones can be a limiting factor of IbAs in real-time settings. The fact that tracking can only be recovered from views which have been approximately visited before has been recently approached by utilizing synthesized views [6]. However, rendering such views can be costly and defining an optimal sampling strategy in pose space is non-trivial.

In light of prior work, we propose a simple yet powerful relocalization approach which falls into the IbA category. Our method makes use of randomized ferns which have been previously used in the context of keypoint-based relocalization [26]. The way in which we make use of ferns is quite different and will be described in Section 2. Our relocalization approach comes with the following contributions:

1. Efficient frame encoding scheme allows compact representation of keyframes, and fast retrieval of pose proposals for tracking recovery;
2. Automatic discovery and sampling of keyframes by exploring the space of appearance during tracking and avoiding spatial sampling heuristics;
3. Scalability to large scenes through a small memory footprint, large model capacity, and minimal computational demands.

These properties are essential for the integration of our method into 3D reconstruction pipelines. After discussing the technical details, we investigate the relocalization performance in an experimental evaluation in Section 3. We then discuss in Section 4 a practical application of marker-free AR realized with the KinectFusion system equipped with our relocalization module. In Section 5, we discuss current limitations and future work.
Figure 1: Frame encoding: Fern-based frame encoding takes an input RGB-D image and generates small code blocks for each fern based on simple binary tests evaluated at random image locations. A code block points to a row of a code table associated to a fern storing the *ids* of keyframes with equivalent codes. In harvest mode, the *id* of the incoming frame is added to the row if the minimum dissimilarity \( \kappa_i \) is above a threshold. For tracking recovery, poses are retrieved from a hash table corresponding to keyframes that are most similar. Similarity depends on the counts of co-occurrence of the incoming *id* and the ones stored in different code tables.

Figure 2: Harvesting keyframes: The left image shows a reconstructed scene with 4000 tracked frames. Each camera pose is shown as a red frustum. When simulating harvesting from this stream of frames, 310 are accepted as keyframes for \( \kappa_i > 0.2 \) (middle). Increasing the threshold to \( \kappa_i > 0.3 \) yields only 128 frames being accepted (right). We found that the coverage in the middle is favorable over the one on the right, while an even denser coverage does not improve relocalization performance (see Fig. 5).

In addition, for every incoming new frame \( I \) we can determine the minimum BlockHD with respect to previously stored frames as

\[
\kappa_i = \min_{\forall j} \text{BlockHD}(b^i_C, b^j_C) = \min_{\forall j} \left( \frac{m - q_{ij}}{m} \right).
\]

The value \( \kappa_i \) provides useful information about how well the new frame is represented by the set of stored keyframes. A low value reflects that a very similar frame is already present, while a high value indicates a novel view from a pose which should probably be stored as a keyframe. Based on this observation, we propose a strategy for online harvesting of tracked frames and automatic determination of keyframes. Based on the value \( \kappa_i \) and a predefined threshold \( t \), we decide whether an incoming frame is added or discarded. It should become clear that such a threshold influences how densely the reconstructed scene is covered by keyframes (see Fig. 2). Intuitively, a compromise is desired which avoids redundant information to be added to the scene representation while the coverage of the scene should be sufficiently dense.

2.4 Tracking Recovery

Once online harvesting of tracked frames is in place and a few keyframes have been collected, tracking recovery can be achieved through fast retrieval of pose proposals. Assuming camera tracking has failed for an incoming frame. We can still perform exactly the same encoding procedure as in harvest mode and efficiently compute the dissimilarities to all stored keyframes. Now, instead of determining the value of the minimum distance, we directly determine the *ids* of the \( k \) nearest keyframes. This allows us to retrieve their stored camera poses from the hash table \( P \). Depending on the underlying tracking and mapping system, we can use those \( k \) poses to reinitialize the tracking algorithm. It is also possible to employ a weighted averaging scheme to regress a pose proposal using the retrieved poses and their distances similar to the idea proposed in [6].

\[
\text{BlockHD}(b^i_C, b^j_C) = \frac{m - q_{ij}}{m}.
\]

This is different to ferns used for classification [17, 26] where empirical distributions over keypoints are stored in the rows of the code tables.
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We created the ‘7-scenes’ dataset \(^1\) for continuing normal frame-to-frame tracking and mapping.

2.5 Fern Construction

We have not discussed the details for the fern parameters introduced in Section 2.1. In particular, the binary test parameters \((\theta_i, \tau_i)\) seem crucial for obtaining useful compact frame representations. However, and maybe not too surprising, we found that randomness injected into the construction of the ferns yields overall best performance. Similar findings are reported in related approaches [11, 17, 26]. Our default construction strategy for the entire conservatory of ferns is explained in the following. The impact of parameters such as the number of ferns \( m \) and the keyframe acceptance threshold \( t \) are investigated in our experiments.

Each fern consists of \( n = 4 \) nodes with one node per RGB-D channel, yielding \( F = [f_R, f_G, f_B, f_I] \). Here, this also predefines the parameters \( c_i \) within the set \( \{\theta_R, \theta_G, \theta_B, \theta_I\} \). We randomly sample the image locations \( x \) at which the binary tests are applied from a uniform distribution over the image domain \( \Omega \). Here, we sample one location per fern, such that \( x_R \approx x_G \approx x_B \approx x_I \).

This has the effect that a code block \( b \) corresponds to feature responses from all image channels obtained at the same location. The feature test thresholds \( \tau \) are uniformly sampled such that \( \tau_R, \tau_G, \tau_B \in [0, 255] \) for RGB and \( \tau_D \in [800, 4000] \) mm for depth.

3 Experimental Evaluation

We created the ‘7-scenes’ dataset\(^2\) to evaluate relocalization performance. All scenes were recorded from a handheld Kinect at \( 640 \times 480 \) resolution. We used KinectFusion [13] (with care to avoid loss of track) to obtain the ‘ground truth’ camera poses. For each scene, several sequences were captured by different users, and split into two distinct evaluation sets. One set is used as a steady stream of tracked frames for simulating harvesting of keyframes, the other set is used for error calculation. The frames exhibit ambiguities (e.g. repeated steps in ‘Stairs’), specularities (e.g. reflections in ‘RedKitchen’), motion blur, lighting conditions, flat surfaces, and sensor noise. An overview of the dataset is shown in Fig. 4 and details are given in Table 1. The varying difficulties of the scenes are reflected in the errors, consistently across different approaches.

In the following, our relocalization module operates on downsampled, smoothed images with a resolution of \( 40 \times 30 \) and Gaussian blur of \( \sigma = 2.5 \).

3.1 Overall System

We integrated our relocalization module into the KinectFusion pipeline (see Fig. 3) which relies on model-based ICP frame-to-frame tracking. In order to detect ICP tracking failure (and success), we employ a plausibility check on the magnitude of camera motion and on the ICP residual error. If the relative motion or residual is too large, ICP reports tracking loss and relocalization is initiated. A short demonstration of this system is shown in the supplementary video which highlights the importance of the relocalization module. In particular, the system is able to immediately recover tracking when the camera frequently leaves and re-enters the limited volume of the world that is being reconstructed.

3.2 Pose Proposal Strategies

There are several ways of using a pose retrieval approach such as ours for relocalization. One way is to simply initialize the tracking algorithm with the nearest neighbor (NN) pose, i.e. the one of the keyframe with smallest BlockHD. It is also possible to retrieve a set of \( k \)-NN proposals and initialize the tracking with each of those.

Besides proposing directly the poses of keyframes, we can also interpolate a proposal via weighted averaging over the \( k \)-NN poses [6].

In the following, we will compare relocalization performance for different strategies, namely NN, \( k \)-NN, and weighted average pose (WAP). In contrast to NN and WAP, \( k \)-NN corresponds to a multiple proposal approach where the poses of the \( k \) closest keyframes plus their WAP are used for initializing ICP. If ICP reports success for several of those poses, the one with lowest residual error is selected for continuing normal frame-to-frame tracking and mapping.

3.3 Tiny Image Baseline

We compare our method to another keyframe approach denoted as ‘tiny image baseline’. This baseline represents whole image matching approaches [6, 10]. Keyframes are stored with their camera poses, after downsampling to \( 40 \times 30 \) pixels and applying a Gaussian blur of \( \sigma = 2.5 \) pixels [10]. For pose retrieval with best possible accuracy (at the expense of speed), we use brute-force matching against all available stored frames using the normalized distance over RGB-D as defined in [6]. It should be noted that this exhaustive search is impractical for real-time systems. To this end, keyframe sampling heuristics are usually employed to keep the number of keyframes at a reasonable level [6]. Such heuristics, however, do not guarantee sufficient coverage of a scene. In order to eliminate the factor of insufficient keyframe density, we opt for the brute-force search strategy which should yield best possible performance for the baseline. We use the same pose proposal strategies as for our method, i.e. NN, \( k \)-NN, and WAP.

3.4 Error Metric

Our main metric for comparing different settings and approaches is the percentage of frames for which the pose was successfully recovered. Here, we define recovery to be successful if the final estimated pose of frame-to-frame tracking after ICP is within 2 cm translational error and 2 degrees angular error compared to ground truth.

3.5 Results

In the following we investigate different properties of our relocalization. Besides quantifying the actual performance for pose recovery in comparison to a baseline, we also explore the impact of different parameters and the scalability of our method to larger scenes. We also report detailed timings and computational impacts of the individual components of our method.

Effectiveness: Our main quantitative results are summarized in Table 1. Both, our approach and the baseline perform best in terms of successfully recovered frames when using the \( k \)-NN proposal strategy. Overall, our approach is able to recover from significantly more test frames compared to the baseline. In all the exper-

\(^1\)http://research.microsoft.com/7-scenes/
good performance compared to scene-specific representations, indicating promising scalability properties for our compact encoding scheme.

Table 1: Main results: Summary of the relocalization performance evaluated on the RGB-D dataset '7-scenes'. Percentages correspond to the number of successfully recovered frames (within 2m translational error and 2° angular error). The best performance is obtained with our relocalization approach and the kNN pose proposal strategy. Remarkably, the scalability test on the 'All-in-One' representation indicates similarly good performance compared to scene-specific representations, indicating promising scalability properties for our compact encoding scheme.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Spatial Extent</th>
<th>#Frames</th>
<th>Tiny Image Baseline</th>
<th>Our Results (m=500, t=0.2)</th>
<th>All-in-One</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Harvest</td>
<td>Recovery</td>
<td>NN</td>
<td>WAP</td>
</tr>
<tr>
<td>Chess</td>
<td>3m²</td>
<td>4k</td>
<td>2k</td>
<td>70.8%</td>
<td>72.4%</td>
</tr>
<tr>
<td>Fire</td>
<td>4m²</td>
<td>2k</td>
<td>2k</td>
<td>56.6%</td>
<td>56.9%</td>
</tr>
<tr>
<td>Heads</td>
<td>2m³</td>
<td>1k</td>
<td>1k</td>
<td>49.0%</td>
<td>50.2%</td>
</tr>
<tr>
<td>Office</td>
<td>5.5m³</td>
<td>6k</td>
<td>4k</td>
<td>60.8%</td>
<td>61.3%</td>
</tr>
<tr>
<td>Pumpkin</td>
<td>6m³</td>
<td>4k</td>
<td>2k</td>
<td>54.6%</td>
<td>56.1%</td>
</tr>
<tr>
<td>RedKitchen</td>
<td>6m³</td>
<td>7k</td>
<td>5k</td>
<td>46.1%</td>
<td>46.8%</td>
</tr>
<tr>
<td>Stairs</td>
<td>5m³</td>
<td>2k</td>
<td>1k</td>
<td>25.2%</td>
<td>27.3%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>51.9%</td>
<td>53.0%</td>
</tr>
</tbody>
</table>

Figure 4: RGB-D dataset: For each of the seven scenes, we have recorded several sequences of tracked RGB-D camera frames. The frame trajectories used for simulating the online harvesting are shown in red. The frames used for evaluating tracking recovery are shown green.

Timings: Real-time performance of relocalization is essential when being integrated into a tracking and mapping pipeline. In the following we report average timings for individual components of our method. All timings have been acquired while running KinectFusion on the 'RedKitchen' scene where a relocalization module based on the default setup and 574 stored frames is assumed to be in place. This allows us to measure the expected impact of keyframe harvesting and recovery under realistic conditions. While the KinectFusion pipeline itself is mostly running on GPU (Nvidia GeForce GTX 580), our relocalization runs currently entirely on the CPU using a single core (Intel Xeon 2.27 GHz).

The key intervention to the existing pipeline is that every incoming frame is pushed through the frame encoding and dissimilarity computation mechanism. So, even in normal tracking mode our method has an impact on the overall tracking and mapping performance. We found this impact to be very small, with only 3ms for frame encoding including computation of $\kappa_i$. A KinectFusion system running at 30 FPS will continue to run at about 27 FPS when keyframe harvesting is running in the same computation thread. Of course, the relocalization module could also run in a parallel, dedi-
Here, the value of the camera image, we need to find a transformation able to correctly overlay object-specific visual information on top could represent the skin surface of a patient’s head. In order to be the mesh could have been extracted from an available 3D scan and respond to object surfaces. Finding the optimal transformation $\hat{T}$ [13] denoted as which registers the mesh and the online 3D reconstruction. We assume the latter is represented as a truncated signed distance function (TSDF) [13] denoted as $D : \mathbb{R}^3 \rightarrow \mathbb{R}$ where zero-crossings correspond to object surfaces. Finding the optimal transformation $\hat{T}$ can be formulated as an optimization problem as follows

$$\hat{T} = \arg \min \sum_i \min \| D(\mathbf{T}(v_i)) \|, \lambda \quad .$$ (5)

Here, the value $\lambda$ truncates the cost function which makes it robust to outliers and missing data in partially reconstructed objects. The minimum of the cost function corresponds to the transformation where a large number of mesh vertices is located at object surfaces, i.e. at zero-crossings in the TSDF volume. The advantage of this direct mesh-to-volume registration is that no explicit correspondences are required between the 3D model and the reconstruction. However, a sufficiently good initialization is important.

As mentioned earlier, we assume a user controlled camera which allows us to employ a simple manual initialization mechanism which works well in practice. Although, an automatic approach can be envisioned [7]. When a reasonable part of the object to be augmented has been reconstructed, we display the 3D mesh model with a fixed offset in front of the camera. The user’s task is then to navigate the mesh model by moving the camera to the proximity of the reconstructed object. Enabling z-buffer based rendering gives additional guidance to the user when the mesh and the reconstruction are sufficiently close. The actual registration can then be performed automatically. We employ the downhill simplex algorithm as an iterative optimization method which requires less than 5 seconds for the registration. Once the transformation according to Eq. (5) is determined, any information contained in the object’s 3D model or scan can be correctly overlaid on top of the tracked camera images. This procedure enables compelling, marker-free AR which for example allows to peek inside the human body and visualize anatomical details of clinically relevant structures as illustrated for a head phantom in Fig. 6. The supplementary video contains further examples.

5 Conclusion

The goal of this work was to develop an effective relocation module which provides a solution to the main causes of tracking failure in systems such as KinectFusion. We demonstrated the performance of our module in a set of experiments and showed that continuation of mapping and marker-free AR can greatly benefit from our approach. A limitation of keyframe approaches in general is that for tracking recovery the camera view should not be substantially different from views represented by the keyframes. This is less of a problem in systems where the user is in full control of the camera, as it is intuitive to navigate the camera to an area that has been previously visited. In addition, in [6], a solution to this problem is proposed by employing synthetic view sampling. We believe a similar idea can be implemented here where our compact frame encoding is a key advantage. Instead of synthesizing whole frames, which can be costly, we only need to synthesize the compact codes for novel views which could dramatically reduce computational costs. This would potentially allow us to generate many views on-the-fly and allow a dense coverage of the reconstructed scene. One could think of employing a scene density estimator via the minimum BlockHD value $\kappa_T$ as defined in Eq. (4) which could drive the view sampling towards undiscovered areas. This would overcome the need for sampling heuristics.

It would be interesting to investigate how loop-closure detection could be realized with our approach. Similar to [3], we could build a scene graph where stored keyframes correspond to nodes. As pointed out in [3], loop-closure and tracking recovery are similar events of edge creation between active and existing graph nodes.

In a similar context, one could explore the use of continuous pose retrieval for detecting tracking drift. Assuming a steady stream of tracked frames obtained from frame-to-frame tracking, the estimated poses could be compared on-the-fly to poses retrieved from the keyframe representation. A deviation in pose could indicate a drift and this information could potentially be used for online correction of the reconstructed map.
Figure 6: Marker-free augmented reality: Illustrated is a potential medical AR application. The top left image shows a skin surface model of a head phantom fused with a real MRI scan of a patient with a brain tumor. Relevant clinical structures such as the tumor (red) and important blood vessels (blue) are highlighted. The segmentation is commonly done during interventional planning. The second image shows our polystyrene head phantom. Reconstructing the same outer surface with a real-time system such as KinectFusion (third image, top row) allows a mesh-to-volume registration between the surface model and the TSDF of the reconstruction (top right image). The bottom row shows in-situ AR visualizations of anatomical structures overlaid on the RGB camera view. The live depth measurements also enable realistic occlusion handling.
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