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Abstract—Software quality is one of the most pressing concerns for nearly all software developing companies. At the same time, software companies also seek to shorten their release cycles to meet market demands while maintaining their product quality. Identifying problematic code areas becomes more and more important. Defect prediction models became popular in recent years and many different code and process metrics have been studied. There has been minimal effort relating test executions during development with defect likelihood. This is surprising as test executions capture the stability and quality of a program during the development process. This paper presents an exploratory study investigating whether test execution metrics, e.g. test failure bursts, can be used as software quality indicators and used to build pre- and post-release defects prediction models. We show that test metrics collected during Windows 8 development can be used to build pre- and post-release defect prediction models early in the development process of a software product. Test metrics outperform pre-release defect counts when predicting post-release defects.
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I. INTRODUCTION

Although product quality may still be the most important concern for most software companies, there is increasing pressure on development teams to deliver more features in shorter periods of time. The competition to gain or defend market share impacts development processes: developers are expected to work more efficiently while maintaining or increasing product quality. Thus, it becomes increasingly important to identify product issues early in the development process to ensure product quality without delaying product release. This situation is not new and there exists a large number of studies that investigate a wide variety of code and process metrics to estimate code quality before release [1,2,3,4,5,6,7]. A prominent intention of prediction models is to support and guide software testing: which code areas should be tested more thoroughly? However, releasing products in shorter periods of time also drives many product teams towards continuous integration and agile methods. Instead of dedicated testing milestones, code quality is ensured continuously. As a consequence, quality models should be usable early in the development process and should be capable of adapting themselves to code quality changes. However, static code properties do not significantly change their values when applying bug fixes. Both approaches may be too static to be continuously used during development. Constantly monitoring program behavior and health is needed: how does the program perform and how frequently does it fail to meet the specified functionality? Test cases check for such scenarios and report wrong, missing, or ambiguous program behavior. Collecting test execution results provides a history of program behavior during individual development periods.

The experiments described in this paper are designed to answer the following research questions:

RQ1) Do test execution metrics correlate with pre- or post-release defect counts for binaries and source code files?

RQ2) How effective are post-release defect prediction models based on test execution behavior metrics?

RQ3) Can test execution behavior metrics collected during a pre-release development milestone be used to predict pre-release defects for the later development milestones?

RQ4) What test execution metric seem to have the highest defect prediction potential?

RQ5) Do test execution metrics perform as proxy for post-release defects or do these metrics add additional value?

Existing effort to relate test behavior to code quality mainly focus on software reliability growth models (SRGMs), e.g. Musa et al. [7]. These models track and stochastically model the evolution of software quality. However, there exist indications that SRGMs may not fit in cases in which testing-effort is not constant [8] or if the software is constantly evolving [7]. In this paper, we do not investigate a stochastic model of possible quality evolution but rather explore the relationship (correlations) between long-term development test case execution behavior and code quality for evolving software systems. For this purpose, we mine and interpret system and integration test results collected during Windows 8 development. We further present a series of test execution metrics that summarize results and diversity of system and integration tests used to verify individual code changes. Mapping these code changes to source files and binaries, we are able to measure aggregated test execution behavior for individual source files and binaries. The results of this study show that test execution metrics can be used to derive pre- and post-release defect prediction models showing promising precision and recall values. Our results suggest that test metrics seem to outperform pre-release defect count measures when
predicting post-release defects and that test bursts as well as the diversity of test failure scenarios seem to be important code quality indicators.

II. BACKGROUND

A. Branches

Development processes and branching structures for large software systems, such as Microsoft’s Windows operating system, are complex and tend to be unique. For the sake of brevity, we provide a high-level description that contains enough information to make this paper self-contained. For details, we refer to Bird and Zimmermann [9]. Source code branches in Windows are organized in a tree structure with the stable main trunk branch as the root node (see Fig. 1). Branches are grouped by their branch level representing the distance of the branch to the main trunk branch (branch level zero). Branches at branch level one directly integrate into trunk while branches at branch level two integrate into branches at branch level one. Engineers commit code changes to development branches represented by leave nodes of branching tree allowing them to work in isolation. To integrate these code changes into trunk, changes must be pushed down the tree progressively merging code changes of different sub branches implemented in parallel. Once a code change is integrated into trunk, it is accepted and included in the next release of Windows.

B. Windows Quality Gates

Each edge in the Windows branching tree represents an integration path from one branch to a branch of the next lower level branch level. Each of these integration paths are guarded by quality gates, which are large system and integration test suites verifying that code changes meet the quality standards before they get further integrated into the Windows code base (see Fig. 1). If any of the tests executed by a quality gate fails, the scheduled integration will be cancelled and the failure reported for manual triage. Each quality gate executes multiple test cases and each test case can either pass or fail—an exception are test cases that timeout or are cancelled. In theory, every failing gate task hints to a code issue in the code base currently under test. However, the complexity of Windows and the complexity of the individual test cases themselves may cause test cases to fail due to test and infrastructure issues (we discuss this issue in more detail in Section III).

III. DATA COLLECTION

The goal of this study is to investigate whether pre-release test metrics can be used to assess code quality during development as well as for released binaries (e.g. dll or exe files) and source files. The set of test execution metrics we collected can be grouped into five main groups: test case count metrics, quality gate count metrics, test case property metrics, test failure burst metrics, and code review metrics.

Before discussing these test metric groups in more detail, it is important to understand how the desired final data set will be organized. Fig. 2 illustrates the main structure of the data set that we will use to train and test various prediction models. Each row in this data matrix corresponds to one code entity (source file or code binary) identified by a primary key (e.g. file or binary name). The remaining columns of the data matrix correspond to individual metrics described in this section.

TABLE I. contains a short description of all test metrics collected and used during this study. A more detailed description of these metrics is given in the following subsections. Note that
metrics described in this section are collected on different levels of granularity and aggregated to match the corresponding code entity granularity: source code files and code binaries. To investigate the predictive power of test execution behavior over time, we collect the metrics described in this section over all milestone periods of Windows 8.

### A. Test Execution Metrics

Usually, testing an already tested code base is only necessary when new code changes have been applied to the code base. The goal is to investigate whether the applied code changes may have compromised code quality. Thus, test results can be associated with sets of code changes applied to the code base tested by the corresponding quality gates. To model these associations, we performed the following steps:

1. **Step 1:** For each code change submitted to any code branch, we trace the code change’s integration path through the branching tree—from the development branch to the main trunk branch. For each code change, we get a sequence of branches and timestamps that identify when and where the code change was applied. Using this sequence, we can identify quality gates that tested code bases modified by the code change across all branches (see Fig. 1).

2. **Step 2:** We then decompose quality gates into their individual test cases and associate execution context properties of the individual test case (e.g. architecture the test was executed on) and the result of each executed test case to the corresponding code change.

3. **Step 3:** Having test results associated with code changes, we decompose the code changes themselves to identify the code files they altered. Each file/binary modified by a code change will be associated with all corresponding test cases that reported at least one code issue. (no aggregation)

![Fig. 3](source.png)

**Fig. 3.** Mapping test case execution results to code changes and their corresponding source code files. Source files can then be associated with code binaries.

### Table I. Test Metrics Used in This Study. For Each Metric We Collect Absolute as Well as Relative Numbers.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test metrics counting individual test cases</strong></td>
<td></td>
</tr>
<tr>
<td>FPFailures</td>
<td>Number of individual test failures due to test and infrastructure issue; over all branches.</td>
</tr>
<tr>
<td>TPFailures</td>
<td>Number of individual test failures that reported at least one code issue; over all branches.</td>
</tr>
<tr>
<td><strong>Test metrics counting quality gates</strong></td>
<td></td>
</tr>
<tr>
<td>FP Gates</td>
<td>Number of quality gates that reported at least one false positive test case failure.</td>
</tr>
<tr>
<td>TP Gates</td>
<td>Number of individual test failures that reported at least one code issue.</td>
</tr>
<tr>
<td><strong>Test metrics counting failed test execution contexts</strong></td>
<td></td>
</tr>
<tr>
<td>Test Suites</td>
<td>Relative number of distinct test suites that reported at least one code issue; over all branches.</td>
</tr>
<tr>
<td>Branches</td>
<td>Relative number of distinct branches on which at least one code issue was detected.</td>
</tr>
<tr>
<td>Architectures</td>
<td>Relative number of distinct architectures (e.g. x86, amd64) on which at least one test case reported at least one code issue.</td>
</tr>
<tr>
<td>Build Types</td>
<td>Relative number of distinct build types (release or debug) on which at least one test case detected at least one code issue.</td>
</tr>
<tr>
<td>Languages</td>
<td>Relative number of distinct languages (e.g. en-us) of test cases that reported at least one code issue.</td>
</tr>
<tr>
<td><strong>Test failure burst metrics</strong></td>
<td></td>
</tr>
<tr>
<td>NumTPBursts</td>
<td>The number of code issue test failure bursts on the integration path into the main branch. Computed for all combinations of gap sizes and burst sizes between 1 and 3.</td>
</tr>
<tr>
<td>MaxTP Burst</td>
<td>The size of the largest test failure burst occurred on the integration path into the main branch. Computed for all combinations of gap sizes and burst sizes between 1 and 3.</td>
</tr>
<tr>
<td>NumFPBursts</td>
<td>Same as NumTPBursts but for false test alarms.</td>
</tr>
<tr>
<td>MaxFP Burst</td>
<td>Same as MaxTP Burst but for false test alarms.</td>
</tr>
<tr>
<td><strong>Code review metrics</strong></td>
<td></td>
</tr>
<tr>
<td>Reviews</td>
<td>Number of distinct code changes that were code reviewed prior to check-in and quality gate testing.</td>
</tr>
<tr>
<td><strong>Test metrics counting code changes</strong></td>
<td></td>
</tr>
<tr>
<td>Bug Changes</td>
<td>Number of distinct code changes that modified the corresponding code entity and for which at least one test case reported at least one code issue. (no aggregation)</td>
</tr>
</tbody>
</table>
many FPs are considered as unreliable and are often treated as useless, although some failures might have unveiled real code issues. Thus, we explicitly modelled FP test failures in the below described set of metrics.

**Counting individual test failures**

The first group of test metrics (first section in TABLE I.) simply counts the number of failed test case executions. Note that one test case might be executed multiple times even within one quality gate. As discussed above, we count TP and FP test failure separately.

**Counting failed quality gates**

Counting individual test case failures does not reflect the number of distinct quality gates that caused this number of test cases to fail. Cases in which only few quality gates failed might indicate specific code issues detected only by the corresponding tests. Causing a broad list of quality gates to fail might indicate more severe and broad scale issues. Thus, we count the number of individual quality gates that failed at least once for code changes applied to the code entity. Note that this metric correlates with churn measures; e.g. number of applied code changes. The more frequently a file or binary is altered, the more test will be executed and the more test results can be associated with the code entities.

**Failed execution context**

As discussed in Section II.B, test cases are executed in different execution contexts (e.g. architecture or language) and we suspect the context in which a test case fails to be important. Thus, the third group of test metrics counts distinct execution contexts tests cases failed in. For example, we count the relative number of architectures a test case fails on—relative to the total number of architectures all test cases associated with the code artifact were executed on. The rationale behind counting the relative number of execution contexts (e.g. architectures) is to estimate the severity of test failures. Code issues detected only a small fraction of architectures are likely to be architecture specific and thus harder to replicate and detect when compared to code issues affecting all architectures. A value of one for these metrics refers to cases in which test suites for all possible execution contexts (e.g. architecture) failed at least once. See TABLE I. for all possible execution context measurements and a more detailed descriptions of these metrics.

**Test Failure Bursts**

So far, we counted the number of failures on different levels of granularity and across different execution context properties. However, none of these count metrics reflects possible dependencies between the observed test failures. Nagappan et al. [11] defined the concept of change bursts that captures the number of consecutive changes applied to code artifacts. The authors showed that change bursts are excellent indicators of code quality issues. Change bursts identify complex and hard code changes that had to be frequently revised. We adapt this basic concept of change bursts to testing and define the concept of test failure bursts analogue.

As discussed in the beginning of this section, we associate code changes to sequences of test executions performed on the integration path of the code change from its development branch into trunk. For each of these sequences, we can now count the number of subsequent test failures on this integration path. Since quality gate failures bring the integration process for the affected branch to a halt, these failures must be resolved immediately by applying a bug fix. Thus, a series of quality gate failures indicates incomplete bug fixes or a series of severe merge conflicts. For each code change we determine its test failure bursts as sequences of consecutive true positive quality gate failures. These test failure bursts are determined by two parameters:

**Gap size.** Shorter gaps between sequences of test failures are likely. Nagappan et al. [11] introduced the concept of gap size $G$, which determines the minimum distance between two true positive test failures. If two true positive test failures have a distance shorter than $G$, they will be part of the same burst. If we set the gap size to 1, then all directly consecutive test failures will be merged to bursts. Increasing gap size to two allows one passing test execution to “interrupt” failing test executions without causing a new burst (see last line in Fig. 4).

**Burst size.** The burst size $B$ determines the minimal number of consecutive (with respect to the specified gap size) true positive test failures required in order to be counted as burst. If the number of true positive test failures in a burst is smaller than $B$, it will not be considered.

As an example consider Fig. 4. Assume we are investigating one code change and know the sequence of quality gate results for that particular code change (x-axis). Gate executions marked by a failure symbol reported at least one test failure. The number of test bursts for that code change depends on the two parameters gap size and burst size. In Fig. 4, red bars correspond to test failure bursts and depend on burst and gap size. Again, we count the number of test bursts for true positive test failures and false test alarms separately (see fourth section in TABLE I.). Further, we compute test bursts for all combinations of gap and burst sizes between one and three.

### TABLE I.

<table>
<thead>
<tr>
<th>Gap Size</th>
<th>Burst Size</th>
<th>Quality Gate Executions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>![Sequence of quality gate executions]</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>![Sequence of quality gate executions]</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>![Sequence of quality gate executions]</td>
</tr>
</tbody>
</table>

Fig. 4. How gap size and burst size determine test failure burst detection from a sequence of quality gate executions. Take from [11] and slightly modified.

**B. Code Review Metrics**

In addition to test metrics described in Section III.A, we also include two measurements indicating whether code changes applied to code entities got manually reviewed or not. As a pre-check-in verification process, code reviews have shown to improve code quality and thus might influence the estimation of the severity of test failures encountered [6]. Code issues elapsing the code review but caught by test cases either determine the effectiveness of code reviews for these corresponding code changes, or simply hint to the fact that these defects were hard
to spot in code reviews and thus indicate tricky and complex code changes that might hold more still undetected code issues. For each source file or code binary, we report the absolute and relative number of code changes that were reviewed by at least one additional developer.

C. Pre- and Post-Release Defects

As quality measurement, we are using the number of pre- and post-release defects fixed in the corresponding source files and code binaries respectively. A post-release issue is an issue detected after releasing the corresponding software product to the public, but it does not state whether the code issue has been found by a customer or internally. Analogously pre-release defects are code issues reported and fixed during the regular development period. Post-release defects are of particular interest. These issues escaped quality assurance efforts and got exposed to customers. Nevertheless, pre-release defects can be of interest to fine tune development processes and to draw attention on code areas that seem to become or already are struggling with respect to code quality.

To identify post-release defect fixes, we counted the number of code changes applied in Windows 8 service pack branches. These branches serve as sink of defect fixes that will eventually be shipped to customers as part of a service pack or hot-fix. No feature development is permitted on these branches.

Identify pre-release defects is slightly more difficult. We used the CODEMINE [1] approach and tool developed at Microsoft and performed the following steps to identify pre-release defects and their affected source files and code binaries:

Step 1: We extract all bug reports filed against the product release under investigation. Only bug reports whose creation timestamps map to the development period of the corresponding product release and that were marked as closed and resolved or fixed were selected. We further associate bug reports with individual development milestones and will use this information for the experimental setup described in Section IV.C.

Step 2: For all pre-filtered bug reports from step 1, we search for code change identifiers in bug reports and bug report references in code change commit messages. The result are pairs of bug reports and code changes for which at least one of the two pair elements references the respective other pair member.

Step 3: We remove all pairs for which we find no indication that the applied code change applies a fix for the code issue described in the corresponding bug report. For this purpose, we use key words (e.g. fix or patch) and common commit message templates. For more details, we refer to the detailed description of CODEMINE [1].

Thus, each pre-release defect is associated with a bug report filed against Windows 8 that got resolved as fixed and can be associated with at least one code change applied to the Windows 8 code base and that claims to fix the defect.

To associate defects (pre- and post-release) with source code entities, we identify all code entities altered by the defect fixing code change and count the number of distinct bug reports per code entity—we treat bug reports marked as duplicates as one bug report, thus counting only one bug report per group of bug report duplicates. When rolling metrics up to binary level, we excluded library files—files that get compiled into more than 100 binaries—and duplicated binaries—binaries with different names but with more than 90% equal content.

IV. EXPERIMENTAL SETUP

In all experimental setups, we explicitly distinguish between two levels of code entity granularity: binaries and source code files. The reason is that many defect prediction models previously reported on Microsoft Windows were conducted on binary level. However, prediction models on that rather low level of granularity seem to be not actionable for development and product teams. Binaries combine hundreds of source code files and thousands of lines of code. Predicting defects for these large entities raises the question for more specific location as testing or reviewing code that is compiled into that binary is a massive challenge. Predicting defects for source files level is more challenging though. The defect density on this fine level of granularity is much lower and it is harder to identify those properties that actually correlate with defects.

A. Correlations between Test Metrics and Defects (RQ1)

To show basic relations between test behavior and defect counts, we computed spearman rank correlations between test execution metrics (Section III.A) and pre- and post-release defect counts (Section III.C). Correlation values lie between -1 and 1 and describes how well the dependency between two metrics can be described using a monotonic function. A correlation value of 1 or -1 occurs when one metrics is a perfect monotone function of the respectively other measurement. To conduct this experiment, we use metrics collected during the entire development period and correlated these metrics against the entire set of observed pre- and post-release bugs respectively.

B. Predicting Post-Release Defects (RQ2)

Rank correlations are good indicators of whether a metric might be a good predictor for a dependent variable. However, rank correlations do not allow to draw precise conclusions on how well a predictor based on multiple of these metrics will eventually perform. To investigate how well prediction models based test execution behavior metrics can predict post-release defects, we trained and tested actual prediction models. For both levels of granularity, binaries and source code files, we built classification models trained to separate entities that contained post-release defects from entities for which no post-release defects were recorded. We consider an entity defective if at least one post-release code fix altered the file.

To train individual prediction models, we use a data collection described in Section III that contains all described test behavior metrics collected over the entire development period of Windows 8 (independent variables) and the number of fixed post-release defects as dependent variable. We then split the overall collected data into two subsets: one used for training the other for testing purposes. We split the overall dataset into 2/3 training and 1/3 testing instances using stratified sampling—the ratio of code entities associated with post-release defects from the original dataset is preserved in both training and testing.
Using PCA, we selected principal components that accounted for 95% of variance. We used the radial kernel for our experiments.

We further removed constant metric variables: 

\[ \text{Precision} = \frac{TP}{(TP + FP)} \]
\[ \text{Recall} = \frac{TP}{(TP + FN)} \]

Each of these measures is a value between zero and one. A precision of one indicated that the classification model does not report a single false positive—that is classifying a non-defective code entity as defective. A recall of one would imply that the classification model does not report any false negatives.

C. Predicting Pre-Release Defects for Development Milestones (RQ3)

To answer research question RQ3, we use the basic experimental setup as described in Section IV.B, but choose different time frames for dependent and independent variables. The goal is to investigate whether we can use test execution to predict code issues for the respectively next development milestone. Windows 8 was developed in three development milestones: M1, M2, and M3. In this experimental setup we will use test execution behavior collects during one of the three development milestones to predict code issues for the respectively consecutive milestone. More precisely, we used the following combinations of dependent and independent variables:

- M1 predicts M2: Test metrics collected during M1 to predict code issues reported in M2.
- M2 predicts M3: Test metrics collected during M1 to predict code issues reported in M2.
- M1+M2 predicts M3: Test metrics collected during the two consecutive milestones M1 and M2 to predict code issues reported in M3.

Each of these three scenarios is an independent experiment. Thus, we built prediction models for binary and file level and perform a 100-cross fold prediction using repeated stratified sampling (as described in Section IV.B). In total we trained and tested 600 independent prediction models.

D. Metric Importance (RQ4)

We investigated which of our test execution behavior metrics seems to be most suited to predict pre- and post-release code defects respectively. We used the `filterVarImp` function of the caret package [13]. This function uses so-called ROC curves to determine the importance of a metric. Receiver operating characteristic (ROC) curves are graphical plots of illustrating the performance of a binary classification model. The curve is
created by plotting recall against the FP rate, where FP rate is defined as \( FP \div (FP + TN) \). The area under the ROC curve equals the probability that the classifier ranks a randomly chosen positive instance higher than a randomly chosen negative one. The larger the area under an ROC curve, the more accurate the corresponding binary classifier is considered. The function \( \text{filterVarImp} \) conducts a series of ROC curve analysis for each metric: “a series of cutoffs is applied to the predictor data to predict the class. The sensitivity and specificity are computed for each cutoff and the ROC curve is computed. The trapezoidal rule is used to compute the area under the ROC curve. This area is used as the measure of variable importance.” [13]. Please note that the metric importance for classification models may not match the spearman rank correlation results. While the rank correlation considers the exact order of entities, classification models separate entities into two categories. The suitability of a metric to solve either problem may be different.

### E. Are Test Execution Metrics Proxies for Pre-Release Defects (RQ5)

Finally, we want to find out whether test execution metrics add any value when compared to pre-release defects. The key issue is that test execution failures tend to cause pre-release bug reports, except for false alarms. Pre-release defects can be interpreted as a set of test failures subject to human judgment whether the failure is a false alarm or not and thus might suffer less from data noise. On the other hand, test execution failures are available earlier as reliable number of pre-release defect counts and thus might be more valuable than simple defect counts. To answer RQ5, we compare prediction models based on test execution metrics with a baseline prediction model using pre-release defects only. The baseline model uses simply the number of pre-release defects collected during all development milestones as predicted value of post-release defects. We compare the area under the ROC curve (see Section IV.D) from this baseline regression model with the area under ROC for predicted values using test execution metrics. For this experiment we used the R-package \( \text{pROC} \) [16] and provide the absolute values of the area under the ROC using the recursive partitioning \( \text{(rpart)} \) model as well as the result of a statistical significance test (DeLong’s test for two ROC curves) provided by the \( \text{pROC} \) package. The reason to use the recursive partitioning model \( \text{(rpart)} \) in this experiment stems from the observation that this model performed particularly well in all previous experiments.

### V. EXPERIMENTAL RESULTS

In this section, we discuss the results of all experimental setups described in Section IV.

#### A. Correlations between Test Metrics and Defects (RQ1)

As described in Section IV.A we use Spearman rank correlations to show basic dependencies between post-release bug counts and our test metrics. TABLE III. contains these rank correlation values on the binary level of granularity. Naturally, many of these test metrics are highly correlated with churn, e.g. not altering a file implies that no code change altering this file could have encountered any test failure. For the sake of brevity, TABLE III. contains the top 10 highest correlation values for metric groups as described in TABLE I. and the aggregation function that achieved that highest correlation value.

False test alarms seem to correlate most strongly with post-release defect counts. This trend confirms that false test alarms hurt the quality assurance process as they decrease the confidence in test results and the overall testing process in general—a concern that we confirmed with the Windows product teams. In fact false test alarms seem to be one of the most prominent testing issues in many development processes. We expect that results from test cases that have a low reliability reputation will be inspected less thoroughly, which leads to the paradox effect that bugs might escape the testing process although they got caught and reported by test failures. Furthermore, the results show that false test alarms seem to dominate also the number of test failures reporting real code issues. Interestingly, the number of architectures on which test failures occur is among the 10 most influential metrics. We suspect that the number of architectures reflects code issue severity. If a code issue is caught on multiple architectures, these changes may be more severe than code issues detected for ARM processors only. As expected, correlation values between test metrics in our test metrics suite and post-release defect counts are much lower (see TABLE IV. ).
Recall - EASURES ON M2->M3

WE have shown in Fig. 6, precision and recall values for pre-release models on binary and file level.

Reported earlier versions of Windows. The best model in our experimental setup showed a precision value around 0.81 and a recall value of 0.7. All precision and recall values for this experiment are shown in TABLE VI. Median precision over all models lies at 0.75, the median recall lies at 0.44. Compared to prediction models based on other code and process metrics, test metrics show the third highest precision value (out of nine models) and the fourth highest recall value—only organizational structure and change bursts show stronger combinations of precision and recall values. Importantly, test metrics perform significantly better than models trained and tested on pre-release defects or churn. As expected, prediction models on file level perform worse than models on binary level. The median precision for these models lies at 0.63 and their median recall at 0.19. Recall values on file level are too low to allow trustable applications. Nevertheless, source files are the preferable level of granularity as prediction models for binaries are hardly actionable.

C. Predicting Pre-Release Defects for Development Milestones (RQ3)

In RQ3 we want to investigate whether we can predict pre-release issues for individual milestones using test metrics collected during the respectively previous milestone(s), e.g. predicting defects for M2 using test metrics collected during M1 (M1→M2). Fig. 6 shows precision and recall values for models predicting pre-release defect counts for M2 and M3 on binary and file level. On binary level, precision values are high and lie around 0.8. Recall lies between 0.5 and 0.8, depending on the milestone predicted. Results for the same experiment on source file level of granularity shown strong precision values above 0.7 for models trained on milestone M1 predicting M2. However, precision increases to 0.9 for models predicting pre-release defects found in M3. For these models, we also observed very

as discussed on binary level. False alarms seem to be an issue, as well as the diversity of execution contexts failures occur on, e.g. the more distinct test suites detected the issue, the higher the number of post-release defects.

All reported metric values are statistically significant. We used the cor.test function in R to conduct a Spearman’s rho statistic to estimate a rank-based measure of association. For all reported metrics, the test reported p-values below 1.00E-05.

Test metrics are correlated with each other. Especially test failure burst metrics show high correlation values often above 0.7. This is also true for absolute numbers of test case, quality gate failures and TP and FP metrics values. This was expected as more quality gates imply more test cases, as test burst measurements are by definition strongly correlated, and since TP failures can cause FP failures. In contrast, the relative numbers of test failures and execution contexts are only moderately correlated among each other: correlation values between 0.2 and 0.4. As described in the experimental setup, we performed principal component analysis for our prediction models. Thus, inter-metric correlation does not influence our prediction model results.

B. Predicting Post-Release Defects (RQ2)

In this section, we discuss the experimental results showing how well the test metrics suite performs with respect to predicting post-release defects. In the first experiment, we used test metrics collected during all three development milestones M1, M2, and M3 to predict post-release defects counts. Highest precision and recall values for the best machine learning model is shown in TABLE V, along with previous prediction models

---

**TABLE VI.** PRECISION AND RECALL VALUES FOR PREDICTION MODELS TRAINED ON ALL DEVELOPMENT PERIODS PREDICTING POST-RELEASE DEFECTS, BOTH ON BINARY AND SOURCE FILE LEVEL.

<table>
<thead>
<tr>
<th>Model</th>
<th>Binary level</th>
<th>File level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>MLR</td>
<td>0.79</td>
<td>0.30</td>
</tr>
<tr>
<td>NB</td>
<td>0.38</td>
<td>0.51</td>
</tr>
<tr>
<td>RF</td>
<td>0.81</td>
<td>0.70</td>
</tr>
<tr>
<td>RP</td>
<td>0.72</td>
<td>0.33</td>
</tr>
<tr>
<td>SVM</td>
<td>0.74</td>
<td>0.38</td>
</tr>
<tr>
<td>TP</td>
<td>0.75</td>
<td>0.51</td>
</tr>
</tbody>
</table>

---

We recall - EASURES ON M2->M3 M1M2->M3 M2->M3

Recall - EASURES ON M2->M3 M1M2->M3 M2->M3

WE have shown in Fig. 6, precision and recall values for pre-release models on binary and file level.

Reported earlier versions of Windows. The best model in our experimental setup showed a precision value around 0.81 and a recall value of 0.7. All precision and recall values for this experiment are shown in TABLE VI. Median precision over all models lies at 0.75, the median recall lies at 0.44. Compared to prediction models based on other code and process metrics, test metrics show the third highest precision value (out of nine models) and the fourth highest recall value—only organizational structure and change bursts show stronger combinations of precision and recall values. Importantly, test metrics perform significantly better than models trained and tested on pre-release defects or churn. As expected, prediction models on file level perform worse than models on binary level. The median precision for these models lies at 0.63 and their median recall at 0.19. Recall values on file level are too low to allow trustable applications. Nevertheless, source files are the preferable level of granularity as prediction models for binaries are hardly actionable.

C. Predicting Pre-Release Defects for Development Milestones (RQ3)

In RQ3 we want to investigate whether we can predict pre-release issues for individual milestones using test metrics collected during the respectively previous milestone(s), e.g. predicting defects for M2 using test metrics collected during M1 (M1→M2). Fig. 6 shows precision and recall values for models predicting pre-release defect counts for M2 and M3 on binary and file level. On binary level, precision values are high and lie around 0.8. Recall lies between 0.5 and 0.8, depending on the milestone predicted. Results for the same experiment on source file level of granularity shown strong precision values above 0.7 for models trained on milestone M1 predicting M2. However, precision increases to 0.9 for models predicting pre-release defects found in M3. For these models, we also observed very

as discussed on binary level. False alarms seem to be an issue, as well as the diversity of execution contexts failures occur on, e.g. the more distinct test suites detected the issue, the higher the number of post-release defects.

All reported metric values are statistically significant. We used the cor.test function in R to conduct a Spearman’s rho statistic to estimate a rank-based measure of association. For all reported metrics, the test reported p-values below 1.00E-05.

Test metrics are correlated with each other. Especially test failure burst metrics show high correlation values often above 0.7. This is also true for absolute numbers of test case, quality gate failures and TP and FP metrics values. This was expected as more quality gates imply more test cases, as test burst measurements are by definition strongly correlated, and since TP failures can cause FP failures. In contrast, the relative numbers of test failures and execution contexts are only moderately correlated among each other: correlation values between 0.2 and 0.4. As described in the experimental setup, we performed principal component analysis for our prediction models. Thus, inter-metric correlation does not influence our prediction model results.

B. Predicting Post-Release Defects (RQ2)

In this section, we discuss the experimental results showing how well the test metrics suite performs with respect to predicting post-release defects. In the first experiment, we used test metrics collected during all three development milestones M1, M2, and M3 to predict post-release defects counts. Highest precision and recall values for the best machine learning model is shown in TABLE V, along with previous prediction models

---


<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change bursts [11]</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>Organizational structure [5]</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>Code churn [18]</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td>Code complexity [19]</td>
<td>0.79</td>
<td>0.66</td>
</tr>
<tr>
<td>Social network measures [20]</td>
<td>0.77</td>
<td>0.71</td>
</tr>
<tr>
<td>Code dependencies [21]</td>
<td>0.75</td>
<td>0.69</td>
</tr>
<tr>
<td>Test coverage [22]</td>
<td>0.84</td>
<td>0.54</td>
</tr>
<tr>
<td>Pre-release defects</td>
<td>0.74</td>
<td>0.63</td>
</tr>
<tr>
<td>Pre-release test failures (this study)</td>
<td>0.81</td>
<td>0.70</td>
</tr>
</tbody>
</table>

---
TABLE VII. **Top 10 Most Importance Metrics for Models Predicting Post-Release Defects Ordered by Importance.**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Binary level</th>
<th>File level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area under ROC</td>
<td>Metric</td>
</tr>
<tr>
<td>FPBurstsB1G1</td>
<td>0.86</td>
<td>FPBurstsB1G1</td>
</tr>
<tr>
<td>FPBurstsB2G3</td>
<td>0.72</td>
<td>Branches</td>
</tr>
<tr>
<td>TestSuites</td>
<td>0.77</td>
<td>Languages</td>
</tr>
<tr>
<td>Architectures</td>
<td>0.77</td>
<td>Languages</td>
</tr>
<tr>
<td>Branches</td>
<td>0.77</td>
<td>Languages</td>
</tr>
<tr>
<td>Languages</td>
<td>0.77</td>
<td>Branches</td>
</tr>
<tr>
<td>FPBurstsB2G3</td>
<td>0.75</td>
<td>Languages</td>
</tr>
</tbody>
</table>

Fig. 7. ROC curves for regression models using pre-release defects and test execution metrics to predict post-release defects.

stable recall values with minimal variations between cross-folds and learners. In general, recall values on file level are low (around 0.65). The overall fraction of source files having post- and pre-release defects is small. This affect the accuracy of many machine learning algorithms. Furthermore, it seems clear that test effort and test execution are not the only factors influencing code issues. Other influencing factors are security issues (mostly found by other test cases or manual inspections), specification issues, or compatibility issues—none these factors is adequately covered by our test suite metrics and thus cannot be explained by models using only these metrics. Comparing file and binary models, it emerges that precision value trends for both levels of granularity have opposite trends. While M1→M2 models show the strongest precision values on binary level models for the same experiment on file level show lowest precision values. Another interesting observation is that models predicting milestone M3 trained on M2 seem to perform as good or even better when compared to models predicting M3 but trained on M1 and M2. Our interpretation is that milestones M2 and M3 are similar whereas M1 contains many activities with respect to code consolidation, refactorings, and new core features. This trend is consistent over binary and file level.

D. Metric importance (RQ4)

Although models on file and binary level show different prediction performance, they show similar metric importance. The number of quality gates that raise false alarms and the number of false alarm bursts with burst and gap size of one are the two most important metrics, as shown in TABLE VII. Interestingly, the number of architectures, build types, and languages are among the top 10 most important metrics for both levels of granularity. Overall, test bursts and test execution context signals, such as branches and architectures, seem to show great value for predicting post-release defects.

E. Are Test Execution Metrics Proxies for Pre-Release Defects (RQ5)

ROC curves for both regression models, using pre-release defect counts and test metrics, are shown in Fig. 7. The base line model using pre-release defects shows an area under the ROC of 0.48 while test metric models show a statistical significant higher value of 0.79—DeLong’s test for two ROC curves yields an p-value of under 2.2E-16. The difference between both ROC curves is higher than expected. In the past pre-release defects showed strong post-release prediction performances, but at least for Windows 8, test execution metrics outperform this baseline regression model.

VI. RELATED WORK

There have been a wide variety earlier studies investigating various code and process metrics for defect prediction purposes, including studies showing that testing and test effort are related to product quality. However, we are not aware of previous studies studying false test alarm and test failure bursts and their suitability to predict pre- and post-release bugs for evolving software products.

A. Defect Prediction

The number of related studies on defect prediction models is large. For the sake of brevity, we only refer to the most relevant related studies in this section. The first studies on predicting defects using code metrics emerged in the 1990s. In 1999, Fenton and Neil [23] provided a comprehensive overview of defect prediction models at that time. In their paper, the authors mention a couple of studies that used software test metrics to predict code defects—but until then, most studies concentrated on testability and the impact of testability measurements on code quality rather than using real test results (e.g. [10,24,25]). In recent years, more reviews on defect prediction models are emerging (e.g. [26,27]). These reviews show the wide variety of aspects and measurements used for defect prediction purposes. Ostrand et al. [28] used code metrics and prior faults to predict the number of faults. Zimmermann et al. [29] related code complexity to defects. Other studies used change-related metrics [30], developer related metrics [31], organizational metrics [5], process metrics [32], or change dependency metrics [33,34,2] to build defect prediction models, on various software systems and levels of granularity.
B. Impact of Tests on Code Quality

Nagappan et al. [35] and lately Rafique and Misic [36] showed that the effort invested into testing has a significant effect on code quality. Other studies used code coverage [37,38,39] and test count metrics such as the number of assertions [35] suggesting that test effort and test-driven development are likely to increase product quality [39,40].

C. Test Effort Measures

Wu et al. [41] used testing effort measures (e.g., complexity of test cases) and testing effectiveness measures (e.g., number of test failures) to assess software reliability. Similar, Mende and Koschke [4] showed that effort aware prediction models perform significantly better than models based on count metrics. However, these effort metrics are measuring the human effort that was invested to write or test the system. In this paper, we investigate test execution results rather than effort estimations.

D. Test Coverage

Chen and Wong presented a technique “using both time and code coverage measures for the prediction of software failures” [38] and showed that test coverage and the time between “test cases, which neither increases code coverage nor causes a failure” [38] can be used to reduce overestimations of reliability. Later, Cai and Lyu [37] confirmed that test coverage impact code quality. However, none of these studies analyzed test execution results and their predictive power.

E. Test Execution Data & Reliability Growth Models

Musa et al. [7] were among the first to relate test execution data with software reliability using software reliability growth models (SRGMs). The idea behind these models was to use a stochastic model to assess the evolution of software in its successive testing phases. Since then, SRGMs based on test execution data evolved showing high accuracies [8,42,43,44]. However, SRGMs assume that the program being executed is stable (not changing except for bug fixes) [7]. In this study, we do rely on the stability of the program nor do we assess or predict the evolution of the software project. The purpose of this paper is to determine the suitability of test metrics to predict pre- and post-release defects for an evolving software project.

Elberzhager et al. [45] used test failure inspection metrics to prediction defect prone areas. However, the authors used only pre-release defects as independent variable. In this study, we use more diverse independent variables including false test alarms and test failure bursts.

VIII. Threats to Validity

A. Study Subject

Test metrics were not available for Windows releases before Windows 8 and Windows 8.1 was only recently released leaving us without a reliable estimation of post-release defects. Based on one release, we do not claim our results as general truth. Further studies are needed to confirm the suitability of our models.

B. Test Metrics

For the interpretation of test execution results, whether a failure is a true or false positive, is partially based on heuristics. Although, we ensured the correctness and rationales behind these heuristics with the Windows product teams, we and the Windows team estimate a test result interpretation error rate of 10%. This error rate may impact prediction results.

C. Number of Defects

To compute pre- and post-release defect counts we used datasets provided by CODEMINE [1]. Although CODEMINE is extensively used and its results frequently verified, bug counts for some files may remain approximations.

D. Predicting Pre-Release Defects

Models predicting pre-release defects tend to predict churned files (usual suspects), e.g. files that are heavily churned due to new functionality. We did not compare against a usual suspect model. The presented results remain valid. However, there might exist simpler models achieving similar results.
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