ABSTRACT

A key characteristic of a successful online market is the large participation of agents (producers and consumers) on both sides of the market. While there has been a long line of impressive work on understanding such markets in terms of revenue maximizing (also called max-sum) objectives, particularly in the context of allocating online impressions to interested advertisers, fairness considerations have surprisingly not received much attention in online allocation algorithms. Allocations that are inherently fair to participating entities, we believe, will contribute significantly to retaining current participants and attracting new ones in the long run, thereby enhancing the performance of online markets. We give two generic online allocation algorithms to address this problem: the first algorithm only focuses on the max-min fairness objective whereas the second algorithm balances between the max-min and the max-sum objectives. We compare these algorithms with existing online allocation algorithms that are based on only the max-sum objective by performing experiments on real-world data in two different online markets. Moreover, we analytically show that both our algorithms have strong theoretical guarantees for their respective objectives.

1. INTRODUCTION

As the internet achieves ubiquity and web-based services become an indispensable component of modern life, online systems have increasingly relied on efficient algorithms for allocating scarce resources to competing entities. While this problem has had a long history of algorithmic research which predates the modern-day internet by several decades, the emergence of the web has led to vigorous renewed activity, particularly in the context of online applications where the participating entities are substantially more dynamic and unpredictable than in traditional offline settings such as job scheduling. We describe such a setting as an online market where producers must be matched with consumers to meet specific demands that arrive over time. While this generic definition captures the essence of various real-world allocation problems, we describe some key applications in the domain of internet technologies that motivated our study.

- Our first application comes from the field of internet advertising. The central question in this domain is to assign advertising slots on webpages (impressions) that are generated by users dynamically to interested advertisers (bidders) who are constrained by their respective advertising budgets. This problem has been extensively studied recently (as evidenced by the robust literature some of which we will survey later) with the aim of maximizing revenue. However, natural logic suggests that allocation algorithms should ensure a certain degree of fairness to the advertisers as well — algorithms that are revenue-maximizing in the short run but are not fair to all the participating entities are likely to have negative long-term impact on revenue as participants start leaving the competition.

- For our second application, we switch our focus to the other major economic activity on the internet: e-commerce. Consider an e-commerce website that wishes to show a set of relevant products from multiple sellers in response to a user query. The set of products displayed and the corresponding sellers chosen should not only be aimed at maximizing the expected revenue that they will generate due to sales, but must also respect fairness considerations to ensure that sellers do not leave the portal in the long run.

- The emerging phenomenon of data and information markets provide yet another area where allocation problems have an inherent fairness objective. In these markets, user queries that seek some specific information or dataset are redirected to one among a set of providers who are capable of providing it. As in the previous applications, it is important to ensure that no providers is starved of requests, i.e., that the algorithm is fair to all the participating providers.

- Fairness considerations can also be driven by a need to balance requests so that individual providers are not overloaded. This is particularly relevant for applications such as cloud computing where online requests for resources and services must be distributed evenly (fairly) among available resource providers such as servers [? , ? , ?]. Similar considerations also demand...
a fair allocation of tasks among participants in applications such as crowdsourcing.

- Finally, the need for fairness might also be driven by other considerations such as legal ones. For example, advertisers frequently enter into agreements with ad exchanges guaranteeing them a minimum number of impressions per day. Allocation algorithms such as those in this paper that respect specified fairness goals are a tool to honoring such agreements.

In essence, any service that arbitrates among a set of available choices in order to satisfy a demand that arrives online must meet the dual objectives of revenue and fairness in its arbitration protocol. In this paper, we consider the following general setting. A set of providers (such as advertisers, data providers, etc.), each constrained by a budget, are given offline. A set of requests (such as advertising slots on web pages, data queries, etc.) arrive online. Each request can be allocated to one among a subset of providers, and such an allocation generates a specified amount of revenue subject to the constraint that the total revenue for a provider cannot exceed her budget. In the revenue-maximizing setting, the goal of the allocation algorithm is to maximize the revenue. However, to address the fairness objective, we introduce a new offline parameter called the target for every provider. Notionally, this represents the minimum revenue for a provider that gives her sufficient incentive to stay in the system. The online allocation algorithm must now ensure that each provider meets her target, even if that comes at the cost of decreased revenue. Of course, among the allocations that would meet the targets, the algorithm will continue to favor ones that generate greater revenue.

1.1 Contributions

Our main contributions in this paper can be summarized as follows.

1. We formalize the generic online allocation problem and give three objectives that represent the trade-off between the max-sum and max-min objectives. The first problem (called MAX-MIN) aims to maximize the minimum revenue (scaled by revenue targets) among all providers, the second problem (called MAX-SUM) aims to maximize the sum of revenues (capped by revenue budgets) of providers, and the third problem (called HYBRID) incorporates both max-min and max-sum objectives by aiming to maximize the sum of revenues (again, capped by revenue budgets) of providers but pays a penalty if it misses the revenue target of any provider.

2. We give efficient algorithms for the MAX-MIN and HYBRID problems, and recall an algorithm due to Devanur and Hayes [?] for the MAX-SUM problem. We show analytically that all these algorithms are nearly optimal for their respective objectives.

3. Finally, we perform large-scale experiments on real-world data to compare the MAX-MIN, MAX-SUM, and HYBRID algorithms on revenue (max-sum) and fairness (max-min) metrics. Specifically, we considered two natural real-world settings, viz., online ad allocations and online information markets. For the first setting, we observe that MAX-SUM and HYBRID behave similarly, and are comprehensively outperformed by MAX-MIN in both the objectives for smaller targets/budgets. For larger targets/budgets, while MAX-MIN performs better on the fairness metric, MAX-SUM and HYBRID win the contest on the revenue metric. In the second setting of information markets, the performance of HYBRID is closer to MAX-MIN than MAX-SUM, and HYBRID and MAX-MIN consistently outperform MAX-SUM on both objectives, particularly for smaller budgets/targets.

1.2 Related Work

There has been substantial research on understanding the trade-off between fairness and other objectives, particularly maximization objectives in resource allocation such as bandwidth maximization in networks (see, e.g., [?, ?]), maximizing throughput and utilization of computing resources in scheduling (see, e.g., [?, ?]), etc. There has been some recent work on studying the trade-off between fairness and efficiency in display ad systems both for web applications as well other domains such as TV ads [?, ?, ?]. Of these, the closest to our work is [?], where the authors perform an experimental evaluation of the trade-off between fairness and efficiency. Instead, we give a concrete HYBRID formulation that simultaneously achieves fairness and efficiency, and in addition to experiments, we analytically show that our HYBRID algorithm is almost optimal for its objective function. Our HYBRID algorithm is based on a dual-based training algorithm for the MAX-SUM problem due to Devanur and Hayes [?]. There has been substantial research following up on this work applying similar technique to a more general suite of allocation problems and obtaining less restrictive versions of the so called “large budgets” condition [?, ?, ?, ?, ?, ?]. The MAX-SUM objective has been studied extensively over the last few years, particularly in the context of online ad allocation, both in the adversarial input model [?, ?] and also in stochastic input models such as the one considered in this paper [?, ?] (see also the recent survey by Mehta [?] and references contained therein). In addition to the HYBRID and MAX-SUM objectives, we also have a formulation (the MAX-MIN problem) that solely focuses on the fairness objective. This formulation is similar to the diversification objective in [?], but whereas the goal in their work was to study the online selection problem, we study the online allocation problem.

1.3 Problem Formulation

As described in the introduction, we will formulate three versions of the resource allocation problem that correspond to the max-min, the max-sum, and a hybrid objective. Let $D$ be a set of $n$ providers. Let $B_i$ and $T_i$ be the budget and target respectively for provider $i \in D$, where $T_i \leq B_i$. Intuitively, the budget and target of a provider represent her maximum and minimum revenue respectively.

An input set $Q$ of $m$ requests arrives over time (online), where each request $j \in Q$ has a bid value $b_{ij}$ corresponding to each provider $i \in D$. The bid value represents the revenue earned if the query $j$ is assigned to provider $i$, subject to the budgetary limits of provider $i$. (Bid values are non-negative but can be 0.) On the arrival of request $j$, the algorithm allocates it to a provider (denoted $d(j)$). Let $Q(i)$ be the set of requests that are allocated to provider $i$. The unrestricted
The three versions of this problem differ in the objectives that they seek to optimize:

- In the Max-Min problem, the goal is to maximize the minimum fractional coverage, i.e., \(\min_{i \in D} c_i\).
- In the Max-Sum problem, the goal is to maximize the total (budgeted) revenue, i.e., \(\sum_{i \in D} P_i\).
- In the Hybrid problem, we seek to maximize the total revenue as in the Max-Sum problem but we have a penalty for any provider whose revenue is less than its target. In particular, we have a penalty coefficient \(\alpha\) and the goal is to maximize \(\sum_{i \in D} (P_i - \alpha \max(T_i - P_i, 0))\).

We will analytically measure the quality of our algorithms by their competitive ratio, which is the minimum (over all input sequences) ratio of the objective of the algorithmic solution to that of the (offline) optimal solution. In the online setting, the main algorithmic challenge is to provision for the future without knowing the future input. However, in practical scenarios such as internet advertising, the impressions arriving over time have a relatively consistent pattern though they may be subject to temporary fluctuations. We formally model this by assuming that the requests are independently and identically distributed (i.i.d.) according to some probability distribution that is not known to the algorithm. Note that the variance in the distribution automatically produces a certain degree of input fluctuation; however, the mere fact that the input must be drawn from some fixed (but unknown) distribution ensures that a certain level of consistency in the long run, which our algorithms exploit. It is important to note that the support of this distribution can be extremely large (e.g., exponential in the number of providers), and therefore, we cannot hope for strong concentration bounds in the actual bid values. However, the marginals of this distribution on the advertisers must be highly concentrated if the number of requests is large compared to the number of providers, which is typically the case. Roughly speaking, this corresponds to the intuitive claim that the average (over large enough time intervals) of the bid values of a provider for the requests that arrive online remains fixed (or is subject to relatively small variations). This allows the following generic technique: initially, estimate the marginal distribution of bid values for the providers from a small constant fraction of requests (say 1%) and then use these marginals to guide allocation decisions in the future.

## 2. THE MAX-MIN PROBLEM

Recall that in the Max-Min problem, the goal is to maximize the minimum fractional coverage over all the providers, where the coverage of a provider is the ratio of her revenue to her target. For this problem, we will describe a simple and efficient algorithm (we call it the Max-Min algorithm) and theoretically verify that it is obtained a nearly optimal solution. Before describing the algorithm formally, let us give some intuition behind it.

First, note that in this problem, we can replace actual revenue (capped by budgets) by the corresponding unrestricted (i.e., uncapped) revenue for each provider. This is without loss of generality (w.l.o.g.). Consider an algorithm that obtains a minimum coverage of \(c\). If \(c \geq 1\), all targets are attained and the solution is optimal. So, we focus on \(c < 1\). In this case, a provider \(i\) attains a revenue of at least \(c \cdot T_i\). But, note that \(T_i \leq B_i\); thus, \(c \cdot T_i \leq c \cdot B_i \leq B_i\).

Hence, the (capped) actual revenue attained by provider \(i\) is also at least \(c \cdot T_i\). Therefore, we ignore budgets in the remainder of this section (for the Max-Min problem).

Perhaps the most obvious algorithm for the Max-Min problem is one that greedily assigns each request to the provider who bids the maximum for it. However, this algorithm can be counter-productive in some scenarios, e.g., if there is a provider who bids large values but has a relatively small target and budget. In fact, consider the following scenario. Suppose at some stage of the input, the algorithm has satisfied the targets of all except one provider. Clearly, in all subsequent allocations, the algorithm must attempt to allocate the arriving request to this lone provider since such an allocation would increase the minimum coverage. More generally, this suggests that the first few units of revenue generated by a provider are more important than the latter units of revenue. To capture this intuition, we introduce a reward function that encodes the importance of a unit of revenue based on the current revenue of a provider. The reward function decreases as the revenue of a provider increases. The reward earned by a particular allocation is the cumulative value of the reward function earned by the provider over the interval corresponding to her previous revenue to her new revenue. The algorithm simply assigns an arriving request to the provider who earns the maximum reward for it. Note that the naïve greedy algorithm described above is simply a version of our algorithm where the reward function is uniform over the entire range of revenue.

Let us now formally define algorithm Max-Min. Let the expected optimal value of the objective function be denoted by \(c_{opt}\). We will assume that the algorithm knows (or has a good estimate of) the value of \(c_{opt}\). This assumption can be removed in exchange for a small loss in the competitive ratio of the algorithm. As described above, our algorithm uses a reward function \(\phi\) defined as

\[
\phi(k) = \left(\frac{\alpha \ln n}{c_{opt}}\right) \exp\left(-\alpha \cdot \frac{k}{c_{opt}} \cdot \ln n\right),
\]

where \(\alpha\) is a constant that we will fix later. We also define

\[
\Phi(k) = \int_{j=k}^{\infty} \phi(j) \, dj.
\]

At any stage of the algorithm, the remaining reward for provider \(i\) is \(\Phi = \Phi(c_i)\), and the overall remaining reward is \(\Phi = \sum_{i \in D} \Phi_i\).

Let \(j\) be the current request. If the current allocation has fractional coverage \(c_i\) for some provider \(i \in D_j\), then the reward \(r_{ij}\) of allocating request \(j\) to provider \(i\) is defined as the decrease in the value of \(\phi\) if request \(j\) is allocated to provider \(i\), i.e.,

\[
r_{ij} = \int_{k=c_i}^{c_i + b_{ij}/T_i} \phi(k)
\]
The MAX-MIN algorithm allocates the current request \( j \) to the provider \( i \in D_j \) that maximizes \( r_{ij} \).

### 2.1 Analysis of the MAX-MIN Algorithm

**Assumption.** Suppose that for some \( \epsilon > 0 \), we have the property

\[
\min_{i \in D} T_i \geq \frac{\max_{\xi \in D} b_i(\xi)}{2en},
\]

where \( \xi \) indexes the support of the probability distribution from which are requests are drawn. Intuitively, this assumption ensures that none of the targets are too small compared to the maximum bid value. Note that this is true in practice in typical applications; e.g., in internet advertising, typical bids are in the range of a few cents, whereas advertising targets are millions of dollars.

With this assumption, we will now prove the next theorem.

**Theorem 1.** The competitive ratio of the above algorithm for the MAX-MIN problem is \( 1 - \epsilon \).

Before giving a formal proof, let us sketch the main ideas that we will use in our analysis. Let \( \rho_{opt} = c_{opt} \min_{i \in D} T_i \). We will assume that

\[
\rho_{opt} \geq \frac{\beta \alpha \cdot \ln n \cdot (\max_{\xi \in D} b_i(\xi))}{2}
\]

for some constant \( \beta \) that we will fix later. We will show later that using a carefully chosen value of \( \beta \), the above assumption on \( \rho_{opt} \) holds as a consequence of our original assumption on the value of \( \min_{i \in D} T_i \). Therefore, we are not introducing any new assumptions here.

Our main technical tool is the following lemma, which lower bounds the expected decrease in the value of the potential in every step of the algorithm.

**Lemma 2.** At any stage of the algorithm, the expected (over the input) decrease in \( \Phi \) for the next item in the input stream is at least \( (1 - 1/\beta) \frac{\alpha \ln n}{m} \Phi \).

We will prove this lemma shortly, but first, let us show how this lemma leads to Theorem 1. The above lemma implies that the value of \( \Phi \) decreases to at most

\[
\left( 1 - \left( 1 - \frac{1}{\beta} \right) \frac{\alpha \ln n}{m} \right) \Phi \leq n^{-(1-1/\beta) \frac{\alpha \ln n}{m}} \Phi,
\]

since \( 1 - x \leq e^{-x} \). Using this repeatedly over the \( m \) requests, and observing that the initial value of the potential is \( n \), we can upper bound the expected value of the potential at the end of the algorithm.

**Corollary 3.** The expected value of \( \Phi \) when the algorithm terminates is at most \( n^{1-(1-1/\beta)\alpha} \).

We set \( \alpha = \frac{\epsilon c_{opt}}{\ln n} \) and \( \beta = 1/\epsilon \), which satisfies Eqn. (1) subject to our original assumption. Now, we are ready to complete the proof of Theorem 1.

**Proof of Theorem 1.** Suppose not, and let \( i_{\min} \) be the provider with the minimum fractional coverage at the end of the algorithm. Then,

\[
\Phi \geq \Phi_{i_{\min}} > \frac{c_{opt}}{\alpha \ln n} n^{-(1-1/\beta)\alpha} = n^{-1-(1-1/\beta)\alpha},
\]

where the last equation follows from the choice of \( \alpha \) and \( \beta \). This violates Corollary 3. □

\[\sum_{\xi} p(\xi) \cdot w_i(\xi) \cdot b_i(\xi) \geq \frac{c_{opt} T_i}{m} \quad \forall i \in D \]

\[\sum_{i \in S} w_i(\xi) = 1 \quad \forall i \in D, \xi \]

\[0 \leq w_i(\xi) \leq 1 \quad \forall i \in D, \xi \]

**Figure 1:** LP relaxation of the MAX-MIN problem.

We are left with proving Lemma 2. To prove this lemma, we use a linear programming (LP) relaxation of the MAX-MIN problem (Figure 1). Here, \( \xi \) indexes the support of the distribution from which requests are drawn, \( p(\xi) \) denotes the probability of any request in the input stream having type \( \xi \), and \( w_i(\xi) \) is the fraction to which such a request is allocated to provider \( i \in D \). The first constraint asserts that the expected revenue for any provider is at least \( c_{opt} \cdot T_i \) and the second constraint requires that each request be assigned to exactly one provider (in the fractional version, the sum of the fractional assignments for a provider is exactly 1). Since the expected optimal value of the objective is \( c_{opt} \), the optimal solution is feasible for this LP. It is important to note that we are using this LP only for analysis; the algorithm cannot use this LP since it does not know the distribution from which the input is drawn. Moreover, this LP can be exponential in size! We will compare the expected decrease of potential in our algorithm to that by a hypothetical (fractional) algorithm (we call it the LP-based algorithm) that exactly follows the assignment given by the optimal fractional solution for the above LP. Since our algorithm maximizes the decrease in potential in any step, any lower bound on the expected decrease of potential for the LP-based algorithm is also a lower bound for our algorithm. We can show such a lower bound of \( (1 - 1/\beta) \frac{\alpha \ln n}{m} \Phi \), thereby proving Lemma 2. The details of the proof are in the appendix.

### 3. THE MAX-SUM PROBLEM

Recall that in the MAX-SUM problem, the goal is to maximize the revenue subject to budgets, and there are no targets. The algorithm for the MAX-SUM problem is due to Devanur and Hayes [2]; we give the algorithm for completeness. Consider the LP relaxation of the MAX-SUM problem given in Figure 3(a). Here, \( x_{ij} \) is the fraction of request \( j \) that is assigned to provider \( i \). The dual of this LP is given in Figure 3(b).

The algorithm has the following steps:

1. For the first \( \epsilon \) fraction of the input, the algorithm solves the dual LP (Figure 2(b)) with \( B_i \) replaced by \( \epsilon B_i \).
   Suppose the resulting dual variable values are \( z_{i} \) and \( w_{i} \).

2. For every subsequent request \( j \), the algorithm assigns it greedily to arg max\( \xi \in D b_{ij}(1 - z_{\xi}) \).

The next theorem is due to Devanur and Hayes [2].

**Theorem 4.** The competitive ratio of the above algorithm for the MAX-SUM problem is \( 1 - O(\epsilon) \).

### 4. THE HYBRID PROBLEM
Maximize $\sum_{j \in Q} \sum_{i \in D} b_{ij} x_{ij}$ subject to
\[
\sum_{i \in D} x_{ij} \leq 1 \quad \text{for all } j \in Q \\
\sum_{j \in Q} b_{ij} x_{ij} \leq B_i \quad \text{for all } i \in D \\
x_{ij} \geq 0 \quad \text{for all } i \in D, j \in Q
\]
(a) The primal LP for the Max-Sum problem.

Minimize $\sum_{j \in Q} y_j + \sum_{i \in D} z_i B_i$ subject to
\[
y_j \geq b_{ij}(1 - z_i) \quad \text{for all } i \in D, j \in Q \\
y_j \geq 0 \quad \text{for all } j \in Q \\
z_i \geq 0 \quad \text{for all } i \in D
\]
(b) The dual LP for the Max-Sum problem.

Figure 2: The Max-Sum problem

Recall that the Hybrid problem is a generalization of the Max-Sum problem where a penalty of $\alpha \cdot \pi_i$ is charged for missing target $T_i$ by a margin of $\pi_i$. Our algorithm for the Hybrid problem is a generalization of the Max-Sum algorithm in the previous section. Consider the LP relaxation of the Hybrid problem given in Figure 3(a). Here, $x_{ij}$ is the fraction of request $j$ that is allocated to provider $i$, and $\alpha \cdot \pi_i$ is the penalty paid for failing to meet the minimum threshold $T_i$ for provider $i$. The dual of this LP is given in Figure 3(b).

Before describing the algorithm formally, let us give an intuitive sketch. This algorithm explicitly uses the first $\epsilon$ fraction of the requests (call this the initial portion of the input) to learn the input distribution. However, the input distribution might have exponential support, and therefore a constant fraction is not sufficient for learning the distribution per se. Instead, the algorithm uses the initial portion of the input to learn the optimal dual variables. Once the initial portion of the input has arrived, the algorithm feeds it into the dual program and solves it. The key observation is that even though the initial portion is not a good representative of the overall input distribution, the dual variables obtained are approximately equal to the expected value of the optimal dual. Once the dual variables have been determined, the algorithm uses these dual variables to make assignment choices using a principle known as complementary slackness. This translates to the following rule: assign each request to the provider who has the highest bid for it, where the bids are discounted by a parameter dependent on the optimal dual variables.

Formally, the Hybrid algorithm has the following steps:

1. For the first $\epsilon$ fraction of the input, the algorithm solves the dual LP (Figure 3(b)) with $B_i$ and $T_i$ replaced by $\epsilon B_i$ and $\epsilon T_i$ respectively. Suppose that the resulting dual variable values are $z_i^\alpha$ and $w_i^\alpha$.

2. For every subsequent request $j$, the algorithm assigns it greedily to $\text{arg max}_{i \in D} b_{ij}(1 - z_i^\alpha + w_i^\alpha)$.

### 4.1 Analysis of the Hybrid Algorithm

**Assumption.** We will assume that $\text{OPT}$ is large; in particular, that $\text{OPT} \geq (1 + \alpha) \sqrt{\frac{n \ln(n/\epsilon^3)}{3\epsilon} \sum_{j \in Q} (\max_{i \in D} b_{ij})}$.

Note that in practice, $\text{OPT}$ and $\sum_{j \in Q} (\max_{i \in D} b_{ij})$ are orders of magnitude larger than all the other terms in the above expression. Therefore, the assumption essentially states that the square of the maximum revenue should dominate the sum of maximum bids. This clearly holds in practice because one would expect the optimal revenue to be comparable to the sum of maximum bids even without squaring.

It will be convenient to introduce a new notation $\beta$ defined as
\[
\beta = \frac{\text{OPT}}{\sum_{j \in Q} (\max_{i \in D} b_{ij})}.
\]

Then, the assumption on the value of $\text{OPT}$ becomes
\[
\text{OPT} \geq \frac{(1 + \alpha)^2 n \ln(n/\epsilon^3)}{3\epsilon \beta}.
\]

With this assumption, we will now prove the next theorem.

**Theorem 5.** The competitive ratio of the above algorithm for the Hybrid problem is $1 - O(\epsilon)$.

Let us first establish the notation that we will use in the analysis. Let
\[
x_{ij}(z, w) = \begin{cases} 
1 & \text{if } i = \text{arg max}_{i \in D} b_{ij}(1 - z_i + w_i) \\
0 & \text{otherwise}.
\end{cases}
\]

So, $x_{ij}(z, w)$ is the indicator for whether request $j$ will be assigned to provider $i$ by the algorithm, if the dual variables are $z$ and $w$. Let $S$ denote the first $\epsilon$ fraction of the requests, and let $S^c = \{1, \ldots, m\} \setminus S$.

For the other notations, we use the following generic rule. Let $R$ denote unrestricted revenue (i.e. not capped at the budgets), $P$ and $X$ denote the values of the primal and dual objectives, and $\pi$ denote the penalty in the primal objective.
(before scaling by the penalty coefficient $\alpha$). A subscript of $i$ for any of these notations denotes the corresponding parameter for provider $i \in D$, whereas if there is no subscript, then we mean the sum of the parameter values over all $i \in D$. Further, these parameters are functions of $(z, w, S)$ where $z, w$ are the values of the dual variables and $S$ is the set of requests over which the parameter is computed. If $S = Q$, we will drop it from the list of arguments. As examples of this notation scheme,

$$X_i(z, w, S) = (1 - z_i + w_i) \sum_{j \in S} x_{ij} b_{ij} + (z_i \cdot \epsilon R_i - w_i \cdot \epsilon T_i)$$

$$\pi(z, w) = \sum_{i \in D} \max \left( T_i - \sum_{j \in Q} x_{ij} b_{ij}, 0 \right).$$

The first lemma states that the unrestricted revenue for any particular provider estimated from the initial portion of the input is an accurate estimate of the overall unrestricted revenue scaled by $\epsilon$. This formalizes the intuition that we described earlier about the initial portion of the input providing good estimates of cumulative parameters even though it cannot help estimate the input probability distribution itself. The lemma is a direct consequence of Chernoff bounds (see, e.g., [2]).

**Lemma 6.** Suppose $b_{ij} \leq 1$ for all $i \in D, j \in Q$. For each $i \in D$ and any $z, w, t_i$,

$$\mathbb{P}[|R_i(z, w, S) - \epsilon R_i(z, w)| > t_i] < 2e^{-\frac{t_i^2}{2\epsilon^2 \pi_i(z, w)}}.$$

Next, we aggregate the concentration bounds obtained from the above lemma and claim that the sum of deviation of the revenue estimates obtained from the initial portion of the input for all the providers is a small fraction of the overall optimal revenue. (Due to space constraints, we omit the proof of this lemma.)

**Lemma 7.** There exists a set of values $t_i, i \in D$, such that

$$\sum_{i \in D} t_i \leq \frac{\epsilon^2}{1 + \alpha} \text{OPT},$$

and with probability at least $1 - \epsilon$,

$$|R_i(z, w, S) - \epsilon R_i(z, w)| \leq t_i \text{ for all } i \in D.$$

Note that Lemma 7 essentially says that if all the budgets were $\infty$ and if there were no targets, then our algorithm is nearly optimal. We will now show that this claim about the restricted revenue can be extended to the budgeted revenue in the presence of penalties imposed by targets. Our main technical claim is to show that complementary slackness conditions are approximately satisfied by $z^*, w^*$. Let $a_i = t_i / \epsilon$. Note that by weak duality, if we can show that

$$X_i - P_i \leq (1 + \alpha)a_i \text{ for all } i \in D,$$

then it implies that

$$P \geq (1 - \epsilon)\text{OPT}. \quad (5)$$

Therefore, it is sufficient to show Eqn. (4).

We consider the two cases $w^*_i = 0$ and $w^*_i > 0$ separately. Let us outline the case of $w^*_i = 0$. Note that the complementary slackness conditions hold for the LP when restricted to the impressions in $S$ since we solved this LP exactly when setting the dual variables. Therefore, $\pi^*_i = 0$. This observation now leads to a bound on $\pi_i$ since $\pi_i$ only depends on the unrestricted revenue and we have already shown that the overall unrestricted revenue $R_i$ has small deviation from $R_i(S)/\epsilon$. Next, we use this observation about penalties and the complementary slackness conditions to obtain an upper bound on the gap between the solution obtained by the LP and a feasible dual solution, thereby proving Eqn. (4). We present the details of this proof in the appendix.

5. **Experiments**

In this section, we set out to validate the effectiveness of our allocation algorithms. Specifically, we employ the algorithms in two settings, i.e., online ad allocations and online information markets. We will describe each setting in more detail next.

5.1 Online Ad Allocations

One of the most common applications of online allocation algorithms is in sponsored search. In this application, we map the producers to the advertisers who are interested in advertising slots associated with user queries which are the requests. The queries arrive in an online manner and the advertisers are typically budget constrained and specify their valuations (bids) for a set of keywords via a campaign which is run for a specified duration. We call a selected advertiser for a given ad slot as an impressed ad. An advertiser continues to participate in the allocation process for different keywords specified by her campaign so long as her budget is not exhausted. An advertiser’s target is realized if her ad is shown in response to as many user queries as possible subject to her budget constraint. We report the following measures of effectiveness of all the three algorithms — total revenue generated by all the advertisers; the fractional target realization for an advertiser, i.e., the ratio of budget spent to the overall budget for an advertiser; winning rate of an advertiser, i.e., the impression-to-participation ratio of an advertiser; and, the coverage of advertisers, i.e., number of unique advertisers that won at least one impression. The first measure focuses on the central performance objective of the algorithms, i.e., revenue maximization, while the other two measures focus on the fairness aspect of the algorithms.

In this experiment, we sampled 5,000,000 queries and the corresponding bids from the logs for a single day of a commercial ad delivery engine, each of which had at least 10 participating advertisers. The relative budgets of advertiser is computed as their expected cost over all their bids. This value is obtained by summing the product of the bid and the clickthrough rate (probability of the ad being clicked) over all the queries. The real budget of an advertiser is now obtained by scaling the relative budget using a scaling factor $\beta$ that we vary over our experiments. For every impressed ad, we reduce an advertiser’s remaining budget by her expected cost, i.e, the product of her bid and the clickthrough rate of her impressed ad. We ran the MAX-MIN, MAX-SUM, and HYBRID algorithms considering all participating advertisers for a given query and report the above three measures of effectiveness. In the case of the HYBRID algorithm, we chose a penalty coefficient $\alpha = 30$.

In the first experiment, we measured the effect of the budget size on the revenue and fairness of the resulting allocation from each algorithm. Clearly, as the scaling factor $\beta$ increases, the amount of budget left for any advertiser to
Figure 4: The effect of the scaling factor $\beta$ on revenue in online ad allocation
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Figure 5: The effect of the scaling factor $\beta$ on fairness (fractional target coverage) in online ad allocation
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participate in an auction decreases and therefore becomes a critical factor for the allocation algorithm to consider. In this experiment, we varied $\beta$ from 1 to 30 and measured the total expected revenue resulting from the allocation. We set the target at 20% of the budget for each advertiser. Figure ?? illustrates the revenue derived from each allocation for different values of $\beta$.

For smaller values of $\beta$ when the corresponding budgets are large, the MAX-SUM and HYBRID algorithms earn more revenue than MAX-MIN since they optimize revenue. However, somewhat surprisingly, as the budget decreases, i.e., at larger values of $\beta$, these algorithms start to underperform w.r.t. MAX-MIN. We suspect this is so because the MAX-MIN algorithm is more egalitarian in its initial allocations and therefore, uses up the budgets on the advertisers in a uniform manner. On the other hand, the allocations in the MAX-SUM and HYBRID algorithms result in significant skew in budget utilization of the advertisers and some of the advertisers’ budgets are never used up.

Next, we measured the fairness of the resulting allocations for the same values of $\beta$. Our metric for fairness is the average, over the lowest $k\%$ for some $k$, of the fractional coverage of the advertisers. Figure ?? shows the results of this experiment, where $k = 1$.

Even when the budgets are large, MAX-MIN does a better job of allocating the ad slots to more advertisers than HYBRID and MAX-SUM. Now, as the budgets decrease, MAX-MIN does a significantly better allocation in terms of fairness compared to the other two algorithms. In fact, in this range, it does better than the other two algorithms for both fairness and revenue objectives. When we increase $k$, this effect becomes more pronounced. This is illustrated in

Table 1: Distribution of advertisers in terms of fractional target coverage in online ad allocation ($\beta = 15$)

<table>
<thead>
<tr>
<th>Bucket</th>
<th>MAX-MIN</th>
<th>MAX-SUM</th>
<th>HYBRID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.004</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>0.005</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>0.007</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>0.02</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>7</td>
<td>0.03</td>
<td>0.11</td>
<td>0.13</td>
</tr>
<tr>
<td>8</td>
<td>0.04</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>9</td>
<td>0.79</td>
<td>0.25</td>
<td>0.22</td>
</tr>
<tr>
<td>10</td>
<td>0.08</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Figures ?? and ?? where we range $k$ from 1 to 10. We used two values of the scaling parameter of $\beta = 5$ and $\beta = 15$ in this experiment.

Recall that the number reported in this figure is the average of fractional target achieved over all the advertisers in the lowest $k\%$. As we increase $k$, the average levels off toward the average for the entire set of advertisers. Initially, the increase in the fairness of the allocation from MAX-MIN is more pronounced. On the other hand, the increase in the allocations from MAX-SUM and HYBRID are more gradual and only realize around 15% of the possible target for $k = 10$ for both values of $\beta$. This behavior suggests that MAX-MIN uniformly increases the allocations to all the advertisers, while MAX-SUM and HYBRID have a skewed allocation at the end. To verify this observation, we fixed the scaling factor to 15 (i.e., use small budgets) to verify whether MAX-MIN would push all the advertisers toward realizing their targets. We bucketed the advertisers based on fraction of their targets realized with bucket 1 corresponding to 10% of the realized target and bucket 10 corresponding to the target being realized. Table ?? shows the resulting histogram validating our hypothesis.

Finally, we measured other indicators of performance of each algorithm. Specifically, we measured the winning rate of the advertisers as the ratio of the number of impressions to the number of non-zero bids. Figure ?? highlights the performance of the algorithms with respect to the advertisers in the lowest $k\%$ (ordered by the winning rate). Even though the difference is very small, we did find a consistent trend of the MAX-MIN algorithm improving the winning rates of the advertisers and is consistent with the other performance indicators.

5.2 Online Information Markets

Another important and emerging paradigm of online markets are information markets wherein data providers can sell raw data or services utilizing the data. Two large scale examples are the Google Custom Search\(^1\) and the Bing Search Service\(^2\) announced by Microsoft on its Azure marketplace\(^3\). Other examples include http://www.globalfinancialdata.com and http://www.elasticpath.com/products. To validate our algorithms in this setting, we implemented a scaled down version of such a service using data from three pri-

\(^1\)https://www.google.com/cse/

\(^2\)http://datamarket.azure.com/dataset/bing/search

\(^3\)https://datamarket.azure.com
principal sources used in a commercial Shopping service, viz., the commerce queries to the service, the taxonomy of the products in the commerce index, and the product catalog. Specifically, we considered the top 20 categories in the service’s Shopping taxonomy ranked by popularity in the user queries. Let us denote them by $C$. We then considered all products restricted to these categories from the catalog. We considered a sample of commerce queries received by the shopping service in a single day of October 2012. Restricting the queries in $Q$ to those that are associated with the important categories in $C$ yielded us a set of around 200,000 queries $Q_{\subset C}$. These queries served as requests in our experiment. Next, we describe how we instantiate the providers.

We created 1000 indexes in the backend to service the product queries. We proceeded with the index creation as follows. We randomly allocated the products to different indices. Thus, each index served as a proxy for a provider and was associated with a subset of commerce categories along with a subset of products in each of the associated categories. As a measure of the quality of each provider, we used some well-known measures of economic relevance [12, 25] of the products for all the associated categories. Specifically, we used the review count, average review score, number of merchant offers, price index, and the product differentiating index i.e., how differentiating are the set of products it contains. Note that these are query independent features and can readily be computed by any provider. Further the associated data is very succinct and can readily be stored and used at query time by our algorithms. Table 2 summarizes a subset of the resulting set of providers.

Unlike the previous experiment, there are no explicit targets associated with each provider. Instead we use the category specific quality score of each provider as a proxy for the fraction of queries it expects to serve. Since there is no specific auction in this setting either, we measured only the fraction of achieved target for each provider. For every query $q$, we compute the score of an index $I$ as

$$r(q, I) = \sum_{C \in C} P(q \in C) \cdot P(q \in I | q \in C),$$

where the $P(.,.)$ denotes the conditional probability of the respective events. We associated a target for each index $I$ to be the $\sum_{q \in Q}, r(q, I)$ scaled by a factor $\beta$ which we vary in the experiments to control the targets appropriately. We varied $\beta$ from 1 to 30 in steps of 5.

In the first experiment, we measured the effect of $\beta$ on both the revenue and fairness resulting from the allocations. Figure 7 illustrates the change in revenue as the targets are reduced. While the MAX-MIN algorithm very slightly underperforms the MAX-SUM and HYBRID algorithms for larger targets (i.e., smaller values of $\beta$), it begins to outperform MAX-SUM for smaller targets. One interesting observation here is that HYBRID exhibits similar performance as MAX-MIN unlike in the previous experiments involving online ads. Also, unlike the previous case, none of the allocations result in indexes reaching their targets. This is because
the bid-to-budget ratio is much smaller in this setting.

Continuing with the experiment, we measured the fairness, viz., the average value of the fractional targets achieved in the lowest $k$% of indexes. Figure 7 shows that both the MAX-MIN and HYBRID algorithms substantially outperform MAX-SUM, particularly for smaller targets.

Next, we measured the fairness of the allocations as $k$ is increased from the bottom 1% to 10%. This was to observe how the allocations changes as one goes up in the order. We used two values of the scaling parameter $\beta$ to cover both small and large targets. As Figures 8 and 9 show, the MAX-MIN algorithm does a better job of trying to equalize the fractional realized targets across all indexes compared to the MAX-SUM and HYBRID algorithms. For larger targets, both MAX-SUM and HYBRID do not make any progress toward balancing the allocations even for higher values of $k$.

Finally, we measure the winning rate of selection of indexes to answer user queries. Figure 9 shows that the MAX-MIN algorithm produces allocations in which the lowest 1% of indexes get selected, on average, almost 8% of the time they qualify for answering the user query, while the corresponding numbers for both MAX-SUM and HYBRID are next to zero even as the percentage of indexes included increases from the lowest 1% to lowest 10%. In the same range, the performance of MAX-MIN improves from 8% to nearly 13%.

6. CONCLUSIONS

In this paper, we formulated three generic online allocation problems MAX-MIN, MAX-SUM, and HYBRID that aim at a combination of fairness and revenue optimization objectives. We gave algorithms for these problem that we proved analytically are nearly optimal in their respective objectives.

We compared the algorithms on fairness and revenue metrics on two large real-world data sets corresponding online ad allocation and online information markets, and concluded that revenue-maximizing algorithms are consistently outperformed by fairness-aware algorithms on multiple fairness objectives. Moreover, the fairness-aware algorithms generate revenue that is comparable to (in some input ranges, even greater than) the revenue-maximizing algorithms. These observations offer compelling proof of the importance of incorporating fairness objectives in online allocation algorithms.
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APPENDIX

Proof of Lemma 2. Consider a hypothetical algorithm that allocates request $j$ of type $\xi$ with probability $w_j(\xi)$ to provider $i \in D$. The expected decrease of $\bar{\Phi}$ for this algorithm at any stage is

$$
\sum_{\xi} p(\xi) \sum_{i \in D} w_i(\xi) \int_{k=\xi}^{\pi_1+i} \phi(k)
= \sum_{\xi} p(\xi) \sum_{i \in D} w_i(\xi) \left( \frac{\phi(c_i) \cdot b_i(\xi)}{T_i} \right) \left( \frac{c_{\text{opt}} \cdot T_i}{\alpha \cdot b_i(\xi) \ln n} \right) \times \\
\times \left( 1 - e^{-\frac{\alpha \cdot b_i(\xi) \ln n}{c_{\text{opt}} \cdot T_i}} \right),
$$

by using the definition of $\phi$ and algebraic manipulations.

Since $\frac{\xi}{\beta} \geq 1 - x/2$, the expected decrease of $\bar{\Phi}$ is at least

$$
\sum_{\xi} p(\xi) \sum_{i \in D} w_i(\xi) \left( \frac{\phi(c_i) \cdot b_i(\xi)}{T_i} \right) \left( 1 - \frac{\alpha \cdot b_i(\xi) \ln n}{2c_{\text{opt}} \cdot T_i} \right)
\geq \sum_{\xi} p(\xi) \sum_{i \in D} w_i(\xi) \left( \frac{\phi(c_i) \cdot b_i(\xi)}{T_i} \right) \left( 1 - \frac{1}{\beta} \right),
$$

by Eqn. (1). Rearranging terms, we get

$$
\left( 1 - \frac{1}{\beta} \right) \sum_{\xi} \phi(c_i) \cdot b_i(\xi) \sum_{i \in D} p(\xi) \cdot w_i(\xi) \cdot b_i(\xi)
\geq \left( 1 - \frac{1}{\beta} \right) \sum_{\xi} \phi(c_i) \cdot c_{\text{opt}} \cdot \frac{\ln n}{m} = \left( 1 - \frac{1}{\beta} \right) \alpha \ln n \cdot \bar{\Phi}
$$

by the definition of $\phi$. Since the MAX-MIN algorithm assigns the new request $j$ to the provider that maximizes the decrease in the value of $\bar{\Phi}$, the lemma follows.

Proof of Theorem 5. For simplicity of notation, we drop $z^*, w^*$ from the arguments since those are the only values of $z, w$ that we consider.

First, let us consider $w_i^* = 0$. By complementary slackness conditions on the LP restricted to the requests in $S$, we have $\pi_i^* = 0$, and therefore, $R_i(S) = \sum_{j \in S} x_{ij} b_j \geq c_i T_i$.

Multiplying by $1/\epsilon$ and rearranging terms, we get $\pi_i = T_i - R_i \leq \epsilon \cdot a_i$, which implies that $P_i = \min(B_i, R_i) - \alpha \pi_i \geq \min(B_i, R_i) - \alpha a_i$. Since $w_i^* = 0$, $X_i = (1 - z_i^*) R_i + z_i^* B_i$. We have two subcases.

1. $z_i^* > 0$: In this case, we have

$$
X_i - P_i \leq (1 - z_i^*) R_i + z_i^* B_i - \min(B_i, R_i) + \alpha a_i \leq \max(B_i, R_i) - \min(B_i, R_i) + \alpha a_i = \sum_{\xi \in D} t_i.
$$

Since $z_i^* > 0$, from complementary slackness conditions on the LP restricted to requests in $S$, we have that $R_i(S) = \epsilon B_i$.

Now, from Lemma 7, we have that $|B_i - R_i| \leq a_i$.

2. $z_i^* = 0$: In this case, $X_i = R_i$. First, consider the case $R_i \leq B_i$. Then, $P_i \geq \min(R_i, B_i) - \alpha a_i = R_i - \alpha a_i$, which implies that $X_i - P_i \leq \alpha a_i \leq (1 + \alpha) a_i$. Now, consider the case $R_i \geq B_i$. We have $X_i = R_i \leq R_i(S)/\epsilon + a_i$. Since $R_i(S) \leq \epsilon B_i$, we have $X_i \leq B_i + a_i$.

Similar arguments (omitted due to space constraints) are used for the case $w_i^* > 0$.

Finally, we will prove that $P(S') \geq (1 - \epsilon) P - \sum_{i \in D} t_i$. We have already noted that if $\pi_i(S) = 0$, then $\pi_i \leq a_i$. If $\pi_i(S) > 0$, then

$$
\pi_i(S) = c T_i - R_i(S) \geq c T_i - \epsilon R_i - t_i.
$$
Multiplying by $1/\epsilon$, we get $\pi_i \leq \pi_i(S) + a_i$, and therefore,

$$\pi_i(S^c) = \pi_i - \pi_i(S) \leq (1 - \epsilon)\pi_i + a_i.$$

Lemma 7 says that $R_i(S^c) > (1 - \epsilon)R_i - t_i$ for all $i \in D$.

Thus, \[
P_i(S^c) = \min((1 - \epsilon)B_i, R_i(S^c)) - \alpha \pi_i(S^c)
\geq \min((1 - \epsilon)B_i, (1 - \epsilon)R_i - t_i) - (1 - \epsilon)\pi_i - \alpha a_i
\geq (1 - \epsilon)P_i - (1 + \alpha)a_i \quad \text{(since $t_i \leq a_i$)}.
\]

Since $\sum_{i \in D}(1 + \alpha)a_i \leq \epsilon \text{ opt}$, Theorem 5 follows.