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1. COVER SHEET
Proposed duration is a full-day tutorial. The current plan is to di-

vide the tutorial into two main parts, each focusing on applications
of the discussed techniques to verbose natural language queries.
1. Query reduction, reformulation and segmentation techniques.
2. Query concept weighting, expansion and learning-to-rank.

Contact Information
Manish Gupta (main contact):
Email: gmanish@microsoft.com
Address: 3B6014, Microsoft Building 3, Microsoft Campus, Gachi-
bowli, Hyderabad-500032, India.

Michael Bendersky
Email: bemike@google.com
Address: Google, 1600 Amphitheatre Parkway, Mountain View,
CA 94043.

Intended Audience
Information retrieval with verbose natural language queries has

gained a lot of interest in recent years both from the research com-
munity and the industry. Search with verbose queries is one of
the key challenges for many of the current most advanced search
platforms, including question answering systems (Watson or Wol-
fram Alpha), mobile personal assistants (Siri, Cortana and Google
Now), and entity-based search engines (Facebook Graph Search or
Knowledge Graph). Therefore, we believe that a tutorial on this
topic at SIGIR is very timely and will attract a lot of interest from
all conference participants.

Researchers in the field of analysis of search queries will benefit
the most, as this tutorial will give them an exhaustive overview of
the research in the direction of handling verbose web queries. We
believe that the tutorial will give the newcomers a complete pic-
ture of the current work, introduce important research topics in this
field, and inspire them to learn more. Practitioners and people from
the industry will clearly benefit from the discussions both from the
methods perspective, as well from the point of view of applications
where such mechanisms are starting to be applied.

After the tutorial, the audience will be able to appreciate and un-
derstand the following: (1) What are the interesting properties of
complex natural language verbose queries; (2) Challenges in effec-
tive information retrieval with verbose queries; (3) State-of-the-art
techniques for verbose query transformations that yield better ex-
pected search performance; (4) State-of-the-art ranking methods
for verbose queries, including supervised learning-to-rank methods
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(5) What user/industry segments can be affected by better retrieval
with verbose queries and what are the possible applications.

Pre-requisites: Introductory-level knowledge in information re-
trieval, query log mining, web mining, algorithms, natural language
processing and machine learning.
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2. MOTIVATION
Recently, the focus of many novel search applications shifted

from short keyword queries to verbose natural language queries.
Examples include question answering systems and dialogue sys-
tems, voice search on mobile devices and entity search engines like
Facebook’s Graph Search or Google’s Knowledge Graph. However
the performance of textbook information retrieval techniques for
such verbose queries is not as good as that for their shorter coun-
terparts. Thus, effective handling of verbose queries has become
a critical factor for adoption of information retrieval techniques in
this new breed of search applications.

Over the past decade, the information retrieval community has
deeply explored the problem of transforming natural language ver-
bose queries using operations like reduction, weighting, expansion,
reformulation and segmentation into more effective structural rep-
resentations. However, thus far, there was not a coherent and orga-
nized tutorial on this topic. In this tutorial, we aim to put together
various research pieces of the puzzle, provide a comprehensive and
structured overview of various proposed methods, and also list vari-
ous application scenarios where effective verbose query processing
can make a significant difference.

3. OBJECTIVES
After the tutorial, the audience will be able to appreciate and un-

derstand the following: (1) What are the interesting properties of
complex natural language verbose queries; (2) Challenges in effec-
tive information retrieval with verbose queries; (3) State-of-the-art
techniques for verbose query transformations that yield better ex-
pected search performance; (4) State-of-the-art ranking methods
for verbose queries, including supervised learning-to-rank methods
(5) What user/industry segments can be affected by better retrieval
with verbose queries and what are the possible applications.

4. RELEVANCE TO INFORMATION
RETRIEVAL COMMUNITY

As can be seen from the long list of referenced papers, in this
tutorial, we will organize related work done by the information re-
trieval community in the past decade, present it as a coherent story,
and summarize the research advances in the field of information
retrieval with verbose queries. Thus, it is clearly relevant to the IR
community. The theme of the proposed tutorial is most related to
the “Queries and Query Analysis” area of SIGIR 2015. It is also re-
lated to a successful series of workshops on “Query Representation
and Understanding” held at SIGIR 2010 and 2011.

To the best of our knowledge, no previous tutorials have been
offered on this research topic.

5. TOPICS OUTLINE
Here is a brief outline of the topics covered by the tutorial with

relevant references.

• Properties of Verbose Queries: Length distribution of queries [2,
45], query types, distribution of mean reciprocal rank wrt
query length, part-of-speech distribution, information need
specificity [35], repetition factor [37], percentage of searches
covered by top-K% queries [37], smoothing mechanisms [46].

• Query Reduction to a Single Sub-Query

– Types of Sub-Query Candidates: Noun phrases [4], named
entities [21], individual words [33, 34], two-term com-
binations [26], all word subsets [16, 21, 22, 23], word
subsets with one word deleted [3, 20], matching queries

from personal query log, POS blocks, one to three word
queries without stopwords [29], right part of the query [19].

– Feature Sets

∗ Post-Retrieval Features: LambdaRank and BM25
scores of top-K documents [3], query quality, query
scope [23], query clarity, standard deviation at 100
documents, a normalised version of standard devi-
ation at 100 documents, the maximum standard de-
viation in the ranked-list, standard deviation using
a variable cut-off point, query length normalized
standard deviation using a variable cut-off point.

∗ Word Dependency Features: Mutual information
between words [21, 22], word co-occurrence in
pseudo-relevant documents [29], binary dependen-
cies [33], quasi-synchronous dependencies [34].

∗ Query Log based Features: Query log frequency [4],
similarity with old queries [20], deletion history,
rareness.

∗ Statistical Features: TF, IDF [4, 19, 23, 34], sim-
plified clarity score [23], term-term co-occurence,
term-topic co-occurence, term-term context, term-
topic context [26].

∗ Linguistic Features: POS [26, 34], named enti-
ties [21, 26], acronyms [26], isBrandName.

∗ Query Features: Query length [3, 34], presence of
stop words [3, 34], presence of URL [3], similarity
with original query [23], isRightMost.

– Ask for User Input: [21, 22].

– Methods to Combine the Signals: Word graph construc-
tion [21, 22], clustering and rules based approach, clas-
sifier [4, 23], LambdaRank [3], stop structure identifi-
cation [19], rules based approach [20], regression [26],
random walk [29], RankSVM [33], quasi-synchronous
dependency language model [34].

– Efficiency Aspect: One word deletion [3, 20], randomly
pick up a few sub-queries, overlapping search results
and snippets [22].

• Query Reduction by Choosing Multiple Sub-Queries

– Subset Distributions using CRF-perf [40, 42].

– Reformulation Trees with Subset Selection and Query
Substitution Operations [41].

• Weighting Query Concepts

– Regression [25, 47].

– Sequential Dependence Model using Markov Random
Fields [30].

– Integrating Regression Rank with Markov Random Fields
(MRFs) [24].

– Weighted Sequential Dependence Model [7].

– A Fixed-Point Method [31].

– Parameterized Query Expansion Model [8].

– Query Hypergraphs [5].

– Multiple Source Formulation [9].

• Query Expansion by Including Related Concepts

– Adding ODP category label to queries.



– Latent Concept Expansion using Pseudo-Relevance Feed-
back [8].

– Selective Interactive Query Expansion [22].

– Supervised models for pseudo-relevance term selection
[12].

• Query Reformulation

– Translation-based Language Model [43].

– Random Walks: Query Log-based Term-Query Graph [11],
Click Graph [36].

– Using Anchor Text [15].

– Question Reformulation Patterns from Query Logs [44].

– Unified framework for query refinement [18].

• Query Segmentation

– Statistical Segmentation using Category-wise N-Gram
Frequencies [32].

– Performing Segmentation jointly with Parts-of-speech
Tagging and Capitalization [6].

– Supervised Segmentation using Decision-boundary, Con-
text and Dependency Features [10].

– Unsupervised Segmentation using Generative Language
Models and Wikipedia [38].

• Query-Dependent Learning-to-Rank

– Query-Dependent Ranking Models [17].

– Two-Stage Learning-to-Rank Models [14].

– Learning from Click Data [39, 13].

• Applications of Verbose Query Processing: Finding images
for books [1], question answering [19, 43], searching for can-
cer information, patent searches, fact verification [27], natu-
ral language interface for databases [28], e-commerce [32],
search queries from children, music search, queries from user
selected text.

• Summary and Future Research Directions

Following is a list of related topics that we do not cover as part
of this tutorial: (1) Automatic Speech Recognition (ASR), (2) Pro-
cessing null queries other than verbose queries, (3) Query by Doc-
ument, (4) Query processing tasks for short queries.

6. FORMAT AND DETAILED SCHEDULE
A tentative schedule based on a full-day tutorial is as follows.

• 9:00 – 10:30 Properties of Verbose Queries / Query Reduc-
tion

• 10:30 – 11:00 Coffee Break

• 11:00 – 12:30 Query Expansion, Reformulation and Seg-
mentation Techniques

• 12:30 – 14:00 Lunch Break

• 14:00 – 15:30 Weighting Query Concepts

• 15:30 – 16:00 Coffee Break

• 16:00 – 17:30 Query-Dependent Learning-to-Rank, Applica-
tions, Summary, and Future Directions

7. TYPE OF SUPPORT MATERIALS
The attendees can download slides from http://goo.gl/

64wY0w [Draft Version]
No additional equipment is needed.

8. RELEVANT REFERENCES
The following is a list of references which will be used in the

preparation of the tutorial material. Many other papers will also be
referred.
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