Rate-Adaptive Compressed-Sensing and Sparsity Variance of Biomedical Signals
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Abstract—Biomedical signals exhibit substantial variance in their sparsity, preventing conventional a-priori open-loop setting of the compressed sensing (CS) compression factor. In this work, we propose, analyze, and experimentally verify a rate-adaptive compressed-sensing system where the compression factor is modified automatically, based upon the sparsity of the input signal. Experimental results based on an embedded sensor platform exhibit a 16.2% improvement in power consumption for the proposed rate-adaptive CS versus traditional CS with a fixed compression factor. We also demonstrate the potential to improve this number to 24% through the use of an ultra low power processor in our embedded system.
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I. INTRODUCTION

Power consumption is one of the most critical constraints for sensor networks and future Internet-of-Things devices. The most power consuming block is the radio (transmitter), typically responsible for 60-80% of the total sensor’s energy usage [1]. A known method to reduce the radio power consumption is transmitter duty cycling, sending data in quick bursts before rapidly powering down [2]. To obtain the largest benefit from transmitter duty cycling, the amount of sensor data transmitted with the radio must be reduced, such as using data compression.

Various methods have been previously proposed that implement a CS TX framework [4]. Unfortunately, all previous CS works assume a fixed and predetermined input signal sparsity. This assumption implies that the compression factor is statically fixed, and is not a function of a varying input signal; however, there is a trade-off between input sparsity and optimum compression factor [5]. An input signal with time-varying sparsity must adjust its compression factor continuously in order to achieve the lowest error rate during reconstruction. Using the signal sparsity to determine the sensor’s optimal compression factor is critical if the sparsity of the signal varies significantly over time, across different sensor types. To our knowledge, there is no prior work that has studied the sparsity variance for several different biomedical signals.

In this paper, we first conduct a feasibility study on adaptive compressed sensing, investigating the sparsity variance of electrocardiogram (ECG), electroencephalogram (EEG) and electromyogram (EMG), using the physionet database [6]. Next, we propose an adaptive CS framework, adjusting the compression rate based upon the input signal’s sparsity on-the-fly. Finally, we implement this rate-adaptive CS using a miniature, low-power wearable platform that captures ECG signals under varying sparsity conditions, calculate the sparsity variance, and adapt the CS rate.

This paper is organized as follows. Section II covers the theory of compressed-sensing, reconstruction and key system requirements. The requirements of an adaptive compressed-
sensing system are then described in Section III. The miniature wearable system developed to capture test signals and implement adaptive CS framework is then outlined in Section IV, and conclusions are summarized in Section V.

II. CS FRAMEWORK

A. Compressed-Sensing Background

Compression using CS is achieved using a simple matrix multiplication, where an uncompressed input vector $f$ of size $N$ multiplied by a measurement matrix $\Phi$ of size $M$-by-$N$ that produces a measurement vector $y$ of size $M$. $\Phi$ is a matrix of random numbers (e.g., Bernoulli, Gaussian, uniform, etc.), such that $y$ is a vector of random linear projections of $f$ on $\Phi$. CS can compress bio-signals with compression factors as large as 10x, which reduces the amount of data transmitted and therefore the total power dissipation of the sensor node by a similar factor [8]. To reconstruct the original signal $f$ from the measured signal $y$ in the receiver, we need to solve an underdetermined set of equations where the number of equations is much less than the number of unknown variables. In general, there is not a unique solution for these types of equations. However, CS theory shows that if the signal $f$ is sparse in any basis (e.g. Fourier transform, wavelet transform), then there are optimized methods to reconstruct the original signal with minimum error based on convex optimization [5]. In other words, if there is a transformation matrix $\Psi$ such that $f = \Psi x$ (and therefore $y = \Phi f = \Phi \Psi x$) and $x$ is sparse, then reconstruction is possible. Fig. 2 summarizes the complete CS framework [9].

![Fig. 2. Complete CS framework](image)

B. Sparsity Number

In theory, sparsity of a vector $x$ is defined as the number of non-zero values of $x$ (this is called the norm-0 of $x$ and represented as $||x||_0$). It is shown that if the number of measurements ($M$) is approximately $\mu ||x||_0 \log(N)$, an optimum reconstruction can be achieved with high probability where $\mu$ is a constant related to $\Phi$ and $\Psi$ [5][6]. The reconstruction process in the receiver, as shown in Fig. 2, consists of two steps. The first step finds an approximation of the sparse vector $x$ by minimizing norm-1 of $x$, subject to the main equation $y = \Phi \Psi x$ (norm-1 also known as 11-norm is defined as the sum of absolute values of vector $x$ and is represented by $||x||_1$). The problem of minimizing the 11-norm has been shown to be solvable efficiently and requires only a small set of measurements ($M$<<$N$) to enable perfect recovery. After finding the optimized approximation of $x$ ($x^*$), the second step reconstructs the original signal using matrix multiplication $f^* = \Psi x$.

Fortunately, some biomedical signals have sparse representation in either gabor or wavelet domains [11], [12]. In general, any type of sensor data can be represented in its sparse form by using a method called dictionary learning. Based on the ideal definition of sparsity, it should be very easy to find the sparsity of a signal simply by counting the number of non-zero elements of the signal in the sparse domain. Unfortunately, for all real signals the representation of the input signal in sparse domain has non-zero elements. There are a few large values with other elements that are very small but not zero. To address this issue, Lopes in [13] introduced a new metric called sparsity number, as defined in Eq. (1) below, which is the lower bound of the ideal definition of sparsity:

$$sx = \frac{||x||_2^2}{||x||_2^2} = \frac{\sum|x_i|^2}{\sum x_i^2}$$

(1)

To find the sparsity number of a signal we need to first transfer that signal to the sparse domain. For some signals the sparse domain is known; however, for other signals there is not a specific domain for this purpose and we must use dictionary learning to train a dictionary to transfer the signal $f$ to its sparse representation $x$.

C. Dictionary Learning

While ECG signal has known domain of sparsity, most other types of sensor signals do not have well-known domains where the signal is sparse. To extend the application of CS to different type of signals, it is necessary to have a general method for converting signals to a sparse representation. Fortunately, a method called dictionary learning exists for this purpose. Using a dictionary $D$, a vector $f$ (that is input signal) is represented as approximation of a linear combination of a few atoms where atoms are columns of $D$ (such that the dictionary in fact is a matrix). To generate this dictionary, a training process called dictionary learning is required. Dictionary learning is the problem of finding $D$ such that the approximation of many known vectors (the training set) are as good as possible given a sparseness criterion on the coefficients (i.e. allowing only a small number of non-zero coefficients for each approximation) [14]. Different methods are available for dictionary learning, such as KSVD [14] and MOD [15]. In this paper, we use the KSVD method to check the sparsity variance of EMG and ECG signals. Having $D$ any new signal in the same family of training set can be represented in the sparse domain by solving Eq. (2), where $\gamma$ controls the sparseness of the answer:

$$x^* = \arg\min_{x} ||x||_p + \gamma ||f - Dx||_2^2 \quad p \in (0,1)$$

(2)

III. SPARSITY-AWARE COMPRESSED SENSING

The number of measurements ($M$), which also defines the compression factor ($M/N$), is related to the sparsity level of the input signal. A trade-off exists between the compression factor and the accuracy of the reconstructed signal. Increasing the compression factor creates more errors in the reconstructed signal, while lowering the compression factor increases the amount of transmitted data without any benefit to the reconstruction. Fig. 3 shows the output of a sparse optimization block ($x^*$) for a CS system with a fixed compression factor of
sparsity from the receiver. Another problem is that the calculation of sparsity is performed on the current data block; however this result is then used to compress the next data block, which may have a different sparsity.

![Decompression](Image)

**Fig. 3. Effect of sparsity on reconstruction error for two different signals**

Obtaining updated information about the sparsity of the input signal will help us to adjust the compression factor to the optimum value. Using sparsity number as a key to find the optimum compression factor is only beneficial if the sparsity of the input signal changes sufficiently over time and for different sensor data types. This means that sparsity variance is a key feature for adaptive compressed sensing.

### A. Sparsity Variance

If sparsity of an input signal does not change significantly over time, we can use a fixed compression factor that corresponds to the type of input signal. To the best of our knowledge, we have found no prior works have investigated and quantified the sparsity variance for different biomedical data types. In this work, we analyze the sparsity variance for three different types of clinical biomedical signals (ECG, EEG and EMG), using the nsrdb, mitdb, chbmit and driveldb databases of physionet [7]. We also obtained the sparsity variance of ECG data captured by own embedded system, platform. In each case, several signals divided in blocks of 256 samples and then transferred to sparse domain to calculate the sparsity numbers. Finally we plot the histogram of the sparsity number and calculate mean and standard deviation of distribution.  Fig. 4 shows the simulation results, showing that the sparsity changes drastically and that a fixed compression factor is not a good choice.

### B. System Models for Sparsity-Aware Compressed-Sensing

Fig. 5 shows two possible methods for implementing rate-adaptive compressed-sensing, using the input signal sparsity to adjust the compression factor. In the first system (Method 1), the receiver calculates the sparsity and transmits it to the sensor node of the system. The sensor then adjusts its compression factor based on this information. Because the receiver already has the sparse representation of signal, this system can easily implement CS rate adaption in the sensor node; however, one limitation with this system is the round trip delay, or the latency required to calculate the sparsity in the receiver and the transmission delay to send the result back to the sensor. If this latency is large, the sensor node must buffer recently acquired data until it has received the most up-to-date estimate of
access to the sparse representation of the input signal, and therefore requires a sparsity estimation block that obtains the sparsity of the input data directly from the time domain signal. To our knowledge, this is currently an unsolved problem and hence, we evaluate the feasibility and performance of only Method-1 here.

IV. EXPERIMENTAL RESULTS

To analyze the performance of this proposed rate-adaptive CS system, we developed an experimental wireless monitoring platform, called the Wearable Health and Activity Monitor (WHAM). We implemented the compression on the WHAM sensor node, while the corresponding reconstruction algorithm is performed in an iOS iPhone/Mac application used as the receiver device. We implemented the GPSR algorithm [16] for reconstruction, which is faster than other reconstruction algorithms like LASSO [17]. We particularly were interested in investigating the energy consumption of the wearable sensor portion of the system with and without the use of adaptive data compression. Minimizing the delay associated with the reconstruction algorithm is critical because it directly affects the size of the buffer needed at the sensor node, before the receiver can calculate and send back the sparsity number needed to compress the next data block on the sensor.

A. WHAM System Overview

The WHAM platform is a low-cost, reconfigurable, wearable, wireless platform designed specifically to collect, process and display data related to the user’s activity and health. Utilizing wireless Smartphone connectivity using Bluetooth, the WHAM was designed to be operated by a wide variety of users. The complete system includes a functional custom hardware, a fully functioning iOS application, which can control and display data from the sensor from a variety of Apple products. The system weighs just 9.5 grams and is small enough to be easily stitched into clothing. Using a small CR2032 coin cell battery, the WHAM can provide continuous streaming ECG data collection for over 100 hours. The system currently consists of 3 physical components: The main board, the battery, and the flexible ECG board. The dime-sized main board consists of a stack of two miniature two-layer PCBs which contain the SoC, accelerometer, printed circuit board antenna, and other necessary passive components. The flexible ECG board contains the electrodes and instrumentation amplifier necessary for ECG data acquisition. Because of the flexibility and simplicity of its development platform, iOS was chosen as the operating system. The iOS application plots the real-time ECG graph and Beats per Minute (BPM) calculation. Fig. 6 shows the WHAM main sensor board, and top and bottom sides of the flexible electrode ECG patch.

B. Implementation Methodology

As illustrated in Fig. 2, CS compression is the product of a block of N input samples (here N=256) to a random matrix. We implemented this matrix multiplication at the sensor node. For simplicity, the random matrix $\Phi$ has a fixed size of 192×256, so it always generates 192 measured values from every 256 input samples. Based on the feedback from the receiver, the sensor only transmits the required number of measured samples. For example, if $M=128$ then only the first 128 samples will be transmitted. This is equivalent to multiplying the input vector with the first 128 rows of $\Phi$. In the receiver we also use the first 128 rows of $\Phi$ for reconstruction.

The receiver constantly checks the sparsity number of the data it is receiving. If the sparsity of the input signal changes by more than 50% when compared to the previous block of data, it will change the value of M. Even for a normal ECG signal the sparsity number may change in a range of 40%. Analysis of the data sets investigated in this work found that a 50% variation in sparsity number is a significant change in the input signal (e.g. ECG abnormality such as atrial fibrillation).

For our wireless radio protocol, we adopted Bluetooth Low Energy (BLE) as it is one of the most commonly used low-power sensor radio standards, and heavily utilizes duty cycling. A BLE connection between two devices is made every T seconds where the devices exchange some data. After this exchange both devices disconnect and power down their radios for a period of time. The receiver portion of the system (e.g. the App running on the iPhone) is able to set T. Unfortunately, the system we developed for this work has limitations on the possible values of T and the number of samples that each BLE transmission is able to send. For this reason we only use a limited number of values for $T$, as shown in TABLE I below, where $CF$ stands for the compression factor.

<table>
<thead>
<tr>
<th>$T$ (ms)</th>
<th>$3$ samples per BLE Transmit.</th>
<th>$2$ samples per BLE Transmit.</th>
<th>$1$ sample per BLE Transmit.</th>
<th>$CF$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>50</td>
<td>64</td>
<td>100</td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td>30</td>
<td>33</td>
<td>42</td>
<td>66</td>
<td>3</td>
<td>84</td>
</tr>
<tr>
<td>40</td>
<td>25</td>
<td>32</td>
<td>50</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>50</td>
<td>16.6</td>
<td>10</td>
<td>25</td>
<td>40</td>
<td>5</td>
</tr>
</tbody>
</table>

In our implementation of adaptive CS, we transmit three samples for each BLE transmission such that the possible values of $M$ are 192, 128, 96, 75 and 63. Initially the system starts with a default value of $M$ (e.g. $M=96$ that is equal to a compression factor of 256/96=2.7). During normal operation, anytime the receiver detects a 50% change in the sparsity number it adjusts $T$ appropriately such that the sensor automatically switches to the next higher or lower M value.

C. Measurements Results

To calculate the average power consumption of the system, we used a 1.3Ω resistor in series with the battery to measure the voltage drop across it. Fig. 7 contains the system setup for
power measurements as well as real-time signal acquisition. Transmission of data occurs in very short time durations but with high current consumption.

![Fig. 7. System setup for power measurement and signal acquisition](image)

Our measurements show that the average current changes negligibly when sending 1, 2 or 3 samples with each BLE transmission. For this reason we decided to control the CS compression factor by controlling the turn-on period (T). To demonstrate and analyze the performance of adaptive CS system, we selected two sections of an ECG signal captured by the WHAM system that showed a significant change in their sparsity number. After this signal is stored in the sensor, the data is then compressed and transmitted to the receiver, where it is then reconstructed and analyzed. Analysis of the reconstructed data in the receiver provides a new estimate of the sparsity number, where the sparsity number is used to calculate the reconstruction error. The reconstruction error is determined using the equation for Signal to Error Ratio (SER), as defined in Eq. (3) where \( f \), \( f^* \) are the original and reconstructed signals, respectively:

\[
SER = 10 \log_{10} \left( \frac{\|f\|^2}{\|f - f^*\|^2} \right)
\]  

Fig. 8 shows the original and reconstructed signals. The first two blocks are normal with low sparsity where the system transmits 3 samples every 40ms, equivalent to a compression factor of 2.7. Based on the information in TABLE I, in order to transmit these two blocks, M must be set to 96. In the 3rd block of ECG, motion artifact noise is observed. Due to this noise, its sparsity number changes by more than 50% when compared with ECG block 2. The receiver senses this change and adjusts the BLE transmission time to 30ms, equivalent to a compression factor of 2 (M=128), to compensate for this sparsity change. The sensor then applies this lower compression factor, obtaining a more accurate reconstruction in the receiver. Note that this system always exhibits a one block delay, as the 3rd block is compressed with the compression factor calculated from the 2nd block. Because of this the system experiences some error upon reconstruction.

![Fig. 8. Original vs. reconstructed signal for adaptive CS system](image)

TABLE II summarizes the measurement results. First we measure the average power consumption in 3 modes: Adaptive CS versus traditional CS with fixed compression factors of 2 and 2.7. We calculate the average power consumption of the adaptive CS system assuming 50% of the time the system experiences signals with a high sparsity number (e.g. noisy or abnormal). These results show that when targeting more than 10dB of SER, adaptive CS exhibits the same performance as a fixed compression rate system (with M=128) but consumes 14% less power. If the target is a minimum SER of 16dB for all input blocks, we will then need a fixed value of M=192 (TABLE III). In this case, using adaptive CS that switches between M=192 and M=128 gives us the same performance but with 16.2% less power consumption. The average power consumption of the adaptive system is based on the assumption that the signal input is a normal signal with low sparsity number for a long time duration, until it abruptly changes to a signal with high sparsity number (e.g. because of abnormalities or motion artifact) and remains this way for a long time period. In this case, we can approximate the average power of the adaptive system using the formula in Eq. (4), where \( P_{avg-fixed1} \) and \( P_{avg-fixed2} \) are the average power of the CS system with old and new compression factors:

\[
P_{avg-adaptive} = \frac{1}{2} (P_{avg-fixed1} + P_{avg-fixed2})
\]

**TABLE II. PERFORMANCE OF THE ADAPTIVE CS SYSTEM FOR SER_{min}=10dB**

<table>
<thead>
<tr>
<th>CS method</th>
<th>Block1</th>
<th>Block2</th>
<th>Block3</th>
<th>Block4</th>
<th>Average Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive</td>
<td>13.2</td>
<td>12.5</td>
<td>4.9</td>
<td>10.5</td>
<td>2.5mW</td>
</tr>
<tr>
<td>Fixed (M=128)</td>
<td>14.9</td>
<td>14.7</td>
<td>10.2</td>
<td>10.5</td>
<td>2.9mW</td>
</tr>
<tr>
<td>Fixed (M=96)</td>
<td>13.2</td>
<td>12.5</td>
<td>4.9</td>
<td>6</td>
<td>2.1mW</td>
</tr>
</tbody>
</table>
In this paper we propose an adaptive compressed-sensing system that enables real-time adjustment of the compression factor, depending on the variance in the sparsity number of different biomedical signals to provide justification for implementing an adaptive compressed-sensing system. We then validated our proposed system through experiments conducted on a custom embedded hardware. We showed that our adaptive compressed-sensing system can reduce power consumption by 16.2%, without any major change on the sensor node. Despite this initial success, the criteria for which the adaptive system should change the compression factor has not been fully explored and is the subject of future work. Furthermore, the relationship between sparsity and the desired compression factor is also still unknown for real biomedical signals, and requires future research.

### TABLE III. PERFORMANCE OF THE ADAPTIVE CS SYSTEM FOR SER_{\text{ref}} = 16dB

<table>
<thead>
<tr>
<th>CS method</th>
<th>Block1</th>
<th>Block2</th>
<th>Block3</th>
<th>Block4</th>
<th>Average Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive</td>
<td>14.9</td>
<td>14.7</td>
<td>10.2</td>
<td>16.3</td>
<td>3.6mW</td>
</tr>
<tr>
<td>Fixed (M=192)</td>
<td>22</td>
<td>19</td>
<td>16.1</td>
<td>16.3</td>
<td>4.3mW</td>
</tr>
<tr>
<td>Fixed (M=128)</td>
<td>14.9</td>
<td>14.7</td>
<td>10.2</td>
<td>10.5</td>
<td>2.9mW</td>
</tr>
</tbody>
</table>

Fig. 9 shows the measured average power consumption of the sensor for different transmission rates of BLE. Unfortunately, the results show that the power consumption of the embedded processor dominates after some point, such that decreasing transmission rate (increasing T) does not improve power consumption proportionally. Using an ultra low power processor we could expect 1.5mW power consumption for T=40ms giving average power of 2.2mW for the adaptive CS system of TABLE II, equivalent to a 24% improvement when compared with a fixed CS system with M=128.

![Graph showing measured average power for different BLE transmission rates](image)

Finally, we measured the execution time of the reconstruction algorithm on the receiver (a MacBook Air), where the worst case reconstruction latency was found to be 24 ms, or less than the time required by the ADC to generate 5 samples.

### V. CONCLUSION

In this paper we propose an adaptive compressed-sensing system that enables real-time adjustment of the compression factor, depending on the variance in the sparsity number of the input signal. We also investigated the sparsity variance of different biomedical signals to provide justification for implementing an adaptive compressed-sensing system. We then validated our proposed system through experiments conducted on a custom embedded hardware. We showed that our adaptive compressed-sensing system can reduce power consumption by 16.2%, without any major change on the sensor node. Despite this initial success, the criteria for which the adaptive system should change the compression factor has not been fully explored and is the subject of future work. Furthermore, the relationship between sparsity and the desired compression factor is also still unknown for real biomedical signals, and requires future research.
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