GE-CKO: A method to optimize composite kernels for Web page classification
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Abstract

Most of current researches on Web page classification
focus on leveraging heterogeneous features such as plain
text, hyperlinks and anchor texts in an effective and effi-
cient way. Composite kernel method is one topic of inter-
est among them. It first selects a bunch of initial kernels,
each of which is determined separately by a certain type of
features. Then a classifier is trained based on a linear com-
bination of these kernels. In this paper, we propose an ef-
fective way to optimize the linear combination of kernels.
We proved that this problem is equivalent to solving a gen-
eralized eigenvalue problem. And the weight vector of the
kernels is the eigenvector associated with the largest eigen-
value. A support vector machine (SVM) classifier is then
trained based on this optimized combination of kernels. Our
experiment on the WebKB dataset has shown the effective-
ness of our proposed method.

1. Introduction

In recent years, the exponential growth of WWW has
brought a revolutionary change to human life. At the same
time, to facilitate user browsing such a large knowledge
pool has become an increasingly great challenge to infor-
mation retrieval. Some websites manually maintain a hier-
archical structure, such as Yahoo! (http://www.yahoo.com/)
and the Open Directory Project (http://dmoz.org/) do.
While it provides high accuracy, such manual mainte-
nance is very expensive. To automatically include new
emerging pages into website structures, web page classi-

fication becomes a hot research topic in Information Re-
trieval (IR).

Web page classification is more than typical text based
classification methods. The main reason is that Web pages
have far richer structures, which result in heterogeneous
features other than plain text, such as hypertext tags, meta-
data and hyperlinks. Moreover, these features may play dif-
ferent roles in predicting the page’s category. Many meth-
ods have been proposed to make use of these heterogeneous
features for classification, which largely fall into three cate-
gories:

e Applying traditional text classification methods on the
concatenation of all words, such as pure text, meta-
data, in-link anchor text, etc [10, 9, 17]. This method
is simple but information like hyperlink relations is not
fully exploited.

e Using separate features to train individual classifiers,
whose outputs are combined to give a final category
for each page[3, 20]. However, this method has to es-
timate the performance of each classifier before it can
give a final judgment.

e Exploiting hyperlink topologies between Web pages.
Such algorithms include composite kernel method
[13], iterative labeling method [5] and relational learn-
ing method [19],etc.

In this paper, we focus on the composite kernel method
for Web page classification. [14] create two Kkernels
based on text and hyperlink features respectively, and lin-
early combine them into a composite kernel. An SVM
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classifier trained using the final kernel has good generaliza-
tion performance. However, [14] has two requisitions be-
fore it can achieve better generalization performance
than single kernel method: assume each candidate ker-
nel is used to construct an SVM classifier, then first, these
classifiers should have approximately the same perfor-
mance individually, second, their Support Vectors are
different. Under these pre-requisitions, the individual ker-
nels are equally treated, i.e. they are assigned with the same
weight.

In this paper, the problem we are attacking is how to op-
timize composite kernel combinations for the Web page
classification task. A more general composition ker-
nel method called GE-CKO (Generalized Eigenvalue based
Composite Kernel Optimization) was proposed for classi-
fying Web pages. We do not require the candidate kernels
to have similar performance. We proved that by solv-
ing a generalized eigenvalue problem and using the eigen-
vector associated with the largest eigenvalue as the weight
vector of the initial kernels, the combination can be op-
timized. The state-of-the-art SVM classifier is used
because it promises a very good generalization perfor-
mance. It is valuable to highlight some points here:

1. In our proposed method, the individual kernel’s weight
can automatically be tuned. No prior knowledge on fea-
ture types is required.

2. We investigated the composite kernel optimization prob-
lem and converted it to a generalized eigenvalue prob-
lem based on a theoretical analysis.

3. The dimension of the matrix in the generalized eigen-
value problem is equal to the number of individual kernels,
thus our method can efficiently handle many types of fea-
tures.

4. Our GE-CKO is simple to implement and can automati-
cally adapt itself to heterogeneous features.

The rest of the paper is organized as follows. Section
2 gives a brief introduction to kernel and kernel alignment
methods. In Section 3, we describe the problem and pro-
pose our theoretical analysis. Meanwhile, the GE-CKO al-
gorithm is presented. In Section 4, the experimental results
on the WebKB dataset are shown as well as some discus-
sions are presented. Section 5 describes the related works.
The conclusions and future work are discussed in Section 6.

2. Kernel Methods

In this section, we give a brief introduction to kernel
methods and kernel alignment. Kernel based methods have
been widely used for their simplicity and good generaliza-
tion performance [6, 22]. One key problem of these meth-
ods is the kernel construction for a particular task. To mea-
sure the fitness between a kernel and the learning task, ker-

nel alignment is proposed which is also used in our paper as
an optimization criterion.

2.1. Kernel and Kernel Combination

Kernel methods use nonlinear transformations to embed
data of input space X into high dimensional feature space F
[6, 22]. Algorithms like SVM that make use of inner prod-
ucts in F use kernel functions to directly calculate the inner
products in X. According to Mercer’s theorem, if a function
produces symmetric and positive semi-definite matrices for
any finite set, it is a valid kernel [6]. For kernel methods,
an important step is to construct the kernel matrix (or Gram
matrix), because all the information needed by the learn-
ing machine is contained in the kernel matrix.

One approach to construct a complex kernel is to com-
bine a bunch of individual ones. In particular, let k;,i =
1---t, be kernels, the linear combination 22:1 ok, o >
0 is also a valid kernel [6]. For example, in [14], individ-
ual kernels based on plain text and citation relation are con-
structed respectively for Web page classification. The kernel
for text is created based on the BOW (bag-of-words) repre-
sentation for the text content. When the co-citation kernel
is constructed, each page is represented as a BOL (bag-of-
links) vector. In both cases, the vectors are re-weighted to
better reflect the similarity measure.

2.2. Kernel Alignment

In [7], alignment was proposed as a method for measur-
ing the fitness of agreement between a kernel and the learn-
ing task.

Definition 1 The empirical alignment between kernel k1
and kernel ko with respect to the training set S is the quan-
tity

(K1, K3)

[ K[| 7| K2 7
where K; is the kernel matrix for the training set S us-

ing kernel function k;, || Ki||r = \/{Ki, Ks) p ,(Ki, Kj) o
is the Frobenius inner product between K; and K;. S =
{(@i,yi) |zi € X,y € {—1,+1},i=1,---,m}, X is the
input space, y is the target vector.

Ak, ko) = (1)

Let K5 = yy’,then the empirical alignment between kernel
k and target vector y is:
/ !
IKlFllyy'llr mlK|F

It has been shown that if a kernel is well aligned with
the target information, there exists a separation of the data
with a low bound on the generalization error [7]. Thus, we
can optimize the kernel alignment based on training set in-
formation to improve the generalization performance on the
test set.
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3. Problem Formulation

In this section, we focus our discussion on linearly com-
bining individual kernels to achieve an optimized composite
one. After the theoretical analysis, we propose a GE-CKO
algorithm for common classification tasks.

3.1. Composite Kernel Alignment Optimization

Here we consider the linear combination of kernels:

P
k(a) = Z Ozikl‘ (3)

i=1
Individual kernels k;,7 = 1, - - - p are given in advance. Our

purpose is to tune « to maximize A(«, k,yy’), the empir-
ical alignment between k(«) and the target vector y. Here
we do not constrain o to be non-negative. The reason is
that, first, it is possible for the combined kernel to be posi-
tive semi-definite when some coefficients are negative [16];
second, even k() is not a Mercer kernel, we can still apply
the generalized SVM algorithms that don’t require the ker-
nel matrix to be positive semi-definite [21].
Hence, we have:

& = arg,max (A (o k,yy'))
(> K, yy')

Zi (673 <Ki7 yyl>

= arg,max (m\/Z” o (K;, K;)
(

(32 oviui)® )

where U; = <K¢,yy/>,Uij = uiuj,Vij = Vi = <K¢, Kj>.
Let

(@)= "Tva @

In mathematical physics, J(«) is the generalized Rayleigh
quotient [8]. To obtain & , it is equivalent to solving a gen-
eralized eigenvalue problem:

Ua=\NVa (5)

And & corresponds with the eigenvector which has the
largest absolute eigenvalue.

Input:

Training set (z1,91), * »(Tm, Ym)> ¥i € {—1,+1},0 =

1---m. Each example z; in the training set is repre-

sented using p set of features: z7 € f/,j =1,---,p. And

p kernels k1 ,- - -k, are given corresponding with the p set

of features respectively.

Output:

The classification model.

Algorithm:

1. Create kernel matrices Ky, - - -, K. K; is constructed

using the jth set of features and the jth kernel respec-

tively,j =1,--- p.

2. Compute the dot product between each pair of ma-

trices in the set {K1, -+ Kp,yy'}. Construct the p X p

matrices U and V. Let u; = (K;,yy'), Us; = wuy,

Vij = (K, Kj).

3. Solve the generalized eigenvalue problem: Ua =

AV a. )¢ is the eigenvalue with the largest absolute value.

The eigenvector associated with A\ is saved in &y, © =

1., p.

4. If & is non-negative, go to step 5. Otherwise let s =
le exp(&;), @; = exp(d;)/s, i =1,---,p.

5.Let K = Zle &; K; , solve the quadratic program-

ming problem based on matrix K and output the classi-

fier model.

Figure 1: The GE-CKO algorithm

3.2. GE-CKO Algorithm

Based on the theoretical analysis in Section 3.1, we pro-
posed an algorithm named GE-CKO(Generalized Eigen-
value based Composite Kernel Optimization) for Web page
classification. Figure 1 shows the outline of the algorithm.

Note in step 4 of the GE-CKO algorithm. If & contains
negative elements, it is transformed to be in [0,1] using
equation (6):

N exp(é;)

al:—Aai:]-a"'ap (6)
> =1 exp(6u)

In fact, the combination of kernels with negative coeffi-
cients may still result in a positive semi-definite kernel [16].
In this paper, because we use the SVM!9"* [12] package
for training, and it requires the kernel matrix to be positive
semi-definite, thus the step 4 in GE-CKO is necessary. If
the generalized SVM algorithms that do not solve quadratic
programming problems are used, step 4 should be removed.
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4. Experiments
4.1. Data Set

To demonstrate the performance of the GE-CKO algo-
rithm presented, we use the WebKB dataset [2, 19] col-
lected at CMU for evaluation. This corpus consists of the
Web pages from computer science department of various
universities. We consider three binary classification tasks in
the data set, identifying Course, Faculty and Student home-
pages. There are a total of 8260 pages that are not du-
plicated. The distribution of pages across the categories is
shown in Table 1.

Table 1: Distribution of WebKB pages

4.2. Evaluation Measure

We employ the standard F'; measure to evaluate the Web
page classification performance [23]. Precision (P) is the

proportion of correct positive documents among all the pre-
dicted positive documents by the classifier. Recall (R) is the 055+ , g
proportion of predicted correct positive documents among X
all the correct positive documents. F'; measure is defined e :
below: 0.5} - 5 —— Course |
—*- Student
F,=2xPxR/(P+R) @) : x - Faculty
. . 0.45 ' ' - : :
To evaluate the global performance in multi-category 0 0.2 0.4 0.6 0.8 1

case, two ways of averaging over all categories ex-
ist. Macro-averaging gives equal weights to every cat-
egory and micro-averaging gives equal weights to ev-
ery document [23]. Due to the space limitation, only the
macro-averaging is used in our experiments. For each cate-
gory, 10 fold cross-validation iis calculated.

4.3. Results and Discussions

4.3.1. Baseline We extracted features from different parts
of a page: title, plain text, link and in-link anchor text. Based
on each type of features, individual kernels are constructed
and the standard SVM classifier is trained using them re-
spectively. We name the individual SVM algorithm accord-
ing to the features it uses. For example, SVM based on text
kernel is called Text-SVM. In addition, if the step 2-4 in
GE-CKO are removed and & is assigned with equal weight,
we get a composite kernel SVM algorithm where different

kernels are equally treated. In this paper, we call this al-
gorithm EQU-SVM. The above algorithms are applied as
baseline and are compared with GE-CKO.

The TFIDF-weighted BOW method is used to represent
plain text, title and anchor text. The stop-words are removed
and the remaining words are stemmed by the Porter algo-
rithm [1]. The BOL vectors are represented using the in-
links and out-links respectively. The dimension of the vec-
tors is equal with the number of documents in the dataset.
All the feature vectors are normalized to have unit L o-norm.
In the following experiments, the quadratic programming
problem is implemented using the SVM'9"* package [12].
In order to allow comparisons between different algorithms,
we have used the linear kernel function for all the individ-

Category | Percentage | Number ual kernels.

Course 11.2% 926

Faculty 19.8% 1637 0.8 . . . .
Student 13.6% 1124 :

Other 55.4% 4573

0.75}

0.7

0.65;

0.6

0(t(-:‘xt

Figure 2: F; performance vs. ae,;. Features used are text
and in-link. e, is the weight parameter associated with
text features in equation (3).

4.3.2. Does GE-CKO improve generalization? We first
conduct an experiment to examine the performance of GE-
CKO compared with the baseline algorithms. In this ex-
periment, plain text and in-link features are used. Figure 2
presents the result. In this figure, cv4c,¢ is the weight param-
eter in equation (3), when ¢z, is equal to 0, only in-link
kernel is used. The bigger ase,+ 1S, the more weight is as-
signed to the text kernel. When a4+ reaches 1, the classi-
fier is trained base on text kernel only. The dashed line in-
dicates the output of the EQU-SVM, and the circles corre-
spond with the results of the GE-CKO. Because ¢y 1S in-
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Text-SVM

InLink-SVM

EQU-SVM | GE-CKO

0.648

Macro F}

0.573

0.688 0.726

Table 2: Macro F performance. Features used are text and in-link.

Text-SVM | InLink-SVM | OutLink-SVM | EQU-SVM | GE-CKO
Course 0.734 0.585 0.325 0.698 0.764
Student 0.586 0.647 0.308 0.713 0.735
Faculty 0.624 0.488 0.299 0.571 0.674
MacroF} 0.648 0.573 0.311 0.661 0.724

Table 3: Macro F; performance. Features used are text, in-link and out-link.

Text-SVM

EQU-SVM using FC5

GE-CKO using FC5

Macro F; 0.648

0.701

0.765

Table 4: Macro F performance. All five types of features: text, in-link, out-link, title and in-link anchor text are used .

creased in step 0.1, the circles are not exactly on the three
curves.

It is apparent that the generalization performance of
SVM has high dependency on «,; for all the three tasks.
For the category Course and Faculty, results of Text-SVM
are more promising, while for the Student category results
of InLink-SVM are better. For Course and Faculty tasks,
the EQU-SVM and the Text-SVM are approximately equal
in F} measure. While for other cases, the EQU-SVM out-
performs the standard SVM on either type of kernel. The
GE-CKO shows promising results. For the three tasks, the
GE-CKO beats all the baseline algorithms. Table 2 shows
the macro-averaging F'; result. The GE-CKO achieves an
improvement of 12.0% and 5.5% relative to the Text-SVM
and EQU-SVM respectively.

4.3.3. The performance of GE-CKO when more ker-
nels are available. In this sub section, we study whether
our GE-CKO algorithm is robust if more kernels exist. First
we apply this algorithm to combine text kernel, in-link ker-
nel and out-link kernel. Table 3 presents the experiment re-
sults. From Table 3, we found that the OutLink-SVM per-
forms worst. When it is combined with the other two ker-
nels, the performance of EQU-SVM becomes worse than
the Text-SVM for Student and Faculty tasks. In contrast,
the GE-CKO outperforms each baseline algorithm. It ob-
tains an improvement of 11.7%, 26.4% and 9.5% compared
with Text-SVM, InLink-SVM and EQU-SVM respectively.

In order to further examine the generalization perfor-
mance of GE-CKO with respect to the number of kernels,
we use all five types of features extracted for experiment.
Figure 3 shows the results on five different feature combi-
nation schemes(FC1-FC5), each combination has one more
type of features than its proceeding one. For example, FC1
includes only text features, FC2 contains text and in-link
features. The features that are added in turn are indicated

under the stair-step graph. For Course and Faculty tasks, it is
observed that the EQU-SVM'’s generalization performance
varies irregularly when the new features are added. How-
ever, the GE-CKO algorithm achieves a steady improve-
ment for all the tasks. As illustrated in Table 4, when all
kernels are combined the macro-F'; reaches the maximum,
with an increase of 18.1% and 9.1% relative to Text-SVM
and EQU-SVM respectively.

0.95| —+ Course(GE-CKO)
—+- Course(EQU-SVM)
0.9} | =% Student(GE-CKO)
—%- Student(EQU-SVM)
0.85 | —— Faculty(GE-CKO)
—x - Faculty(EQU-SVM)

0.8}
0.75¢
0.71
0.65¢
0.6}

0.55¢

OutLink

0.5 InLink

Text

FC1 FC2 FC3 FC4 FC5
Feature Combination(FC)

0.45

Figure 3: Macro F' performance vs. feature combination
scheme.
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4.4. Discussion

In the experiments above, we found that the generaliza-
tion performance of the composite kernel method has high
dependency on the weights of individual kernels. It is shown
that the algorithm can automatically adapt itself with ker-
nels based on different types of features. In our opinion,
the success is due to the kernel optimization step. In equa-
tion (4), the J(«) we try to maximize is a global measure
of correlations among the kernels and the fitness between
kernels and the classification task. When the individual ker-
nels have different contributions to the classification task,
there is no guarantee of performance improvement if they
are equally combined. This is confirmed by the fact that the
GE-CKO algorithm outperforms all the baseline algorithms
in the experiments. In addition, the EQU-SVM is quite un-
stable because it takes no steps to optimize the composite
kernel.

5. Related Work

Web page classification has been extensively studied.
As Web pages usually contain rich heterogeneous features,
many researchers resort to utilizing more information to
improve the generalization performance. Furnkranz et al.
[9] and Glover et al. [11] used anchor text and hyperlink-
surrounding text to classify Web pages. Chakrabarti et al.
[5], Oh et al. [17] and Calado et al. [4] combined link and
content information using a unified model. Joachims et al.
[14] used combined kernels for Web page classification. Ac-
cording to the experiment results reported, the conclusions
do not agree with each other. One potential reason for this
is that these experiments use different documents or cate-
gories. Yang et al. believe that the regularities in the dataset
and the choice of hypertext representation are crucial for
Web page classification [10].

Kernel methods like SVM are used for Web page classifi-
cation and show promising results [22]. Sun et al. combined
different heterogeneous features and apply SVM for Web
page classification [20]. The performance improvement is
significant. Although the SVM algorithm has good general-
ization performance, there is seldom work that deeply ex-
ploit SVM to deal with heterogeneous features. In [18],
Pavlidis et al. investigated combining heterogeneous data
for gene functional classification. He compared the per-
formance of the SVM algorithm using three methods to
combine different types of features. However, the questions
mentioned in Section 1 are not answered.

In this paper, we propose a general composite kernel op-
timization method to combine individual kernels. Our the-
oretical analysis is based on the kernel alignment theory.
It is proved that if a kernel has a perfect alignment with
the classification task, there is a low bound on the general-

ization error [16]. In [16, 7, 15], different kernel alignment
techniques are proposed. In these works, the kernel align-
ment problem is different from the one studied in this pa-
per. In their works, the purpose is to adapt one kernel ma-
trix to align well with the target information. However, what
we are attacking is how to optimize several individual ker-
nels for the learning task.

6. Conclusions and Future Work

In this paper, we propose a general method named GE-
CKO to optimize composite kernels for classifying Web
pages. We use linear kernel with fixed parameters on each
type of features, and combine them using an optimized
linear combination algorithm by solving the generalized
eigenvalue problem. An SVM classifier is then constructed
based on the resulted combination of kernels. We compared
our method with the individual kernel SVM method and the
composite kernel SVM without optimization. Experiment
results show that our method has a better generalization per-
formance and is capable of automatically adapting to het-
erogeneous features. It is unnecessary to distinguish which
type of features are important or to clarify the relations be-
tween them.

Although the GE-CKO algorithm is proposed for Web
page classification task, it is easy to be extended for regres-
sion case. In the future, we will try to include kernel selec-
tion problem for individual kernels into the composite ker-
nel optimization framework.
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