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Abstract—Traditional 3-D audio systems using two loudspeakers
often have a limited sweet spot and may suffer from poor perfor-
mance in reverberant environments. This paper presents a novel
binaural 3-D audio system that actively combines head tracking
and room modeling into 3-D audio synthesis. The user’s head posi-
tion and orientation are first tracked by a webcam-based 3-D head
tracker. The system then improves its robustness to head move-
ment and strong early reflections by incorporating the tracking in-
formation and an explicit room model into the binaural synthesis
and crosstalk cancellation process. Sensitivity analysis on the room
model shows that the method is reasonably robust to modeling er-
rors. Subjective listening tests confirm that the proposed 3-D audio
system significantly improves the users’ perception and ability for
localization.

Index Terms—Head tracking, loudspeaker, room modeling, spa-
tial audio, 3-D audio.

I. INTRODUCTION

R ECENT advances in computation, displays, and net-
working technology have brought about many new

interactive multimedia applications in areas as diverse as
telepresence, gaming, remote surgery, etc. Most of these ap-
plications strive to provide an immersive experience to the
user, e.g., improve image quality by providing high-resolution
displays or even 3-D displays, improve responsiveness by
adopting powerful CPU/GPUs, enlarging network bandwidth
and shortening network delay, improve system robustness by
having quality monitoring and management, security solutions,
etc. One aspect of multimedia, however, seems to be lagging
behind: realistic audio. Consider, for example, 3-D immersive
environments which is one key area of interactive multimedia,
where multiview imaging is often used to capture real-world
scenes. The multiview videos are then transmitted via multiview
video compression and streaming schemes, and viewed with
free viewpoint rendering on 2-D or 3-D displays. Such topics
have attracted a lot of research interest recently [1]. On the
other hand, immersive audio, the counterpart that is indispens-
able in such systems, seems to have received little attention.
Consider an immersive teleconferencing application. Thanks
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to high-quality multiview video capture and 3-D rendering,
the users can enjoy a faithful sense of the remote attendees’
locations in the 3-D space. When a remote attendee speaks, it is
natural to request the perceived sound source be originated from
the same 3-D location. Traditional audio spatialization systems
can render a virtual sound image in order for the listener to feel
as if the signals were emitted by a source located at a certain
position in 3-D space [2], [3]. However, to match the increased
user’s expectations, we need further improvements in these
three-dimensional audio spatialization systems.

The above 3-D audio effect may be achieved through wave
field synthesis [4], which renders a whole sound field to the room
through a large number of loudspeakers [5]. Nevertheless, such
a solution is expensive and non-scalable. A better solution is
to rely on a high-quality three-dimensional audio spatialization
system. These systems render a virtual sound image in order
for the listener to feel as if the signals were emitted by a source
located at a certain position in 3-D space [2], [3]. Either head-
phones or a small number of loudspeakers (two in our system)
can synthesize such spatialized audio effects, though the latter
is often more appealing in immersive applications since it does
not require the user to wear headphones.

There are three popular techniques for loudspeaker-based
3-D audio: Ambisonics [6], amplitude panning [7], and bin-
aural synthesis that utilizes the head related transfer functions
(HRTF) [8]. Ambisonics and amplitude panning are widely
used panning techniques. In both methods, the virtual sound
source is rendered at various locations by controlling the output
amplitude of the loudspeakers. When two loudspeakers are
available, however, they can only reproduce virtual sources
in the line segment between loudspeakers. In addition, results
degrade significantly if the user gets closer to one of the two
loudspeakers. Binaural synthesis is capable of placing the
virtual sound beyond the loudspeakers’ boundaries due to
the use of the HRTF that faithfully represents the transfer
function between the sound sources and human ears. Since
the loudspeaker-based system has the so-called crosstalk issue
(caused by the contralateral paths from the loudspeakers to
the listener’s ears), a filter bank module known as crosstalk
cancellation [9]–[11] needs to be placed in front of the audio
reproduction module.

In practice, crosstalk cancellation still presents many chal-
lenges. One obstacle is that a crosstalk canceller-based 3-D
audio system works only if the user is in a small zone, called
sweet spot, because the cancellation filter bank is very sensitive
to the user’s head location and orientation. A head tracking
module has been proposed to overcome the problem [12]–[15],
where the listener’s head movement is continuously tracked
to adaptively control the crosstalk canceller. Electromagnetic
trackers were used in [16] and [17], though such devices are

1520-9210/$26.00 © 2011 IEEE



SONG et al.: INTERACTIVE 3-D AUDIO SYSTEM WITH LOUDSPEAKERS 845

expensive and uncomfortable to wear, defeating the purpose
of using loudspeakers for 3-D audio. Non-intrusive methods
using webcams and face tracking techniques have been also
proposed [13], [18], [19]. Nevertheless, these early works did
not fully evaluate the effectiveness of their systems due to the
limited computational resources and the inaccuracy of the face
tracking techniques at that time.

Another major hurdle of operating a 3-D audio system in real-
world environments is reverberation. Reverberation will change
the transfer functions between the loudspeakers and the ears,
and significantly reduce the effectiveness of the crosstalk can-
cellation module (typically designed with a free field assump-
tion). The degradation effect has been noticed by Kyriakakis and
Holman [18]. They presented a solution to reduce the negative
effect of reverberation by changing the layout of the environ-
ment to ensure that the direct path is dominant. However, such
a solution is not always feasible. Lopez et al. [20] proposed to
model the room reverberation explicitly during the process of
computing the transfer functions between the loudspeakers and
the listener. They used room impulse responses (RIR) measured
by a dummy head to help crosstalk cancellation in reverberant
rooms and showed significant improvement. Nevertheless, their
results were at best a proof of concept. In real-world environ-
ments, the RIR is very hard to measure. It varies significantly
with the head position and orientation related to the room envi-
ronment, and cannot be easily interpolated.

In this paper, we make significant progress towards building
an interactive loudspeaker-based 3-D audio system. We pro-
pose, implement, and test the first real-time webcam face
tracking-based binaural 3-D audio system (as shown in Fig. 1).
The system accurately estimates the head position and orien-
tation using a webcam-based 3-D face tracker [21], and uses
that to dynamically move the sweet spot to the user’s position.
Furthermore, we introduce a powerful room modeling tech-
nique to dynamically compensate for a few early reflections of
the room transfer function. Instead of measuring the accurate
RIR at each listening point, e.g., using dummy head, we model
the room with a number of planar reflectors such as walls or
ceiling. These room models can be estimated with various
approaches such as [27], [29], and [30]. In other words, instead
of directly measuring the RIR, we utilize a geometric model
of the room to obtain the current RIR, which can be quickly
and continuously updated given the user’s head position and
orientation. By applying an estimated acoustic transfer function
that includes the reflections caused by the walls/ceilings of
the room to the crosstalk canceller, we improved the channel
separation and achieve better spatialized audio effect.

Subjective listening tests were conducted to evaluate the ef-
fectiveness of 3-D audio synthesis using head tracking alone,
and in combination with room modeling. Subjects were asked to
identify the virtual sound source locations at different head posi-
tions. The results were compared with the ground truth informa-
tion to independently measure the impact of the head tracking
module and the room model-based system on human localiza-
tion accuracy. Our experimental results showed the clear advan-
tage of the proposed system over traditional 3-D audio systems
without head tracking. They also showed that the estimated RIR

Fig. 1. Our personal 3-D audio system with one webcam on the top of the
monitor, and two loudspeakers.

Fig. 2. Schematic of binaural audio system with loudspeakers.

using room modeling was able to improve the listener’s perfor-
mance on identifying the virtual source position.

The rest of the paper is organized as follows. Section II illus-
trates conventional binaural audio systems. The dynamic 3-D
audio system with head tracking is described in Section III.
Section IV introduces the proposed room model-based binaural
audio system. Performance evaluation and subjective test re-
sult are presented in Sections V and VI, respectively. Finally,
Section VII concludes the paper.

II. CONVENTIONAL BINAURAL AUDIO SYSTEM

The block diagram of a typical binaural audio playback
system with two loudspeakers is shown in Fig. 2. Block
represents the transmission path or acoustic channel between
the loudspeakers and the listener’s ears. The binaural audio
system consists of two major blocks: binaural synthesizer
and crosstalk canceller . The goal of the binaural synthesizer
is to compute the sound that should be heard by the listener’s ear
drum. In other words, we hope that the signals at the listener’s
ears and shall be equal to the binaural synthesizer output

and . The role of crosstalk canceller is to compensate for
the transmission path [2], [9].

A. Binaural Synthesis

The binaural synthesizer synthesizes virtual sound images at
specified locations around the listener using a monaural audio
signal and the HRTF [8], [12]. Since HRTFs incorporate most of
the physical cues that a human relies on for source localization,
one can filter the monaural input signal with the head related
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impulse response (HRIR) for a given distance and angle of in-
cidence as

(1)

where , , and are the monaural input signal and HRTFs
between the listener’s ears and the desired virtual source, re-
spectively. The output of binaural synthesis and are the
signals that need to be reproduced at the listener’s ear drums.

B. Crosstalk Cancellation

An acoustic transfer matrix representing the acoustic paths
between the two loudspeakers and the listener’s ear drums is
defined as

(2)

where is the transfer function from the left speaker to
the left ear, and is the transfer function from the right
speaker to the right ear. and are the transfer func-
tions from contralateral speakers, called “crosstalk”. Canceling
the crosstalk is the main challenge for loudspeaker-based 3-D
audio systems. The common practice is to insert a crosstalk can-
celler in order to equalize the transmission path between the
loudspeakers and the listener.

In principle, the crosstalk canceller matrix could be ob-
tained by taking the inverse of the acoustic transfer matrix ,
i.e.,

(3)

where denotes the determinant of
the matrix . Since the acoustic transfer functions derived from
the HRTFs are non-minimum phase, it is generally unstable to
compute by the direct inversion of . Instead, we obtain the
crosstalk canceller matrix by an adaptive least mean square
(LMS) method [10], [31].

III. DYNAMIC BINAURAL AUDIO

SYSTEM WITH HEAD TRACKING

The conventional loudspeaker-based binaural audio system
described in the previous section works well when the listener
stays at a fixed position corresponding to the presumed binaural
synthesizer and acoustic transfer matrix . However, the per-
formance rapidly degrades when the listener moves away from
that sweet spot. To keep the virtual sound source at the same lo-
cation even when the head moves, the binaural synthesizer needs
to dynamically update its matrix to reflect the movement. In
addition, the acoustic transfer matrix also needs to be up-
dated, which leads to changes for the crosstalk canceller matrix

. The updates of and were referred as “dynamic binaural
synthesis” and “dynamic crosstalk canceller”, respectively [15].

This section presents a binaural audio system that is ca-
pable of applying a 3-D model-based face tracker to steer the
sweet spot to the listener’s head position in real-time [24].
The working flow of the interactive 3-D audio system is as

Fig. 3. Tracker adopted in our system tracks the head position and orientation
with high accuracy.

follows. First, the position and orientation of the listener’s head
are detected and tracked. The HRTF filters are then updated
using the tracking information. Delays and level attenuation
from the speakers to the ears are also calculated to model the
new acoustic transmission channel. Finally, the filters for both
binaural synthesis and crosstalk cancellation are updated. Each
processing step of the system is described in detail below.

A. Head Tracking

We adopt the 3-D face model-based head tracker developed in
[21]. Given the input video frames from the monocular webcam,
a face detector [22] is first applied to find faces in the scene. A
face alignment algorithm [23] is then used to fit a 3-D face model
on top of the detected face. The face model is then tracked based
on tracking feature points on the face. We refer the reader to [21]
for more technical details. A few examples of the tracked faces
are shown in Fig. 3.

The 3-D head tracker outputs the head’s position and orien-
tation in the 3-D world coordinate of the webcam, assuming the
calibration parameters of the webcam are known. The position
and orientation information is then transformed into the world
coordinate of the loudspeakers, which requires the mutual cal-
ibration between the webcam and the loudspeakers. In the cur-
rent implementation, we assume the webcam is placed in the
middle of the two loudspeakers, and its height is roughly mea-
sured and given to the system as a known parameter.

B. Dynamic Binaural Synthesis

The dynamic binaural synthesizer renders the virtual sources
at the specified locations with the given head tracking informa-
tion. The synthesizer matrix needs to be adaptive to accom-
modate the relative changes of the virtual source position caused
by head movement. Fig. 4 shows a simplified 2-D configuration
of the binaural synthesizer and the dynamic crosstalk canceller.
The virtual source location is unchanged, but the head
position and orientation are changing. The head tracker
provides the latest update on and , which is then used to
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Fig. 4. Configuration of dynamic binaural synthesis and dynamic crosstalk
canceller. The listener is located at position ��� �� with head orientation �, and
the virtual source is at position �� � � �.

recompute the appropriate HRTF based on azimuth and dis-
tance between the virtual sound source and the listener. The
filters for the dynamic binaural synthesizer are then updated,
so that the virtual source remains at the fixed location rather than
moving with the listener.

C. Dynamic Crosstalk Canceller

When the listener moves around, the acoustic transfer func-
tion between the loudspeakers and the ears will be changed.
These changes shall be accounted for in the system. To de-
termine the transfer function between the listener and the left
speaker, the HRTF of azimuth is retrieved from the HRTF
database obtained from [25]. Similarly, for the transfer function
between the listener and the right speaker, the HRTF of azimuth

is chosen.
The listener’s movement also changes the distance between

the listener and each loudspeaker, which in turn changes the at-
tenuation and time delay of the sounds from the loudspeakers
to the listener’s head position. The new time delays and
can be calculated based on (Fig. 4) and the sound speed .
The amplitude level can be estimated by considering the spher-
ical wave attenuation for the specific distances and . In
summary, the new acoustic transfer matrix is defined as

(4)

where is the distance between the loudspeakers and the lis-
tener in the conventional binaural audio system and , ,

, and are the transfer functions when the listener is at
the perpendicular bisector of the loudspeakers, respectively. If
we set , the delays can be computed as

(5)

where and are the sampling frequency and the velocity of
sound wave, respectively. To account for cases where ,
a constant delay can be added to the computation. Fractional
delay is approximated by the nearest integer since there was no
noticeable degradation.

The dynamic crosstalk canceller for the moving listener
is the inverse of the new acoustic channel model :

(6)

As can be seen in (6), can be separated in two matrices
or modules. The second matrix represents the conventional
crosstalk canceller, while the first matrix is the term to adjust
the time difference and intensity difference due to the variations
in distance from each loudspeaker to the listener’s position.

IV. ROOM MODEL-BASED BINAURAL AUDIO SYSTEM

The computation of the acoustic transfer matrix becomes
more complicated in real-world environments due to reverber-
ation. Theoretically, the problem could be solved by measuring
the RIR between indirect paths from the loudspeakers to the lis-
tener as was done in [20]. However, such a scheme is highly im-
practical since the RIR varies significantly as the listener moves
around and cannot be easily interpolated. In this section, we
describe an alternative approach: a binaural audio system that
accounts for reverberation by explicitly modeling early reflec-
tions using a simplified room model. The underlying principle
is that early reflections are the dominant source of frequency
response anomalies and sound quality degradation in an immer-
sive audio system [18], [32]. The key benefit of our approach
over the measurement-based approach is its capability to handle
moving listeners by computing the early reflections through the
image method [33] with the listener’s position tracked by a face
tracking module at any instance. Note, late reverberation that
has important effects in subjective distance perception is not the
main concern of this paper.

A. Room Model

We assume the user is located in a typical room with six planar
surfaces: four walls, the ceiling, and the floor (or the table if the
main reflection from below is due to the table). The position
and orientation of these planar surfaces can be estimated in var-
ious ways [27], [28]. In the following discussion, we assume the
planar room model has been obtained for the test environment.

B. Room Model-Based Binaural Audio System

In a reverberant room, the sound field at an arbitrary loca-
tion can be represented by a superposition of numerous reflected
sound sources. When a rectangular enclosure room is assumed,
the reflection parts can be modeled as direct sounds from var-
ious image sound sources, which are placed on the far side of the
walls surrounding the real source. This is known as the image
method [33]. As shown in Fig. 5, the acoustic path from each
speaker to each ear drum can be represented by the summation
of the impulse responses from the actual source and the imaged
sources reflected by six walls surrounding the listener:

(7)
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Fig. 5. Acoustic path between two loudspeakers and listener’s ears with wall
reflections. � , � , and � denote the reflection coefficient for the �th wall, the
distance between the �th image of � speaker and listener, and degree between
the �th image of speaker and listener, respectively.

where (left) or (right) represent the indices for left
or right loudspeakers and left or right listener’s ears, respec-
tively. In addition, denotes the total number of planar sur-
faces; denotes the index for images of the speaker ( is the
index for the actual loudspeaker). Note that this paper considers
only the first reflections of the walls, although extending to mul-
tiple reflections is straightforward. , , and denote
the reflection coefficient for the th wall, the distance between
the th image of speaker and listener, and the delay from th
image of speaker to the listener, respectively. ,
where is the speed of sound. Note that the head size is assumed
to be much smaller than the distance between the image sources
and the listener; hence, both ears share the same .
is the HRTF from the th image of speaker to ear. For ex-
ample, is the HRTF of the th image of the left speaker
to the left ear.

When all the first-order reflections are taken into account,
the acoustic transfer matrix is

(8)
The acoustic path is determined by the following proce-

dure. First the reflection coefficients and configuration of walls
are measured or estimated. After determining each imaged
source using the model, the HRTFs for the left and right ears
are calculated, corresponding to the direction of each image.
Taking into account the reflection coefficient of the walls and
the distance to the location of the listener, the final RIRs are
determined by summing the responses of the individual imaged
sources caused by the six walls as well as the direct path
from the actual loudspeakers. Note these RIRs depend on the
listener’s head position and shall be updated every time the
user moves his/her head. Fig. 6 depicts an example of RIR
calculated based on the proposed room model method. Based
on this calculated RIR, the crosstalk canceller matrix is
computed using the LMS method as in [10] and [31].

As we mentioned earlier, only the early reflections part of
the room reverberation is considered in this paper. Note that the
interpretation of reverberation is somewhat different when it is
considered as a perceptual element or a transfer function. The
perception of reverberation gives us information about target
distance and room size, and is clearly dominated by the late

Fig. 6. Room impulse responses with and without room modeling. (a) HRTF
and (b) estimated room impulse response based on room model.

Fig. 7. Block diagram of the complete dynamic binaural audio system with
head tracking and room modeling.

reverberation. In contrast, the energy-modifying characteristics
of the room transfer function are typically dominated by a
few early (strong) reflections. Since we cannot cancel the late
reverberation by compensating only for the early reflections,
the target depth cannot be made shorter than the distance to
the speakers (making the target further away is easy by simply
adding more reverberation). However, compensating the early
reflections can correct for a large portion of the acoustic energy
at the ears, as the early arriving energy is mostly responsible
for the localization in azimuth and elevation.

C. Complete System

The block diagram of the complete dynamic binaural audio
system with a head tracking is shown in Fig. 7. It consists of
three modules: the binaural synthesizer, the crosstalk canceller,
and the gain and delay control module. These three modules
continuously update their filter coefficients according to the
newest information of the head position, the virtual source
location, and the room model.

The system is updated as follows. The tracking module runs
at 30 frames per second. Once motion is detected, the filter will
be updated in a separated thread, during which the old filter is
still used to output audio signals to avoid interruption. The delay
incurred by the filter update process is around 100 ms. Such
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a delay is unnoticeable when the listener moves with normal
speed. If the user moves very fast, the delay may be noticeable.
However, the artifact will not last longer than the typical filter
update process time (100 ms). In practice, none of the test sub-
jects have complained about discomfort due to update delays.

V. PERFORMANCE EVALUATION

In theory, it is obvious that accounting for the listener’s head
movements and the room impulse response will improve the
results of 3-D audio spatialization. The main question we would
like to answer here is whether the proposed RIR estimation
based on the head tracking and the room model is good enough
to be useful for enhancing 3-D sound perception in practical
applications. This section presents simulation results on the
crosstalk cancellation performance of our system by measuring
the channel separation values.

A. Channel Separation Performance

The performance of the crosstalk canceller using the pro-
posed room model-based binaural system highly depends on the
accuracy of the estimated room model. Therefore, a key ques-
tion for the proposed interactive 3-D audio system is whether
the estimated RIR based on the room model is accurate enough
to yield reasonable results. This subsection presents two com-
puter simulation results. First, the performance of the proposed
algorithm is compared to the conventional system in terms of
channel separation. Second, the robustness issue due to the es-
timation errors of the proposed room model is described.

The channel separation is defined by the ratio between the
power of ipsilateral path and contralateral path when only one
of the binaural inputs exists. For instance, the left channel sep-
aration is defined as

(9)

where the expectation is across frequencies. If the
crosstalk canceller works perfectly, the left binaural synthe-
sizer output signal must be perfectly reconstructed at the
listener’s left ear , while the
listener’s right ear hears nothing .
Consequently, the left channel separation becomes infinity.

The RIRs between the loudspeakers and the listener must be
properly generated in order to substitute the RIRs measured in
a real test room. Usually one can employ the well-known image
method to simulate a reverberant environment. However, in our
simulation, RIRs alone are inadequate to simulate the binaural
audio effect, because they do not take into account the “shadow
effect” by the head and shoulder shapes. For that reason, we
conduct the simulation based on the following model:

(10)
Note the above equation is very similar to (8) except that all high
order reflections are considered during the simulation. In other

Fig. 8. Room impulse responses generated for computer simulation by (10).
(a) � , (b)� , (c)� , and (d)� . �-axis and �-axis represent ms and
amplitude, respectively.

TABLE I
CHANNEL SEPARATION BY DIFFERENT CROSSTALK CANCELLER

words, we have , where is the total number of re-
flections (empirically between 110 and 130 in our setups) and

is the number of walls in the room. Some example RIRs gen-
erated with the above model are shown in Fig. 8. The room size
is about , and the listener’s center position was
located at 3.5 m away from the left wall and 1.2 m away from
the front wall. The loudspeakers are located at the front side of

and 30 with a distance of 0.6 m from the center listening
location. The short room impulse response length is chosen to
speed up the filtering process. Since we are most interested in
the early reflections, we found 512 samples at 16 kHz sampling
rate to be a good tradeoff between speed and accuracy.

Table I shows the results of the channel separations of left
and right binaural signals when various crosstalk cancellers are
used for binaural audio system. The “no CTX” column repre-
sents the results when binaural synthesized signals are directly
transmitted to the listener without passing through the crosstalk
canceller. The “conventional” and “proposed” columns repre-
sent the results by the conventional crosstalk canceller which
does not consider reflections and the proposed room modeling-
based crosstalk canceller, respectively. Note for the proposed
method, only the first reflections were used (see Section IV-B).
The “perfect” column shows the results when the crosstalk can-
celler works ideally under the assumption that the exact RIRs
are known. All four algorithms were adaptively obtained by the
LMS method as in [10] and [31].

The results showed that had slightly higher scores than
. This is caused by the geometry of the room assumed for

the simulation, which was not centered around the listener’s
position. The right wall is much closer to the listener than the
left wall. Nevertheless, on both sides, the proposed algorithm
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Fig. 9. Channel separations according to the distances between listener and
loudspeakers. (a) Left channel separation. (b) Right channel separation.

always showed 2–3 dB improvement compared to the conven-
tional method.

We next examine the impact of the distance between the lis-
tener and the loudspeakers on the performance of the crosstalk
canceller. Fig. 9 shows the channel separation performance of
the crosstalk canceller when varying the distance from the lis-
tener to the loudspeakers. In the simulation, the listener is lo-
cated at a fixed position (3.5 m away from the left wall and 1.2
m away from the front wall). The two loudspeakers are at the
front side of and 30 with distance 0.3–0.9 m from the
listening position. From Fig. 9, it can be seen that the channel
separation values of all methods monotonically decrease when
the loudspeakers move away from the listener. These are intu-
itive results. When the listener is close to the loudspeakers, the
left and right channels are highly separated as the direct path
dominates. As the distance increases, the room reverberation de-
grades the performance of all algorithms. On the other hand, the
proposed method always showed 2–3 dB higher channel sepa-
ration values than the conventional algorithm. It is clear that the
proposed system is effective to equalize the acoustic channel be-
tween the loudspeakers and the listener when a certain degree
of room modeling is performed.

B. Error Analysis on the Room Model Estimation

In the second experiment, we study the influence of room
modeling errors to the performance of the crosstalk canceller.
The errors in wall distance and reflection coefficients will
change the time of arrival and amplitude of the reflections;
hence, the accuracy of the room model is strongly linked with
the precision of the RIR estimates. To model these impreci-
sions, we include two perturbation values and into
as follows:

(11)

where is a scale error for the reflection coefficient and
represents a delay error caused by the distance to each wall:

. Here, and represent errors in distance to
the th wall and the speed of sound, respectively. is the audio
sampling rate, which is 16 kHz.

Fig. 10 shows the results of the channel separations of left and
right binaural signals by the proposed crosstalk canceller when

Fig. 10. Channel separations as a function of the error of room model esti-
mation (distance to wall). (a) Average channel separation � and (b) average
channel separation � .

the room model estimation has error on the distance to each wall
while it has perfect knowledge of reflection coefficient of each
wall. The simulated room is the same as previously described;
thus, the front wall is the closest wall to the listener and the left
wall is the farthest wall. Intervals for X and Y axis are 0.5 m.

The performance of the crosstalk canceller is much more sen-
sitive to the error on distance to the front wall than that to the
left wall. The channel separation values are severely degraded
by small errors on the distance to the front wall, while it remains
flat with respect to the errors on the distance to the left wall.
This is expected. As Kyriakakis claimed in [18], “the main im-
pact of reverberation on sound quality in immersive audio sys-
tems is due to discrete early reflections, especially early reflec-
tions which arrive to the listener less than 15 ms”. In 15 ms, the
sound will travel merely 5.1 m; therefore, the sound reflected
by the front wall will dominate the channel separation perfor-
mance. Note that the figure shows that a small error of 0.5 m
in the estimate of the front wall distance can cause the channel
separation value to drop to about 9 dB, which is comparable to
the results of the conventional system in Table I. Fortunately, in
previous works such as [27], the room model can usually be es-
timated with a precision of about 0.02 m.

Fig. 11 shows the results of the channel separations of left and
right binaural signals by the proposed crosstalk canceller when
the room model estimation has error on the reflection coefficient
of each wall while the exact distance to each wall is known.
Although the errors on the reflection coefficient of the front wall
still dominate the performance of the crosstalk canceller, the
performance does not fall as rapidly as in Fig. 10. Note that even
for the worst case , the channel separation values are
generally above 11 dB. This shows that the error on estimating
the reflection coefficients of the walls does not influence much
the performance of the crosstalk canceller.

VI. SUBJECTIVE EXPERIMENTS

To evaluate the effectiveness of the head tracking module in
isolation and in combination with the room modeling-based ap-
proach, we perform controlled subjective tests with real users.
This section summarizes the results of subjective listening tests.

A. Subjective Test Setup

In all our listening tests, the subjects were asked to iden-
tify the position from which the sound was originated (between
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Fig. 11. Channel separations as a function of the error of room model estima-
tion (reflection coefficient of wall). (a) Average channel separation � and (b)
average channel separation � .

Fig. 12. Listening test configuration with two loudspeakers. Subject was tested
at three different positions: center, 20 cm to the left, and 20 cm to the right.

and 90 ). The sounds were generated to be virtually lo-
cated at a certain position around the listener using the binaural
audio algorithm. As shown in Fig. 12, the virtual sound images
were rendered at 10 pre-specified locations which are randomly
selected from 11 candidates ( , , , , ,
0 , 15 , 45 , 60 , 75 , and 90 ) on the front horizontal plane
with a distance of 0.6 m from the center listening location. The
loudspeakers are located at the front side of and 30 .

All subjects were asked to report their listening results on an
answer sheet by indicating the sound source directions freely
on a semi-circle. We allowed the listeners to indicate their per-
ceived location with arbitrary accuracy. Most subjects indicated
their perceived locations with an increment of 5 degrees. The
presentation of the signals and logging of the answers were con-
trolled by the listener. Sound samples were played randomly
and repetitions were allowed in every test. The test stimulus
consisted of 5 sub-stimulus with 150 ms silent interval. Each
sub-stimulus had a pink noise with a sampling rate of 16 kHz
and played 5 times in 25 ms duration with 50 ms silent interval.

The tests were conducted with nine participants. Each sub-
ject was tested at three different positions: center, 20 cm to the
left, and 20 cm to the right (Fig. 12). No specific instructions
were given to the subjects regarding the orientation of their
heads. These three positions were used to tabulate the results,
though the subjects might make slight movement during the
test. The subjects’ head positions and orientations were continu-
ously tracked by a 3-D face model-based tracker as described in
Section III-A, though in the traditional scheme, such informa-
tion was discarded. The acoustic transfer matrix were com-
puted based on (4) and (8).

Fig. 13. Results when the listener is at center. Nine subjects were tested in a
normal laboratory room, whose size is about ���� ���� � � .

The results were evaluated by comparing the listener’s results
with the ground truth information or the “desired” target posi-
tion. All listening tests were conducted in a normal laboratory
room, whose size was about . The listener’s
center position was located at 3.5 m away from the left wall and
1.2 m away from the front wall. The room model and the relative
position between the loudspeakers and the room were measured
by tape, with accuracy around 1 cm. The reflection coefficients
of the walls were all set to be 0.5, which was a crude approx-
imation. Note that by using a method like the one proposed in
[27], one can obtain a reasonably accurate estimate of the reflec-
tion coefficients. The room reverberation time of the lis-
tening room was approximately 200 ms, calculated by utilizing
Sabine’s equation [34].

B. Subjective Test Results

The average and standard deviation of azimuth identified by
the nine tested subjects are plotted in Fig. 13–15. The squares
(“proposed”) represent the results of the proposed room model-
based binaural audio system, the circles (“no room model”)
show results of the system using head tracking but no rever-
beration compensation, and the triangles (“no head tracking”)
shows the results for a conventional system, i.e., without head
tracking or consideration of room reverberation. The horizontal
axes denote ground truth angles (i.e., “target angles”), and the
vertical axes represent the angles identified by the listener. The
“X”s (“reference”) depict the ground truth, i.e., perfect results.
Identified angles closer to the reference (i.e., the “X”) are better.
For better visualization, the results of the system without room
model are plotted with a small offset to the left, and those of the
conventional system are plotted to the right.

Fig. 13 shows the results when the listener was at the center
position. Virtual sources between and 30 degree were al-
most always identified correctly. This is expected, because they
were inside the range of the two loudspeakers, and the user is
at the sweet spot. When the virtual sources were outside of the
range of the two loudspeakers, the performance of the system
with only head tracking module and the conventional system
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Fig. 14. Results when the listener is at 20 cm left. Nine subjects were tested in
a normal laboratory room, whose size is about ���� ���� � � .

Fig. 15. Results when the listener is at 20 cm right. Nine subjects were tested
in a normal laboratory room, whose size is about ���� ���� � � .

dropped. However, the proposed system showed much better
accuracy in localizing the virtual sources compared to others.
This demonstrates the effectiveness of the proposed approach
of room modeling-based crosstalk cancellation. Note also that
“no room model” and “no head tracking” show similar perfor-
mance. This is expected as well, since the listeners were asked
to stay at the center position, which happened to be the sweet
spot for the conventional system.

Even with room modeling, listeners still could not achieve
perfect localization for virtual sources outside the loudspeaker
range. There are a number of reasons for this besides the
non-perfect reverberation modeling. Among many contributing
facts, we mention 1) there may be small offset or errors between
the estimated listener position and actual position, 2) the HRTFs
used in the systems were not personalized, and 3) we did not
incorporate a radiation pattern model for the loudspeaker. Of
course, each of these can, with some effort, be accounted for.

Fig. 14 shows the results when the listener was at 20 cm to the
left from the center position. While the circles are still plotted
similarly with previous results obtained at the center position,
the triangles are now constrained between and 30 . Since
the subjects were away from the sweet spot, they identified the
virtual source localized outside of the loudspeakers as some-
where between and 30 . Even for the virtual sources lo-
cated inside of the loudspeakers, the performance of the con-
ventional system degraded. The triangles for 0 and 15 are
at much lower angles than the ground truth, because the vir-
tual source reproduced without head tracking follows the lis-
teners’ movement to the left. In contrast, the systems with head
tracking showed more robust performance than the conventional
one without head tracking.

The proposed system shows much better performance com-
pared to others in all aspects. Although both the proposed
system and the system without room modeling were designed
under the assumption that the listeners’ positions were known,
the results were very different from the previous results ob-
tained at the center position. This is understandable, since the
acoustic paths between the loudspeakers and the ears have
been altered significantly. Note that the virtual sources located
beyond 30 are identified more clearly compared to the ones
beyond . It was much easier to reproduce the virtual
source on the right side than the ones on the left, since the
listeners were much closer to the left speaker. The proposed
room modeling-based method still outperforms the system
without room modeling, although the margin is much smaller
compared with Fig. 13. We believe the small margin can be
attributed to the general difficulty in the listeners’ localization
capability when the loudspeakers are asymmetric [35].

Fig. 15 shows the results when the listener was at 20 cm to the
right from the center position. The overall trend is similar to the
previous results obtained from the left position. The proposed
method performs best, followed by the method with only head
tracking, with the conventional system performing the worst.
The result is not exactly flipped over the previous results, how-
ever, as the geometry of the room used in this test was not sym-
metric to the center of the listener’s location (the right wall is
much closer to the listeners than the left wall).

We conducted Student’s t-tests to assess the statistical
significance of the results. The absolute values of differ-
ence between the ground-truth and the judged azimuth

are compared, where and
are azimuth and subject index, respectively. The t-test score
(p-value) of the event that the proposed algorithm is better than
the system without room modeling is 0.000023 (both have head
tracking), which shows the effectiveness of room modeling. The
t-test score of the event that the system without room modeling
(but with head tracking) is better than the conventional system
(no head tracking) is 0.0019, which shows the effectiveness
of head tracking. Overall, both results are statistically very
significant.

Table II shows the p-values for different listeners’ positions.
“RM” represents the results of the proposed room model-based
binaural audio system with head tracking module, “noRM”
shows results of the system using head tracking but no re-
verberation compensation. “noHT” shows the results for a
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TABLE II
CHANNEL SEPARATION BY DIFFERENT CROSSTALK CANCELLER

Fig. 16. Results of four “good” listeners among the nine subjects, who were
tested in both of the normal laboratory room and an anechoic chamber.

conventional system, i.e., without head tracking or considera-
tion of room reverberation. The results show that the proposed
room modeling (RM) method with head tracking is very good
at center position and is fairly good at other positions. Although
there is no significant difference between “noRM” and “noHT”
at the center position (sweet spot), “noRM” shows much better
performance at other positions.

We further conducted experiments to examine if there is sig-
nificant difference in listening capability among the test sub-
jects. In this comparison, the listening tests were conducted in
both the laboratory room and an anechoic chamber. The size
of the anechoic chamber is about , and the lis-
teners were located at the middle of it. The same nine subjects
participated in the test. The head tracking module was not in-
voked, and we assume the listener’s head is at the center po-
sition (Fig. 12). By calculating the mean square error with the
ground truth information, we selected four “good” listeners who
have the smallest errors, and four “bad” subjects who have the
largest errors. The results are shown in Figs. 16 and 17, respec-
tively. In both figures, the squares (“Room model”) represent the
results of the room model-based binaural audio system without
head tracking, the circles (“no room model”) show results of a
conventional system without head tracking or consideration of
room reverberation, and the triangles (“anechoic”) show the re-
sults of the conventional system tested in the anechoic room,
which can be considered as an upper bound of the performance
that the system can possibly reach.

Compared with Fig. 13, the overall performance degraded
slightly, since head tracking is disabled and the subjects may
move their head slightly during the test. In Fig. 16, the sound in
the anechoic room was accurately identified, and it is confirmed
that the room model-based system outperforms the system

Fig. 17. Results of four “bad” listeners among the nine subjects, who were
tested in both of the normal laboratory room and an anechoic chamber.

without reverberation compensation significantly. However,
in Fig. 17, the “bad” listeners performed poorly in all three
tests and have no perception for virtual sources outside the
loudspeaker range, even in the anechoic chamber. In this case,
there is not much advantage to using the proposed method with
room modeling. This could be explained as follows. The HRTF
used in our system is a generic one [25]. It may not fit the
“bad” listeners’ head and ear shape very well; thus, the binaural
synthesis stage failed to produce good spatialized sound for
these subjects. It is our future work to find novel schemes to
measure each subject’s personal HRTF efficiently.

VII. CONCLUSION

In this paper, we explored a novel interactive 3-D audio
system using loudspeakers, which actively combines dynamic
sweet spot with dynamic reverberation compensation. The
reverberation compensation is based on a novel room modeling
approach, which circumvents the need for the daunting task
of RIR interpolation. With an accurate 3-D face model-based
head tracking algorithm, the system can move the sweet spot to
the position of the listener, as well as compensate for the user’s
head orientation. The proposed room modeling-based approach
can provide better estimations of the acoustic transfer functions
between the loudspeakers and the listener, which leads to better
crosstalk cancellation and audio spatialization.
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