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Kurzfassung

Telekommunikationssysteme ermöglichen die Kommunikation und Interaktion mit entfernten
Benutzern. Audiokommunikation in ihrer natürlichsten Form, dem Gespräch, ist binaural.
Heutige Kommunikationssysteme verfügen oftmals nur über monauralen Ton, wodurch räum-
liche Information verloren geht. Dies führt zu einer Verschlechterung des Hörerlebnisses und der
Sprachverständlichkeit. In dieser Arbeit wird die Implementierung eines binauralen Telekom-
munikationssystems mittels “Audio Augmented Reality” (AAR), also durch Ton erweiterte Re-
alität, vorgestellt. AAR erweitert die auditive Wahrnehmung durch die Einbettung virtuellen
Raumklangs. In einem Telekommunikationssystem erhöht die Verwendung von Raumklang die
Sprachverständlichkeit und das Gefühl der Immersion. Als Anwendungsbeispiel für AAR dient
eine Telekonferenz. Die Konferenz wird über binaurale Kopfhörer mit integrierten Mikrophonen
von einem der Teilnehmer aufgezeichnet. Algorithmen zur Kompensation von Kopfbewegun-
gen während der Aufnahme werden präsentiert. Diese stellen eine korrekte Wahrnehmung der
Richtung der einzelnen Konferenzteilnehmer sicher. Zur Evaluierung des AAR Systems wurde
eine Benutzerstudie durchgeführt. Durch die Aufbereitung der binauralen Aufnahme werden die
Richtungen der virtuellen Sprecher fixiert. Dies führte zu einer signifikanten Verbesserung der
Unterscheidbarkeit der Konferenzteilnehmer gegenüber einer unbearbeiteten Aufnahme. Durch
Unterstützung der räumlichen Trennung binaural aufgezeichneter Klangquellen übertrifft das
AAR System konventionelle Telekommunikationssysteme hinsichtlich der Unterscheidbarkeit der
Sprecher.

Schlagworte: Audio augmented reality (AAR), Virtual auditory display, binaurale Telekommu-
nikation, binaurales Voice-over-IP (VoIP), KAMARA Headset



Abstract

Telecommunication systems have evolved to allow users to communicate and interact over dis-
tance. Audio communication in its most natural form, the face-to-face conversation, is binaural.
Current telecommunication systems often provide only monaural audio, stripping it of spatial
cues and thus deteriorating listening comfort and speech intelligibility. In this work, the ap-
plication of binaural audio in telecommunication through audio augmented reality (AAR) is
presented. AAR aims at augmenting auditory perception by embedding spatialised virtual au-
dio content. Used in a telecommunication system, AAR enhances intelligibility and the sense of
presence of the user. As a sample use case of AAR, a teleconference scenario is devised. The
conference is recorded through a headset with integrated microphones, worn by one of the confer-
ence participants. Algorithms are presented to compensate for head movements and restore the
spatial cues that encode the perceived directions of the conferees. To analyse the performance
of the AAR system, a user study was conducted. Processing the binaural recording with the
proposed algorithms places the virtual speakers at fixed directions. This improved the ability
of test subjects to segregate the speakers significantly compared to an unprocessed recording.
The proposed AAR system outperforms conventional telecommunication systems in terms of
the speaker segregation by supporting spatial separation of binaurally recorded speakers.

Keywords: Audio augmented reality (AAR), virtual auditory display, binaural telecommunica-
tion, binaural voice-over-IP (VoIP), KAMARA headset
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Chapter 1

Introduction

1.1 Motivation

Removing the “tele” of telecommunication

Research in the area of augmented reality (AR) deals with the question of how to blur or
remove the boundaries between the real physical world and informationally enhanced virtual
environments [Azuma et al., 2001,Milgram et al., 1995]. The goal of AR is to “augment” the
human sensory perception with virtual content. Whilst this is often limited to the sense of
vision, the present work is an attempt to point out the potential of augmenting the auditory
perception. Audio augmented reality (AAR) has applications in various areas, ranging from
entertainment to military use cases (cf. section 2.6).

In this work, an AAR telecommunication system is proposed. Conventional telecommuni-
cation systems often provide the user only with a monaural audio stream, played back via a
headset or a hand-held device. The term “monaural” refers to the fact that only one ear is
necessary to interpret the auditory cues contained in the audio stream. However, face-to-face
communication, which is considered the “gold standard” of communication [Nardi and Whit-
taker, 2002,Rohde et al., 1997], is inherently binaural. In a face-to-face conversation, a listener
is able to segregate multiple talkers based on their position, a phenomenon called the “cocktail
party effect” [Cherry, 1953]. The position information is encoded into the audio stream in the
form of spatial cues. The most important cues are interaural differences, i.e. differences between
the ear signals. Monaural audio as employed in conventional telecommunication systems, such
as mobile phones and voice-over-IP (VoIP) softwares, does not support interaural cues and hence
deteriorates the communication performance compared to face-to-face communication [Linde-
man et al., 2009,Billinghurst et al., 2002].

AAR aims at overcoming these limitations by embedding “realistic” virtual audio into the
auditory perception. This requires careful design of the ear signals, taking into account the
properties of spatial hearing. In doing so, AAR takes full advantage of the capabilities of the
human auditory system, which is particularly beneficial in a communication scenario. The
“cocktail party” principle for instance holds also for a multi-party telecommunication scenario.
Separating the speech signals of participants spatially, through the use of AAR, improves the
listening comfort and intelligibility [Kapralos et al., 2008,Drullman and Bronkhorst, 2000]. In
contrast to the sense of vision, auditory perception is not limited to a “field of view”. Therefore,
in AAR, virtual audio can be placed anywhere in the surroundings of a listener, regardless of the
listener’s orientation. The participants of a teleconference can thus be distributed all around the
user. By registering the virtual speakers with the environment, an AAR user can turn towards
a conferee the same way as in a face-to-face conversation.

A major challenge in telecommunication lies in the physical distance itself, which puts lim-
its to the naturalness of interaction with a remote end. Communication over distance suffers
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from a lack of “social presence”, compared to face-to-face communication [Bazerman et al.,
2000]. Through spatial audio, an AAR telecommunication system improves the sense of “pres-
ence” [Shilling and Cunningham, 2002,Lehnert and Blauert, 1991] and “immersion” [Kapralos
et al., 2008]. AAR attempts to engage users in a similar fashion as they would be in a face-to-
face conversation, thus resolving the limitations distance imposes on communication. It takes
advantage of the benefits of binaural audio signals and incorporates them into a communica-
tion scenario. In this work, an AAR telecommunication system based on binaural recordings
is presented. The recordings are obtained from the KAMARA headset [Härmä et al., 2004], a
binaural headset with embedded microphones.

1.2 Scope of the thesis
The research for this work was conducted in the course of the KAMARA 2009 project. Previous
work in the KAMARA project has mainly focussed on the perception of one’s own environment
through the KAMARA headset as a “pseudo-acoustic environment” [Härmä et al., 2004]. Little
work has been done to study the implications of listening to someone else’s environment. In a
AAR telecommunication system, the user is provided with binaural audio from a remote end.
In the test scenario, two users are connected via binaural voice-over-IP (VoIP). Both users are
wearing a KAMARA headset. The signals of the microphones of the remote KAMARA headset
are transmitted to the earphones of the local headset. Thus, the local user’s auditory perception
is augmented with a binaural recording of the environment of a remote user.

The aim of this work is to study telecommunication over such a binaural VoIP connection.
Algorithms are developed to process a binaural recording from a remote end and embed it into
the auditory perception of the local user. This serves as a proof-of-concept for employing AAR
in a telecommunication scenario. A user study is conducted to analyse the ability of users to
localise and segregate remote speakers with the proposed system.

1.3 Organisation of the thesis
Chapter 2 gives a brief introduction to AAR. It discusses basic principles of spatial hearing and
enabling technologies for the creation of virtual audio content for AAR. The chapter closes with
an overview of related AAR work. Chapter 3 describes the auralisation of virtual sound for AAR
using headphones. Particular attention is given to the externalisation of virtual audio content.
Chapter 4 introduces the experimental setup of an AAR telecommunication system. Chapter 5
presents the results of a user study conducted to analyse and evaluate the performance of the
test system. Chapter 6 concludes the work with a discussion of the main results and an outlook
on future research directions.

2



Chapter 2

Audio augmented reality

2.1 Introduction to augmented reality

“augmented reality n. the use of technology which allows the perception of the
physical world to be enhanced or modified by computer-generated stimuli perceived
with the aid of special equipment; reality as perceived in this way.” [The Oxford
English Dictionary, 2006]

Since Daedalus in the Greek mythology crafted wings of wax and feathers to help him and
his son Icarus escape their exile on Crete, mankind has strived for overcoming the limitations
of the human physique through the invention of appropriate aids. The desire to fly being an
ancient example, more recently science fiction authors picture super-human abilities related to
the sensory apparatus, such as “x-ray” eyes and super-ears. Brooks, in his acceptance lecture
of the Allen Newell Award, indeed imagines “intelligence amplifying systems” [Brooks, 1996] as
future tools to push the boundaries of the human mind’s capabilities.

In 1968 Sutherland published his work “A head-mounted three dimensional display” [Suther-
land, 1968], where he presented an apparatus that allowed the user to perceive virtual 3-D objects
embedded into the real surroundings. The objects were shown on a see-through display mounted
in front of the user. By changing the perspective of the objects in accordance with the head
movements, a “kinetic depth effect” was achieved, adding a virtual depth dimension to the in-
formation displayed. The virtual objects thus appeared to be “overlaid” onto the real world.
This was to mark the beginnings of what is called augmented reality (AR) [Azuma et al., 2001].
As the name implies, AR aims at augmenting the sensory perception through additional (com-
puter generated) stimuli and information [Rozier et al., 2000]. As an application of AR, Furness
postulates the creation of virtual visual, auditory, and tactile worlds in military crew stations to
“make optimum use of the spatial and psychomotor capabilities of the human” [Furness, 1986].
In reference to Brooks’ lecture [Brooks, 1996], Azuma states that AR is in fact an example for
“intelligence amplifying” tools, as it “enhances a user’s perception of and interaction with the
real world” [Azuma, 1997]. He describes AR as a variation of virtual reality (VR), with the
following properties [Azuma et al., 2001]:

Augmented reality (AR)

• combines real and virtual objects in a real environment;

• runs interactively, and in real time; and

• registers (aligns) real and virtual objects with each other.

In contrast to VR, AR resembles an overlay onto, rather than a replacement of, the real world.
Whereas in VR the user should ideally feel fully immersed into a virtual scenery, AR is intended

3
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Figure 2.1: Reality–virtuality continuum. The scale shows the transition between the real and virtual
worlds. Augmented reality combines elements of both ends. Adapted from Milgram [Milgram et al.,
1995].

to assist, entertain, or guide the user inside the real world. It could in fact be interpreted as
an interface between purely virtual digital objects and the physical reality [Pentenrieder et al.,
2007], or an intermittent step on the “reality–virtuality continuum” [Milgram et al., 1995] (see
fig. 2.1).

The possibility of embedding informative visual and auditory objects into the surroundings
of the user gives rise to a wide range of (future) application areas: From industrial factory plan-
ning [Pentenrieder et al., 2007] and aircraft maintenance [Regenbrecht et al., 2005] to outdoor
gaming [Avery et al., 2005, Piekarski and Thomas, 2002], battlefield navigation [Julier et al.,
2000], and finally the aforementioned “x-ray Vision” [Azuma, 1997] – for doctors, by projecting
3-D datasets such as computed tomography (CT) onto the patient in real time.

In the development of user interfaces, prevalence has traditionally been given to the human
vision over other senses [Cohen and Wenzel, 1995]. This manifests itself also in the research
related to AR: Most of the application scenarios presented above consist of purely visual aug-
mentation of the user’s surroundings, at the expense of other sensory stimuli, and sound in
particular. This imbalance seems unfortunate, given the potential of using auditory objects in
an AR scenario. Sound is a key element for conveying information, attracting attention, cre-
ating ambience and emotion [Shilling and Cunningham, 2002]. George Lucas, a world famous
movie director and producer, indeed stated that “Sound is 50 percent of the moviegoing experi-
ence.” [Lucasfilm Ltd., 2004]. Enhancing the perception through virtual auditory objects leads
to the definition of an audio-based alternative to visual AR: audio augmented reality (AAR).

2.2 Definition of audio augmented reality
“Audio augmented reality [...] intends to superimpose virtual sounds to a physical
space” [Warusfel and Eckel, 2004]

Whilst Azuma [Azuma et al., 2001] claims he does not limit AR to the sense of sight, his definition
of it is clearly tailored to scenarios focussing on visual augmentation of reality. Cues provided to
other senses, such as hearing and touch, are thus often either omitted completely [Sutherland,
1968, Pentenrieder et al., 2007, Piekarski and Thomas, 2002, Echtler et al., 2003, Feiner et al.,
1997] or included only to support or enhance the visuals [Furness, 1986,Behringer et al., 1999].
In contrast to this, examples of audio-only or audio-centred AR are presented and discussed. In
this audio augmented reality (AAR) sound is the only or major cue used for augmenting reality.
It can be defined in reference to Azuma’s definition of AR [Azuma et al., 2001] as follows:

audio augmented reality (AAR)

• combines real and virtual audio objects in a real auditory environment and

• runs interactively, and in real time.

4



An audio object is a perceptual entity identifiable by a listener as a single source of auditory
events (e.g. a person talking, a musical instrument, but also abstract sounds not originating
from a physical source such as synthesised alarms), and thus separable from other audio ob-
jects. This concept is comparable to the “spatial audio objects” in spatial audio object coding
(SAOC) [Herre and Disch, 2007]. Following the definition of AR [Azuma et al., 2001], real
objects are those that evoke sensory events (either visual or auditory) due to their physical
presence in the user’s surroundings. Virtual objects, on the other hand, evoke sensory events as
caused by a physical source, in absence thereof. In the acoustic domain, real audio objects are
thus those coinciding with a physical sound source. A virtual audio object, however, causes an
auditory event whose position does not coincide with the position of the sound source (a more
detailed description of auditory events is given by Blauert [Blauert, 1996]).

Registering real and virtual objects with each other is not included in the definition of AAR,
as it is a concept not directly translatable from the visual to the acoustic domain. Spatial
alignment is less critical for sounds than for visual objects, due to the properties of the human
hearing. The minimum audible angle, i.e. the smallest sound source displacement detectable to
the human ear, reaches its lower limit of 1◦ in front of the listener, at about 500 Hz [Mills, 1958].
In comparison, the human eye is able to detect differences of less than 1 minute of arc [Behringer
et al., 1999], corresponding to a sixtyfold spatial resolution. Blauert refers to this phenomenon
as the “localisation blur” of the human ear [Blauert, 1996] (see section 2.3.4). This implies that
audio objects are in general less defined than visual objects, and have a somewhat “blurred”
position and extent. The accuracy of their registration with other audio objects is therefore
of less importance than in the visual domain. Also, a possible “misalignment error”, e.g. two
overlapping audio objects, is less disturbing than an error in the overlap of visual objects, as the
latter void the physical plausibility of the virtual scene. This occlusion problem, whilst being a
major issue in the registration of visual objects [Zhu and Pan, 2008], does not apply as such to
the acoustic domain. Sound sources overlapping in space are both physically feasible (e.g. two
talkers played through a single loudspeaker) and acoustically separable (the brain performs an
“auditory scene analysis” to segregate different sound sources [Shilling and Cunningham, 2002]).

The alignment of audio objects in an AAR scenario is not only less critical than in the
visual domain, it can indeed be entirely neglected for some applications (e.g. the “diary in the
sky” [Walker et al., 2001]). Lokki defines these nonregistered audio objects as “freely floating
acoustic events” [Lokki et al., 2004], as they are neither tied to nor defined spatially relative to
other elements of the auditory scene. Their only point of reference is the user’s head. “Localized
acoustic events” [Lokki et al., 2004], on the other hand, are audio objects that are overlaid onto
physical objects in the user’s surroundings. The design and creation of these virtual acoustic
events are based on the principle of human spatial hearing.

2.3 Spatial hearing

The human hearing experience consists of a conglomerate of auditory events that are distinct
in time and space [Blauert, 1996]. Hearing, i.e. the perception of an auditory event that occurs
at a certain time, at a certain place, with certain attributes, is thus inherently spatial [Blauert,
1996]. In the following sections the human ear’s ability to perform “localisation”, i.e. the act of
relating attributes of the sound present at the ears to the location of an auditory event [Blauert,
1996], is examined.

The focus lies on determining which sound attributes are related to the azimuth of an audi-
tory event (in particular its direction on the horizontal plane), which are related to the elevation
(in particular its direction on the median plane), and which determine the perception of distance
and whether it is located in front or in the back of the listener (cf. fig. 2.2). For the following
considerations the positions of the sound source and the auditory event are assumed to coincide.
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Figure 2.2: Median, frontal and horizontal plane. After Lentz and others [Lentz et al., 2006].

This means that the sound attributes described hereafter enable and favour the perception of a
sound source at its true spatial location. (For details on noncoincident perception see section
2.4). It is assumed that the listener and the sound source are situated in an anechoic environ-
ment, where no reflections from surrounding objects, walls, etc. occur. Some implications of
reflections on the spatial perception are mentioned in section 2.3.9.

2.3.1 Lateral localisation and binaural spatial cues

Over a hundred years ago, Lord Rayleigh studied the human localisation by presenting pure tone
stimuli with different frequencies to test subjects using tuning forks. His assumption was that
differences in the ear signals, called “interaural” cues [Blauert, 1996], could be interpreted by
the human ear for localisation. He found that for frequencies above 500 Hz the human auditory
system can evaluate level differences between the ears to determine the lateral position of a
sound source. For lower frequencies he stated that the lateral position can be inferred from a
difference in the ongoing phase. In his “Duplex Theory” he describes this link between level
and phase differences as the major cue for human localisation [Macpherson and Middlebrooks,
2002].

Rayleigh’s findings can be explained through basic principles of physics. Sound propagates in
air in spherical longitudinal waves, if the sound source is small compared to the wavelength [Ross-
ing and Fletcher, 2004]. For a sound source positioned to the left or the right of the median plane,
the propagation paths from the source to the ears differ in length. The wave front therefore first
reaches the ipsilateral ear (i.e. the ear to the same side of the median plane as the sound source),
and then the contralateral ear (i.e. the ear to the opposite side of the median plane as the sound
source), with a delay proportional to the path difference. This delay is called interaural time
difference (ITD) and represents a major cue for the auditory system to determine the lateral
position of a sound source. For pure tones, the ITD can be derived from phase differences.
Above 1.5–1.6 kHz, however, no lateral displacement is noticeable, due to the relation between
head size and wavelength [Blauert, 1996]. In this frequency region, the wavelength approaches
20 cm, which roughly corresponds to the distance between the ears. Thus, for frequencies above
this limit, phase differences are ambiguous. For complex high-frequency sounds, however, timing
information can be extracted from the sound envelope [Macpherson and Middlebrooks, 2002].

Representing the ears by two points in the horizontal plane, all source positions that result in
the same path length difference to the ears and thus in the same ITD lie on a hyperbola [Blauert,
1996]. In the far field (i.e. for large source distances), the hyperbola can be approximated by
its asymptotes, assuming planar wave fronts [Rossing and Fletcher, 2004]. In three-dimensional
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Figure 2.3: Cone of confusion. Representing the ears by two points, all sources lying on the shell of a
cone yield the same ITD.

space, an elliptical hyperboloid, or its approximation, the shell of a cone, describes the locus of all
source positions with the same ITD (cf. fig. 2.3). The actual source position on this cone cannot
be determined from the ITD alone, which is why it is called the “cone of confusion” [Blauert,
1996]. Duda and others, however, note that this assumption holds only for a spherical head
model [Duda et al., 1999] and that the ITD values can change remarkably around this cone of
confusion (see section 3.1).

As described above, the wave front passes the head on its way from the source to the con-
tralateral ear. For small wavelengths compared to the size of the head, acoustic shadowing
occurs, resulting in a lower sound pressure level at the contralateral than at the ipsilateral ear.
This is referred to as interaural level difference (ILD). The ILD diminishes below 1.5 kHz, due
to head diffraction for wavelengths larger than the head size [Rocchesso, 2002]. For narrowband
signals, the same ILD may occur for different directions of sound incidence [Blauert, 1996].
Therefore, the ITD and ILD cues are sufficient to determine the azimuth of a source, but cannot
resolve the cone of confusion, and in particular the vertical or front–back localisation [Macpher-
son and Middlebrooks, 2002], which is the focus of the following sections.

2.3.2 Vertical localisation and monaural spatial cues

For a sound source lying anywhere on a cone of confusion, the interaural time and level differences
remain approximately constant. A special case of such a cone of confusion is the median plane,
where both ITD and ILD are close to zero and thus no binaural cues are present. Yet for
sufficiently long or repeated broadband signals the auditory system is able to determine the
elevation of a sound source even in the median plane [Blauert, 1996]. As the ear signals in
this case, assuming a symmetrical head, are identical, in principle only one ear is necessary to
interpret them. This leads to the assumption that directional hearing in the median plane is
based on monaural cues. In fact these monaural cues allow for the perception of source elevation
on any cone of confusion [Pulkki, 2001].

Localisation cues in general can be subdivided into temporal and spectral cues (cf. table 2.1).
Wightman and Kistler argue that the auditory system is not able to interpret monaural temporal
cues and that they are therefore irrelevant for human sound localisation [Wightman and Kistler,
1997]. The authors argue, that the perception of elevation is instead mainly based on monaural
spectral cues. These cues take the form of direction-dependent peaks and valleys in the spectrum
of an incoming sound, caused by the filtering behaviour of the pinna.

Blauert [Blauert, 1996] experimented with narrow-band noise emitted from various source
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Temporal Spectral

Monaural Monaural phase Overall level
Monaural spectral cues

Binaural interaural time difference (ITD) interaural level difference (ILD)
Binaural spectral differences

Table 2.1: Localisation cues. The ILD is taken as the wide-band level difference. Adapted from
Wightman [Wightman and Kistler, 1997].

positions in the median plane. He states that the perceived direction is entirely dependent on
the centre frequency of the noise signal. This implies that spectral peaks are the predominant
cues for the perception of elevation. Bloom [Bloom, 1977] concluded that a narrow notch with
elevation dependent centre frequency in the spectrum of a signal could create the impression of
source elevation.

Though it has been shown by these studies how a source can be made to appear to be
elevated by applying elevation dependent spectral peaks and/or notches, their contribution to
the perception of elevation is not yet fully understood [Wightman and Kistler, 1997]. Recent
studies claim that the combination of peaks and notches in the signal spectrum above 5 kHz
caused by the filtering behaviour of the concha is responsible for the perception of sound source
elevation [Iida, 2008]. Based on these assumptions, Saxena and Ng [Saxena and Ng, 2009]
succeeded in localising sound sources using only a single microphone (and thus truly monaural
signals), by evaluating the distortions introduced to the sounds by an artificial pinna. In the
lower frequency range, torso reflections can introduce elevation-dependent notches, that may
serve as elevation cues [Zotkin et al., 2004].

For the human auditory system to be able to recognise these spectral changes, especially in
absence of binaural cues, it must have prior knowledge about the source spectrum. Familiarity
with the source signal may therefore be one prerequisite for directional hearing in the median
plane [Blauert, 1996], spectral content of the signal above 5 kHz another [Wightman and Kistler,
1997], though it has been shown by Algazi and others that monaural spectral features exist also
below 3 kHz [Algazi et al., 2001b]. The third and most important requirement however is the
knowledge of the pattern of these direction-dependent spectral changes, which is discussed in
the next section.

2.3.3 Head-related transfer function

Sound travelling from a source to the eardrums of a listener undergoes reflections and shad-
owing caused by the pinnae, the head and the torso, that impose a characteristic shape onto
its spectrum. As stated in the previous section, the human auditory system evaluates changes
in the spectrum of an incoming signal to derive its direction [Wightman and Kistler, 1997].
To investigate upon this human sound localisation process, Wightman and Kistler [Wightman
and Kistler, 1989] and Middlebrooks and others [Middlebrooks et al., 1989] conducted careful
measurements of the filtering behaviour of the human head and torso by inserting probe micro-
phones into the ears of human test subjects. Herewith the linear distortions of a test signal on
its way to the eardrums was measured. This filtering behaviour is described by the head-related
transfer function (HRTF). It is defined as the relation of the sound pressure at a point in or in
front of the human ear canal to the sound pressure at the centre of the head in absence of the
head [Riederer, 1998]. The HRTFs and their time-domain analogue, the head-related impulse
responses (HRIRs), proved to be highly direction-dependent. Stern and others define this as the
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beginnings of the “modern era” of research in the area of human sound localisation [Stern et al.,
2006].

Blauert states that the ear input signals, i.e. the sound signals in the ear canals, are the
primary input for spatial hearing [Blauert, 1996]. Sound transmitted to the inner ear via the
temporal bone through bone conduction [Blauert, 1996] (cf. section 2.5 for an example applica-
tion) is of secondary importance. It can therefore be concluded that the acoustic cues responsible
for human sound localisation are contained in the ear input signals as a result of the direction-
dependent HRTFs. Measuring and analysing them sheds light on the process of human sound
localisation and is of ongoing research interest.

Acquisition of head-related transfer functions

Various studies have aimed at attaining a comprehensive set of HRTFs to cover a whole range
of angles of sound incidence and describe their filtering characteristics [Gardner and Martin,
1995,Møller et al., 1995,Algazi et al., 2001c,Warusfel and Eckel, 2004,Kim et al., 2005]. The
measurement procedure in those studies generally follows a similar outline. The test subject
is seated in an anechoic environment and exposed to a test signal originating from a defined
direction. The signal is recorded at both ears via microphones placed at the subject’s ear
entrances (referred to as “blocked meatus” measurements, which are generally preferred over
measurements at or close to the ear drum [Hammershøi and Møller, 1996]). The direction of
sound incidence is systematically changed in azimuth and/or elevation, yielding a spherical or
hemispherical measurement grid.

As HRTFs vary from person to person, measurements have been made using a number of
human test subjects to identify and analyse individual HRTF differences [Møller et al., 1995,Al-
gazi et al., 2001c, Warusfel and Eckel, 2004]. Measurements involving human test subjects,
besides being highly individual, are however prone to measurement errors. The measurements
are very sensitive to the placement of the test subject and the microphone, as well as move-
ments of the subject. Riederer addresses these issues in his study on the repeatability of HRTF
measurements [Riederer, 1998]. To improve controllability and repeatability and to obtain an
HRTF dataset for a “mean” anthropometry, measurements were often performed using a dummy
head [Bovbjerg et al., 2000,Algazi et al., 2001c,Kim et al., 2005], such as the KEMAR head and
torso manikin [Burkhard and Sachs, 1975,Gardner and Martin, 1995].

As a result of these studies, and to support further research in the area, some HRTF databases
are freely available online [Ircam & AKG Acoustics, 2002,CIPIC/IDAV Interface Laboratory,
2004]. For methods to customise and model HRTFs see section 3.3.2.

2.3.4 Localisation blur

Blauert introduces the term “localisation blur” to describe the accuracy of the human spatial
hearing [Blauert, 1996]. It is defined as the minimum displacement of a sound source perceivable
by 50 percent of experimental subjects. The localisation blur is lowest in front of the listener,
where lateral displacements of the sound source of about 1◦ are detectable. This sets the upper
limit for the spatial resolution of the human auditory system. Away from the forward direction
in the horizontal plane the localisation blur in general increases, reaching maxima to the sides
of the listener. Its value also depends on spectral content and duration of the test signal.

For vertical displacement the localisation blur is in general higher than for horizontal dis-
placement. The minimum blur in the forward direction is about 4◦ for white noise, 9◦ for speech
of a familiar person and 17◦ for speech of an unfamiliar person. The value increases for sources
above or behind the listener.

Localisation blur also occurs in distance perception. It describes the accuracy by which
listeners are able to judge the distance of a sound source.
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2.3.5 Perception of distance

The distance of an auditory event is defined relative to the midpoint of the axis connecting the
ears [Blauert, 1996]. A distance of zero thus refers to an auditory event being located inside the
head. This is referred to by Blauert as “inside-the-head locatedness” and considered a fault of
binaural reproduction systems (cf. section 3.3).

The perception of distance is strongly dependent on familiarity with the signal. Normal
speech can be located quite well by human listeners. The localisation performance degrades for
unusual types of speech such as whispering [Blauert, 1996]. For unfamiliar sounds more than
3 m away distance is mainly dependent on the loudness of the signal: Louder sounds appear to
be closer and vice versa.

Efforts have been made to identify distance cues in HRTFs [Qu et al., 2008, Huopaniemi
and Riederer, 1998, Otani et al., 2009]. For relatively distant sources (more than 3 m), little
or no dependence of the HRTFs on the source distance has been reported [Zotkin et al., 2004].
For sources in the proximity of the listener (distances below 2 m), however, changes in the
ILD can be observed. Huopaniemi points out an ILD boost for sources close to either side
of the listener [Huopaniemi and Riederer, 1998]. Similar results are reported by Otani and
Hirahara [Otani et al., 2009].

For sources further away than about 1 m, reverberation can provide cues for distance per-
ception [Shinn-Cunningham et al., 2005, Larsen et al., 2008]. Blauert states that the distance
localisation blur, i.e. the minimum change of source distance perceivable under reverberant
conditions (2–3 percent) is considerably lower than the localisation blur in an anechoic environ-
ment [Blauert, 1996]. Listeners can determine source distance more reliably in a reverberant
environment, by assessing the direct-to-reverberant energy ratio [Larsen et al., 2008]: The en-
ergy of the direct sound field of a sound source decays with increasing distance, while the energy
of the reverberant sound field remains approximately constant. As a listener moves closer to a
source in a reverberant space, the direct signal energy and therefore the direct-to-reverberant
ratio increases. The human auditory system is able to interpret this ratio to estimate the source
distance.

2.3.6 Motional cues

HRTFs bear information about the position of a sound source. If the listener moves the head, the
relative source position and therefore the monaural and interaural cues change in a particular
way. The pattern of these changes is a “motional cue”, interpretable by the auditory system.
In the frequency domain these dynamic cues manifest themselves as a change of the spectral
shape of the ear input signals. Satarzadeh and others point out that in many studies notches in
static HRTFs are identified as major elevation cues [Satarzadeh et al., 2007]. Background noise
and the unknown source spectrum however make the detection of these notches rather difficult.
Head motion on the other hand reveals these notches more clearly, as the spectrum and thus the
notches themselves change in a determined way due to the movement. According to Satarzadeh
and others, studying psychoacoustic features and localisation in dynamic settings is a complex
and relatively unexplored area of research.

Blauert states that people who are deaf in one ear can facilitate the localisation of a sound
source by obtaining these motional cues through head movements [Blauert, 1996]. Such reflexive
and/or voluntary head movements can improve localisation also for people with normal hearing.
Turning the head towards the source decreases the localisation blur, and thus allows for a sharper
determination of the source position.

Perhaps the most important motional cue serves for resolving the problem of front–back
reversals in source localisation. As stated earlier, interaural cues may be ambiguous (see sec-
tion 2.3.1). This often leads to a misjudgement of the source position: When presented with
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binaural signals or a binaural recording, listeners often mistake sources in front to be in the rear
and vice versa [Wenzel et al., 1993]. This confusion can be resolved through head movements.
Assuming a source in the median plane, in theory no interaural cues are present. It cannot be
determined from those cues whether the source is in front or in the back. However, if the listener
turns the head to the left or to the right, a change in the interaural cues will occur. As one
ear moves closer to the source and the other moves further away, the path length difference and
thus the ITD changes. This change is detectable by the auditory system. Its sign depends upon
the source position, and therefore unambiguously determines whether the source is in front or
in the back. As Blauert points out, this motional cue is not purely auditory [Blauert, 1996].
Besides the change in the ear input signals the listener must recognise the direction of the head
movement, through the senses of vision and balance, and the position of the neck muscles, which
is why Blauert calls it a heterosensory cue.

2.3.7 Visual capture and multi-modal phenomena

The perception of the world is based on the input of a variety of senses. Whilst in the analysis
of spatial hearing mostly auditory cues are considered, other senses influence the perception of
sound. There is a strong interaction of auditory and visual cues. Malcolm Slaney published
a “Critique of pure audition” [Slaney, 1998], where he explains crossmodal phenomena in the
auditory and visual domain, i.e. how vision can affect audition and vice versa. Vision being one
of the strongest human senses, it can dominate the perception of other senses, a phenomenon
called “visual capture” [Yost, 1993]. Its impact in the acoustic domain lies in the fact that
information gathered from visual cues may override conflicting information from auditory cues.
The effect is particularly strong if temporal variations of the visible object are synchronous to
sound fluctuations. A ventriloquist for example makes use of this effect. By moving the lips of
a puppet synchronous to the speech the sound is perceived as emanating from the mouth of the
puppet, even though the actual sound source is the mouth of the ventriloquist. Blauert reports
an experiment by Klemm, where two hammers were placed to the left and right in front of a
test subject [Blauert, 1996]. Two microphones, one next to each hammer, captured the sounds
emanating from the hammers. These sounds were played back to the subject over headphones,
inverting left and right channels. The inversion was perceived by subjects with eyes closed.
When watching the hammers, however, subjects heard the hammer blows on the same side as
they saw them. Vision had overridden the auditory perception.

Besides vision, Blauert also mentions the interaction of the senses of balance and touch on
the perception of sound [Blauert, 1996]. They are however not considered in this work.

2.3.8 The cocktail party problem

So far only the cues arising from a single source have been considered. In a real listening
situation, however, the listener is often surrounded by multiple competing sound sources. A
typical example is a room filled with people engaged in a conversation. Referring to this situation,
Cherry coined the name “Cocktail Party Problem” [Cherry, 1953]:

“How do we recognize what one person is saying when others are speaking at the
same time (the ‘cocktail party problem’)?”

Over the past decades researchers have given various explanations for the fact that a human
listener can focus on a particular speaker in a group of speakers. Blauert states that by con-
centrating on one source, its signal is less masked by noise from other sources [Blauert, 1996].
The listener is thus able to identify and separate one source from competing others. Yost lists
seven physical attributes that enable sound source determination [Yost, 1997], the most impor-
tant being spectral separation, temporal separation and spatial separation of the source and the
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competing sound sources. Cherry points out that factors like voice attributes (accent, pitch,
speed, dynamics, gender), visual cues (lip movement, gestures) and context (conversation topic,
syntax) might contribute to this ability. Other factors such as reverberation may deteriorate
the intelligibility [Bronkhorst, 2000].

The above authors agree on the fact that the direction of a source seems to be a major cue
for resolving the Cocktail Party Problem. One conclusion that can be drawn from these findings
is that spatial separation of a sound source in the presence of competing sources can in general
improve the intelligibility of that source. This also holds for virtual sources presented to the
listener for example over headphones. To achieve spatial separation of virtual sounds, they have
to be enhanced with distinct spatial attributes. This process called “auralisation” is discussed
in section 2.4.

2.3.9 The precedence effect

In a room, the direct signal of a sound source is followed by multiple reflections from various
directions. Each reflection constitutes a delayed copy of the direct signal, as though it would
emanate from a mirror source. The auditory system resolves these conflicting cues and perceives
a single source with fixed position. The direct signal undergoes the shortest path, and hence
reaches the ears before all reflections. Therefore, the auditory system determines the direction
of the first wavefront, and derives the source position from that direction. This “precedence
effect” allows for sound source localisation in reverberant spaces [Rocchesso, 2002].

2.4 Auralisation in audio augmented reality
In the previous sections it was established why humans perceive an auditory event at the position
of a sound source. As Blauert points out, however, it is particularly interesting to create auditory
events at positions where no sound source is present:

“The telecommunications engineer, of course, is especially interested in just those
cases in which the positions of the sound source and the auditory event do not
coincide.” [Blauert, 1996]

This is a fundamental aspect in AAR, where auditory events need to be created at arbitrary
positions. The following sections explain how this can be achieved using a fixed number of sound
sources at fixed locations, by applying the principles of human spatial hearing.

To create a virtual sound source, ear input signals have to be presented to the listener that
a real source from the same position would cause. This is referred to as auralisation. Kleiner
and others define it as follows:

“Auralization is the process of rendering audible, by physical or mathematical mod-
eling, the sound field of a source in space, in such a way as to simulate the binaural
listening experience at a given position in the modeled space.” [Kleiner et al., 1993]

Auralisation in AAR is subject to further requirements. The acoustical augmentation of
reality is based on virtual sounds being overlaid onto physical space. From the definition of
AAR (see section 2.2), the criteria that these virtual sounds have to meet may be inferred:

They need to

• be combined with non-AAR sounds,

• be positioned arbitrarily and

• be interactive.
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First of all, as AAR aims at augmenting rather than replacing reality, the virtual sounds
have to coexist with real sounds. Thus some electro-acoustical transducers to reproduce virtual
sounds and mix them with the real auditory scene are necessary for AAR (cf. section 2.5).

As established earlier, those virtual sounds and their corresponding auditory events may
come from arbitrary locations, whilst the sound sources producing them are at fixed positions.
Thus virtual sounds in AAR have to be positioned independently of the locations of the available
sources. This implies that the sound stemming from those sources has to be altered in a way
that it bears the localisation cues of an auditory event at a certain arbitrary position when it
reaches the AAR user’s eardrums (cf. section 3.1).

A last criterion is interactiveness. Vallino states that

“The goal of augmented reality systems is to combine the interactive real world
with an interactive computer-generated world in such a way that they appear as one
environment.” [Vallino, 1998]

For a user to perceive Augmented Reality as being natural and immersive, it has to react to
user interaction in a similar way the nonaugmented world does. A basic way of interacting with
an AAR scenario is to turn the head, thus changing the directions of real and virtual sounds
relative to it. A change of the direction of incidence at the ears however comes with changes of
the localisation cues contained in both real and virtual sounds. To account for these changes,
the processing involved in creating the virtual sounds may need to be adjusted according to the
head movement. This calls for the necessity to track the AAR user’s head (cf. section 2.5.4).

2.5 Enabling technologies

Virtual sounds in AAR can emanate from any location in the physical space surrounding the
listener. An AAR system therefore requires a sound setup capable of reproducing spatial sounds.
Spatial sound technology goes beyond normal stereo and surround sound reproduction, which is
tied to the horizontal plane, by allowing for virtual sounds at arbitrary positions [Kapralos et al.,
2008]. As stated in the previous section, this can be achieved by creating the binaural listening
experience that real sources at the same arbitrary positions would cause. 3-D Auralisation thus
poses the challenge to the AAR transducer setup of providing the listener with very precisely
tailored binaural ear input signals.

2.5.1 3-D audio using loudspeakers

Conventional stereo loudspeaker systems aim at exactly reproducing defined loudspeaker signals.
This is not the main goal of AAR loudspeaker setups. AAR systems have to be carefully designed
to produce certain sound pressures at the ears of the listeners. Cooper and Bauck use the term
“transaural stereo” [Cooper and Bauck, 1989] for a stereo system that considers the ear input
signals as the end of the reproduction chain. This involves certain preprocessing of the signals
reproduced by the loudspeakers. Gardner names two main steps to reproduce 3-D audio using a
pair of loudspeakers [Gardner, 1998]: First, the localisation cues representing a source in space at
a certain position have to be encoded into the ear input signals. This process is called “binaural
synthesis”. To ensure exactly these signals arrive at the listener’s ears, in a second step the
transmission paths from each loudspeaker to the listener have to be inverted. In particular the
crosstalk of the left speaker to the right ear and vice versa has to be accounted for in a process
called “crosstalk cancellation”.

The invention of the first crosstalk cancellation algorithms dates back to the early ’60s.
In 1966 Atal and Schroeder patented their “Apparent Sound Source Translator” [Atal and
Schroeder, 1966]. The basic principles of the analogue “Atal-Schroeder crosstalk canceller”
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still hold for modern digital implementations ( [Rao et al., 2006], [Kim et al., 2007b], [Huang
and Hsieh, 2007]).

In binaural reproduction, the ear input signals at both ears of the listener have to be con-
trolled. This requires two separate audio channels, one for each ear. In a two-channel loudspeaker
system however, the signals of each loudspeaker reach both ears of the listener, reducing the
channel separation. The objective of the crosstalk canceller is to separate the left and right
channel by eliminating the cross-paths from the left speaker to the right ear and from the right
speaker to the left ear. In the frequency domain the ear input signals eL and eR can be described
in matrix form [Parodi, 2008][

eL(z)
eR(z)

]
︸ ︷︷ ︸

e(z)

=
[
HL,d(z) HR,c(z)
HL,c(z) HR,d(z)

]
︸ ︷︷ ︸

H(z)

[
lL(z)
lR(z)

]
︸ ︷︷ ︸

l(z)

, (2.1)

where L and R subscripts denote left and right, c and d subscripts denote cross and direct
paths, Hi,j(z) are the loudspeaker-to-ear transfer functions and li(z) are the loudspeaker signals.
The loudspeaker signals are a result of filtering the desired ear input signals d(z) with the
crosstalk canceller matrix C(z)

l(z) = C(z)d(z). (2.2)

Thus the ear input signals can be rewritten as

e(z) = H(z)C(z)d(z). (2.3)

So for the ear input signals e(z) to equal the desired ear input signals d(z), the loudspeaker-
to-ear transfer function matrix H(z) has to be inverted by the crosstalk canceller matrix C(z)

e(z) != d(z) −→ C(z) = 1
H(z) . (2.4)

The ear input signals can therefore be controlled by pre-filtering the loudspeaker signals with
the inverse of the transfer function matrix H(z). Problems associated with the calculation of
this inverse in the case of singularities in the transfer functions Hi,j(z) [Parodi, 2008] are not
addressed here.

Reproducing 3-D audio over loudspeakers provides the advantage that the user does not need
to wear any equipment. Furthermore loudspeaker systems suffer less from problems associated
for instance with headphone reproduction [Zölzer et al., 2002]: listening fatigue and internali-
sation problems (i.e. an auralised sound source is perceived inside the head, also referred to as
inside-the-head locatedness (IHL) [Blauert, 1996], see section 3.3). On the downside, however,
the crosstalk cancellation performance is highly sensitive to the user’s position and head orien-
tation. The binaural listening experience is limited to a small listening area known as the “sweet
spot”. If no adaptation is used, the auralisation is degraded if the listener moves away from the
centre of the sweet spot by as little as 10 cm or turns the head by more than 10◦ [Gardner, 1998].
To tackle these problems Gardner suggests the use of a head tracking system to steer the sweet
spot to the listener’s position and account for head rotations.

The biggest disadvantage of a loudspeaker-based system is the lack of mobility. Furthermore,
it is not suitable for multiple simultaneous users. This makes it a rather unattractive option for
AAR implementations. Therefore, only user-worn setups are discussed further. An example of
a user-worn loudspeaker system is Nortel’s “Soundbeam Neckset” [Sawhney, 1998]. Using two
directional loudspeakers sitting on the shoulders of the user binaural signals are delivered to the
ears. However, the system failed to gain public success.
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2.5.2 Bone conduction

Sound transmission to the inner ear via the temporal bone is often considered secondary or
negligible [Blauert, 1996]. Griesinger indeed stated that

“People perceive sound distance and direction only through cues present in the sound
pressures at the two eardrums. There are no magic bone conduction or body con-
duction effects.” [Griesinger, 1990]

This assumption is certainly questionable, given for example the advances in the research of
bone-anchored hearing aids, which deliver sound to hearing-impaired patients through vibrations
transmitted to the skull. In terms of its performance regarding speech intelligibility, the bone-
anchored hearing aid is comparable to air conduction hearing aids [Snik et al., 1995]. A recent
study on bilaterally fitted bone-anchored hearing aids (in analogy to binaural headsets) by
Priwin and others points out a “significant improvement in sound localisation” over the unilateral
models [Priwin et al., 2004]. This clearly suggests that bone conductive devices have the potential
to transmit spatial audio.

Perhaps the main advantage of using bone conduction for sound transmission is the possibility
to place the transducers for instance behind or otherwise close to the ears, thus leaving the ear
canals unoccluded. For users with normal hearing, especially those with visual impairments,
it may be crucial to retain an unaltered and undiminished auditory perception of the real
world. Driven by this assumption, Walker and Lindsay tested the performance of “bonephones”,
i.e. bone-conduction headphones, in a navigation scenario [Walker and Lindsay, 2005]. Users
succeeded in reaching route waypoints by localising spatialised beacon sounds presented to them
through vibrations induced to the skull by the bonephones. Walker and Lindsay stated that the
usage of bone-related transfer functions (BRTFs, in analogy to HRTFs), might further improve
the localisation performance.

Lindeman and others use a bone-conducting headset to enable what they call “Hear-Through
Augmented Reality” [Lindeman et al., 2007]. Computer generated audio transmitted via bone
conduction augments the real acoustic environment perceived through the unoccluded ear canals,
thus the term “hear-through”. The user is presented with high-fidelity real world sounds and
virtual sounds, mixed together in the cochlea. The sounds transmitted over the headset to
the user are private, as they cannot be heard by others. This allows for multiple simultane-
ous AAR users in the same space through individualised computer generated sounds. In an
empirical study, Lindeman and others tested the ability of users of a bone-conducting headset
to localise sound sources and classify source movement [Lindeman et al., 2008]. For moving
sounds, the bone-conducting headset outperformed standard headphones. In terms of the local-
isation performance, however, Lindeman and others report a disadvantage over headphones and
speaker-based systems. The authors conclude that their use of pre-recorded sounds as stimuli
for the headset could be partially responsible for this result. Instead, virtual audio presented
over the bone-conducting devices should be processed using bone-related transfer functions to
improve the localisation performance. MacDonald and others showed that a user is able to
localise sound events using a bone-conductive headset with almost the same accuracy as with
standard headphones [MacDonald et al., 2006]. This was achieved by processing the virtual
sounds with the individually measured HRTFs of each test participant. The test subjects were
thus able to extract localisation cues from the signals despite the crosstalk of the channels, as
vibrations from one side of the skull reach the cochleae of both ears. MacDonald and others
concluded that the transcranial delay and attenuation, imposed on the sound when travelling
from the transducer to the far ear, serve as localisation cues analogously to the ITD and ILD
cues. Similar results in terms of the localisation performance were obtained by Stanley and
Walker [Stanley and Walker, 2006].
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Despite their potential, the usage of bone-conductive transducers for the reproduction of
spatial audio is a relatively young area of research. Lindeman and others state that improvements
on the frequency range and response of these devices are still necessary to allow for more complex
and realistic sounds [Lindeman et al., 2008]. Röber found the perception of selected sound
samples to be comparable to normal headphones [Röber, 2009]. Nevertheless the test subjects
reported the performance of normal headphones to be higher when listening to speech, music
and acoustics.

2.5.3 Headphones

As stated earlier, it is desirable for an AAR setup to be mobile. Thus the acoustic transducers
necessary to reproduce virtual sounds need to be mobile too. An obvious choice when thinking
of a user-worn audio playback device is a pair of standard headphones. In the context of AAR,
however, an additional criterion besides mobility has to be met: the coexistence of real and
virtual audio content. An AAR user must be presented with both real world and computer
generated sounds simultaneously. As standard headphones occlude the ear canals, they are
primarily intended only to reproduce audio, not to preserve the perception of real world audio
through them at the same time.

The awareness of one’s acoustic surroundings is not only an issue in AAR, but also in everyday
life situations. Tappan suggests the usage of “nearphones” [Tappan, 1964], i.e. headphones that
do not seal off the ears, to tackle the problem of acoustic insulation of the user. Whilst these
“open-back” headphones provide the advantage of allowing a user to perceive environmental
sounds through them [Nageno, 2001], they are not intended to leave them as unaltered as
possible, which is a requirement for an AAR reproduction system [Röber, 2009,Härmä et al.,
2004].

One possibility to achieve precise control over the binaural signals delivered to the user’s
ears whilst retaining a realistic perception of the acoustic environment is via a technique that
Lindeman calls “Mic-Through Augmented Reality” [Lindeman et al., 2008]: Microphones placed
near the ears capture the real world sounds. These are mixed with virtual sounds and played
back to the user as AAR over a set of standard headphones. Härmä and others describe such
a system for the application in “wearable augmented reality audio” (WARA) scenarios [Härmä
et al., 2004]. For a detailed description of the system see section 4.1.1.

There are many advantages of using headphones for auralisation. Headphones provide ex-
cellent channel separation, which is a key issue in binaural reproduction. Therefore no crosstalk
cancellation is necessary [Rao et al., 2006]. Due to their portability, the binaural listening expe-
rience using headphones is not limited to a certain place or area. There is no “sweet spot” like in
loudspeaker reproduction [Kim and Choi, 2005]. The transmission paths from the transducers
to the ears are invertible, ensuring precise control over the ear input signals. In fact Shilling
and Shinn-Cunningham state that

“Spatialized audio using headphones is the only audio technique that is truly ‘virtual’
since it reproduces azimuth, elevation, and distance and offers the sound engineer
the greatest amount of control over the auditory experience of the listener.” [Shilling
and Cunningham, 2002]

Chapter 3 describes how spatialised audio for AAR is generated over headphones.

2.5.4 Head tracking

The perception of virtual auditory objects in AAR relies on carefully designed and controlled
ear input signals. In the case of a real sound source, these ear input signals are dependent on
the location of the source with respect to the listener. If orientation and/or position of the
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listener change, the position of the source relative to the listener changes accordingly, which
causes a change of the ear input signals. For virtual sound sources to preserve the illusion of
being overlaid onto the acoustic environment of the listener, a behaviour resembling that of a
real source has to be ensured. This means that the ear input signals generated to render a
virtual source have to be adjusted if the listener moves the head.

To adapt ear input signals to movements of the listener, the head of the listener has to be
tracked. There are various head tracking devices available, with quite substantial differences
in terms of technology (mechanical, acoustical, optical tracking), price (from e30 do-it-yourself
versions to around e4000 for a professional set of infrared cameras) and performance (various
levels of accuracy and update rates). Peltola gives an overview of different devices [Peltola,
2009].

For AAR applications user-worn devices have the important advantage of being mobile. For
many applications it is furthermore sufficient to track only the head orientation, not its position.
Inertial sensors track orientation changes quite reliably by measuring acceleration and rotation
of the device. They are an attractive option being relatively compact, lightweight and wireless.
The inertial sensor used in this work for head tracking is the SHAKE (sensing hardware accessory
for kinesthetic expression) device [Williamson et al., 2007], described in section 4.1.2.

2.6 Applications of audio augmented reality
Even though AAR has not been the focus of AR research, it’s potential has been shown in
numerous publications. A brief overview of various use cases and applications related to this
work is given in the following sections.

2.6.1 Telecommunication

The perhaps earliest attempts to augment the auditory perception with spatial audio date back
to World War I, where the “Pseudophone” apparatus was used to detect enemy aircraft [Wenzel,
1992]. Shinn-Cunningham defines this as the first teleoperator system [Shinn-Cunningham et al.,
1997]: The orientation of artificial ears is coupled to the head orientation of the user, presenting
the user with binaural signals of the remote environment the artificial ears reside in. The users
perceive the remote acoustic environment as though they were physically there. This is called
“telepresence”. Lehnert and Blauert define it as “a state of mind in which [the user] perceives to
exist and act in a different environment than the actual real one” [Lehnert and Blauert, 1991].
Katz and others describe an AR system, which allows a user to remotely drive or supervise an
autonomous vehicle [Katz et al., 2007]. The system allows users to perceive and control the
remote environment, as if they were present. To monitor the global environment of the vehicle,
binaural audio is transmitted to the user.

The “Telehead II” is a remote controlled robot with a dummy head and microphones placed
inside the ear entrances [Toshima et al., 2004]. The dummy head is synchronised with the head
movement of a remote listener. By listening through the microphones of the robot, the listener
can experience the remote sound environment.

The same principle can be applied to telecommunication. Telepresence allows a user to
perceive a conversation with another individual as though both participants where in the same
physical location. Jain calls this perception of being in a different physical environment “real
reality”, as opposed to “virtual reality” [Jain, 2000]. The user can seamlessly engage in social
interaction in a remote environment. The use of spatial audio enhances the sense of “immer-
sion” [Kapralos et al., 2008].

Besides an improved sense of presence, the use of binaural audio in telecommunication has
several other advantages. In everyday listening situations, the human hearing is able to seg-
regate multiple simultaneous sound sources, a phenomenon referred to as the “cocktail party
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problem” [Cherry, 1953]. In a conversation with multiple participants, it is thus advantageous to
emulate a “cocktail party” situation, by separating the speech sources spatially. Drullman and
Bronkhorst report a significant effect of spatial separation of multiple talkers using 3-D audio
on communication performance [Drullman and Bronkhorst, 2000].

Whilst spatial separation usually is achieved by placing sources at various azimuth angles,
Brungart and Simpson show that intelligibility of competing sources can be enhanced also when
sources are placed at different distances in the near field [Brungart and Simpson, 2001]. These
findings give rise to a variety of applications in the area of AAR telecommunication.

Previous work on audio augmented reality in telecommunication

Dalenbäck and others describe a teleconference system, where participants are seated around a
virtual table [Dalenbäck et al., 1996]. A virtual conference room serves as the meeting place
for distant conferees. Its room acoustic properties can be defined to yield a pleasant sound.
The seating order defines the position at which each participant is rendered. The distinct and
consistent direction of each participant improves the ability to segregate speakers. If head
tracking is employed, the perceived positions of other participants remain fixed even in the
presence of head movements.

Hindus and others present results of a field study using a telecommunication system called
“Thunderwire” [Hindus et al., 1996]. The system relies completely on audio as the communica-
tion medium, no visual feedback cues are used. All users of “Thunderwire” are interconnected
through a high quality “audio media space”. This is a shared virtual acoustic environment, gen-
erated as a mixture of the real acoustic environments of all participants in the conversation. The
system provides the possibility of group communication and conveying ambient sounds. The
reality of each user is thus augmented with a seamless acoustic interface to remote environments
and other users.

The “acoustic opening concept” simulates a physical window connecting two rooms [Bera-
coechea et al., 2008]. The basic idea is to make two virtually connected walls of the rooms
acoustically transparent. This is achieved by capturing the sound field in one room and repro-
ducing it in the other. AAR is used to overcome the physical distance and connect both ends
of the conversation in a shared augmented reality space.

Lindeman and others report on the use of Second Life, an internet-based application granting
access to a virtual 3-D world, to hold the program committee meeting for the IEEE Virtual
Reality conference 2009 [Lindeman et al., 2009]. Avatars representing members of the committee
were seated in a virtual conference space. The graphical representation was to aid the text- and
audio-based communication. Spatialised audio was used to segregate participants of the meeting.
The authors conclude that this virtual meeting is a feasible alternative to a face-to-face meeting.

2.6.2 Navigation

One of the most active research areas related to AAR is its use in navigation scenarios. The
basic idea is to equip the user with a location-aware device that provides information relevant to
the current position, or guidance to reach another position. Bederson presents a prototype for
an AAR museum tour guide [Bederson, 1995]. The system basically consists of a portable audio
player, a microprocessor and an infrared receiver. When approaching a museum piece to be
described, an infrared transmitter mounted above the piece transmits a code to the device, and
the microprocessor starts the audio sample describing the piece. This early prototype illustrates
one key element of an AAR system: The perception of the real world is enhanced with auditory
stimuli that provide relevant information in the given context.

Eckel introduces “LISTEN”, a project dealing with the study and development of audio-
augmented environments [Eckel, 2001a,Eckel, 2001b]. In the course of the project, Warusfel and
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Eckel introduce a platform for exploring a virtual environment overlaid onto the real environment
through position-tracked headphones [Warusfel and Eckel, 2004]. The system should allow for
“spatial interaction” of the user with virtual content, by triggering sound events through “spatial
behaviour”. As part of the LISTEN project, Zimmermann and Lorenz present an AAR museum
guide [Zimmermann and Lorenz, 2008]. Aim of the system is to provide a personalised audio-
augmented environment, tailored to the context of the user. Virtual sound sources are presented
over a pair of position-tracked headphones. The virtual sound scape responds to the position
and head orientation of the user. An intelligent personalisation process adapts the sound scape
according to the user’s visit history of the exhibition. The system shows how machine learning
may be employed for intelligent AAR.

Lokki and Gröhn report results of a navigation study in an immersive virtual environ-
ment [Lokki and Gröhn, 2005]. The authors state that test subjects could navigate through
a complex 3-D model without visual stimuli, guided only by auditory cues. A similar study was
conducted by Sundareswaran and others [Sundareswaran et al., 2003]. The test system was a
prototype for mobile security applications. The authors conducted an AR experiment, in which
users where asked to navigate to virtual auditory entities, guided only by acoustic cues. The
results of the experiment suggest the potential of audio-only navigation systems.

A navigation system specifically designed for visually impaired individuals is described by
Loomis and others [Loomis et al., 1998]. The system provides information about the environ-
ment through which blinds user are travelling, allowing them to explore familiar and unfamiliar
environments. This system is an example of enriching auditory perception to supplement or
substitute the perception of other senses, such as vision.

Dalenbäck and others point out the potential of using auralisation of virtual spaces in ar-
chitectural acoustics, enabling users to experience simulated rooms and buildings by interacting
with the system for example through head movements [Dalenbäck et al., 1996]. Using position
and orientation of the user as an input to the system is a basic interface paradigm of many AAR
applications. Zotkin and others present algorithms for the creation of virtual acoustic environ-
ments that respond to dynamic user interaction [Zotkin et al., 2004]. A head tracking system
measures position and orientation of the user. This allows the authors to overlay a virtual sound
source onto a physical object, thus augmenting its perception with virtual auditory content.

2.6.3 Virtual auditory displays

Auditory displays are used to display information to a user through the auditory system [Shinn-
Cunningham et al., 1997]. Employing the properties of the human spatial hearing allows the
creation of virtual auditory displays (VADs) [Shilling and Cunningham, 2002]. A major benefit
of using VADs is that they do not constrain the user to turn towards the display. As Shinn-
Cunningham points out, many tasks of human operators require responding to spatial informa-
tion [Shinn-Cunningham, 1998]. This information could be presented via VADs, to supplement
the often overloaded human vision. Various applications of VADs have been studied.

“Nomadic radio” is a system granting users access to information and communication services
through an AAR interface [Sawhney and Schmandt, 2000]. The delivery of information is filtered
based on the content of the message and the context of the user. This is a fundamental difference
to AAR navigation systems discussed above, where the overlay of virtual content is tied to the
physical location of the user.

A similar concept to the “Nomadic Radio” is the basis for “Audio Aura”, a system to provide
users with serendipitous information [Mynatt et al., 1998]. Interaction with the computer is
made “implicit”, by interpreting physical actions in the real world to trigger the delivery of
background information through audio. The authors describe the information as “useful but
not required”. As users do not have to rely on it, the audio information overlaid onto the
auditory perception does not have to be invasive, i.e. it can remain in the background. This
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nonintrusive augmentation provides the possibility of truly seamless informational enhancement
of the perception of the real world.

An AR system for device diagnostics and maintenance is introduced by Behringer and oth-
ers [Behringer et al., 1999]. 3-D audio cues are used to indicate objects outside the field of view
of the user. This employs an advantage of the auditory over the visual perception: It can process
sensory cues from all directions, regardless of the orientation of the listener.

In an experiment to study the perception of self-motion, Väljamäe and others used auditory
cues to create the illusion of circular vection in a virtual environment [Väljamäe et al., 2009].
This implies that VADs can be used to alter the way interaction with the physical world is
perceived.

“Diary in the sky” is a mobile AAR calendar application [Walker et al., 2001]. Instead of
putting calendar event entries on a visual display, they are presented to the user as spatialised
audio. This provides the possibility of mapping event parameters to sound attributes. The event
time could for instance be mapped to the azimuth of the auditory event, making effective use of
the ear’s omni-directionality.

2.6.4 Entertainment

VADs are a potential alternative to costly multi-loudspeaker home entertainment systems [Shinn-
Cunningham, 1998]. Social networking is another application area for AAR. Rozier and others
describe “Hear&There”, an AAR system allowing users to leave “audio imprints” at outdoor
locations [Rozier et al., 2000]. The idea of audio-augmenting a space is taken from audio guides
offered in museums. In “Hear&There”, the audio information is created by other users of the
system and linked to a specific location.

A different form of audio tagging is presented with the “AudioMemo” application [Peltola,
2009]. It provides the possibility to store binaural recordings along with the recording position
and orientation of the user, who can afterwards browse through the recordings and take an
acoustic walk through the recorded path.

Lyons and others present “Guided by Voices”, an AAR game [Lyons et al., 2000]. Players
interact with the game by walking around the real world, to collect virtual objects and meet
virtual game characters. The game is set in an audio-only environment. The authors argue
that despite the absence of visual feedback, setting the game as an overlay to the real world
makes it immersive. In multi-player mode many users occupy the same physical location, and
thus engage in active social interaction, unlike PC video games. The game blurs the boundaries
between the physical world, the virtual game environment and the imagination of the player.
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Chapter 3

Headphones reproduction

3.1 Auralisation using headphones
In the previous chapter the advantages of headphones reproduction in AAR over loudspeaker-
based setups are discussed. The present section describes the signal processing involved in the
creation of AAR content for headphones. It can be subdivided into three steps:

• Generation of spatialised audio (“binaural synthesis”),

• equalisation (using a “binaural reproduction filter” [Kim and Choi, 2005]) and

• mixing of real and virtual audio content.

Whilst the binaural synthesis is, in theory, independent of the transducer technology, the equali-
sation and mixing of the audio material as described here is specific to headphone reproduction.

3.2 Binaural synthesis
The “raw material” for generating virtual auditory events for AAR are either synthesised sounds
or recordings of real sounds. The process of “spatialising” these sounds is referred to as “binaural
synthesis” [Chanda et al., 2006], and defined by Jot and others as:

“Binaural synthesis is a process by which, from a primary monophonic recording
of a source signal, a three-dimensional sound image can be reproduced on head-
phones.” [Jot et al., 1995]

The goal of binaural synthesis is to enhance an input signal with the localisation cues of a
virtual source in space. If the resulting binaural signals are presented to listeners as ear input
signals, they (ideally) perceives the input signal as emanating from the position of the virtual
source. Binaural synthesis could thus be described as the processing toolbox for auralisation.

The first step towards creating binaural signals from a monaural sound is to provide interaural
cues, i.e. ITD and ILD. The level and delay of one channel with respect to the other is adjusted
according to the desired azimuth and elevation of the virtual source. Though these cues can
be applied separately, using both improves the spatial impression [Zölzer et al., 2002]. By
approximating the two ears as points in free space, the path difference ∆s to each point is given
by a simple law [Blauert, 1996]

∆s = d sinϕ, (3.1)

with d =21 cm (i.e. the distance of the two points), and ϕ being the angle of incidence of the
plane wave. In this “sine law”, derived by Hornbostel and Wertheimer in 1920, the parameter
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d does not correspond to the actual distance between the ears (cf. fig. 4.3). Also the shadowing
effect of the head is ignored. Whilst this formula is applicable for simple source panning in the
horizontal plane, for binaural synthesis a more comprehensive approach is needed.

To generate convincing interaural cues, the influence of the head on the wave propagation
has to be modelled. For this purpose, the head can be approximated by a rigid sphere of similar
dimensions than the head [Blauert, 1996]. Calculating the sound field on the surface of this
sphere when exposed to a sound source allows to estimate the time and intensity differences
between two points on the sphere representing the ears. These differences are frequency depen-
dent [Rocchesso, 2002]. The ILD for sound incidence from a certain direction increases with
frequency, as shorter wavelengths are stronger attenuated by the head (see section 2.3.1). A re-
ciprocal effect holds for the ITD. For low frequencies the ITD is higher than for high frequencies,
due to the increased path length caused by diffraction of low frequency components around the
head [Rocchesso, 2002].

It has been argued that the effect of this diffraction is less apparent in ITDs measured on test
subjects, and that ITD variations across the frequency range are perceptually irrelevant [Wight-
man and Kistler, 1997]. Duda and others however point out ITD variations between different
test subjects [Duda et al., 1999]. The simple spherical model does not account for ITD changes
around a cone of confusion (see section 2.3.1). Duda and others therefore argue for the use of
an adaptable ellipsoidal head model to calculate individual and more accurate ITD values. An
overview of different methods to determine ITD values for binaural synthesis is presented by
Minnaar and others [Minnaar et al., 2000].

Besides ITD values, accurate ILD cues are necessary for spatialisation. Simple geometric
head models provide only a very rough estimation of ILD values, as they neglect the influence
of the pinnae. By filtering the sound reaching the ear canals, the pinna encodes direction- and
distance-dependent spatial cues into the ear input signals. These cues are of major importance
for human sound localisation [Blauert, 1996]. Therefore,for spatialisation it is necessary to
imitate the pinnae’s filtering behaviour. The pinna affects the incoming sound in many ways,
through reflections, shadowing, diffraction and resonance [Blauert, 1996]. An overview of various
approaches to model the localisation cues generated by the pinnae is presented by Satarzadeh
and others [Satarzadeh et al., 2007]. Such models can become quite complex, and in combination
with models for the head shadowing and the influence of the torso rather cumbersome.

Another approach for generating authentic spatial cues is to rely on measurement data. As
described in section 2.3.3, HRTFs contain the localisation cues of a sound source at a given
azimuth and elevation angle. Applying appropriate HRTFs for left and right ear to a monaural
signal encodes exactly those cues into the signal, thus evoking the impression that the sound
is emanating from the desired direction. HRTFs, or their time-domain equivalent, the HRIRs,
corresponding to the desired virtual source direction can be applied to the signal in the form of
two finite impulse response filters. Convolving the input signal with the HRIRs of the left and
right ear directly results in a binaural signal enhanced with the localisation cues of the source
recorded during the HRIR measurements.

3.3 Externalisation

The convolution of a monaural signal with a pair of HRIRs should provide sufficient localisation
cues to correctly identify the position of a virtual sound source. Yet the complexity of the
human hearing and its sensitivity to nuances in the HRTFs poses a challenge to this approach.
Therefore, the reproduction of signals over headphones may suffer from problems like front–back
reversals and IHL.
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3.3.1 Inside-the-head locatedness and front–back reversals

A common problem in binaural reproduction is the internalisation of sounds, or inside-the-
head locatedness (IHL), as Blauert calls it [Blauert, 1996]. Blauert defines IHL in terms of the
perceived distance of a virtual source [Blauert, 1996]. If the perceived distance is smaller than
the radius of the head, the source is perceived inside the head. This is an undesirable effect,
especially in the context of AAR, where virtual sources are overlaid onto the surroundings of the
user. IHL is often associated with headphone reproduction of binaural signals. As Rocchesso
points out, however, also loudspeaker reproduction can cause IHL [Rocchesso, 2002]. He states
that:

“It seems that human subjects tend to internalize the perceived objects when the
total stimulation, as coming from all sensorial modes, cannot be produced by natural
situations involving distant sources” [Zölzer et al., 2002].

The opposite of an internalised source is an externalised source. In reference to Blauert’s
definition of IHL (see above), externalisation could thus be defined in terms of the perceived dis-
tance. As Moore and others remark, however, distance is not a reliable externalisation measure
due to the variability of distance estimates [Moore et al., 2007]. Instead, the authors propose to
use a definition by Hartmann and Wittenberg to define and measure externalisation [Hartmann
and Wittenberg, 1996]: A virtual source is externalised and localised if it is indistinguishable
from a real-world source. To check whether this holds, Härmä and others suggest the use of a
modified “Turing test” [Härmä et al., 2003] (cf. section 4.1.1). A major goal of AAR systems is to
create virtual sources that are correctly localised in the surrounding space and thus externalised.

Another problem often observed in binaural reproduction is a front–back reversal in the
perceived position of a virtual sound source [Zölzer et al., 2002]. Wenzel and others state that
the most common confusion is that of a source in the front hemisphere of the listener being
judged as residing in the rear [Wenzel et al., 1993]. They conclude that a possible explanation
for this lies in the fact that ITD and ILD values are roughly constant around a cone of confusion,
and thus ambiguous. The authors further assume that in absence of a visual stimulus supporting
the virtual auditory event, this ambiguity is solved by judging the source as being in the rear,
i.e. outside the field of view. When listening to real sources, the cues to disambiguate the cones
of confusion are contained in the HRTFs, and any impairment of them increases the rate of
front–back reversals [Wenzel et al., 1993].

3.3.2 Individual(-ised) head-related transfer functions

HRTFs are highly individual. In binaural synthesis, for best localisation performance, the HRTFs
of the listener herself should be applied. Using the HRTFs of another test subject generally
deteriorates the spatial perception, and may lead to the aforementioned problems of IHL and
front–back reversals. Møller and others found the use of nonindividual binaural recordings (i.e.
recordings made at the ears of another test subject) to cause a deterioration of the localisation
performance in the horizontal plane, as well as front–back reversals [Møller et al., 1996]. With
the use of individual recordings, however, performance was comparable to the real listening
situation. Wenzel and others showed that the rate of front–back reversals for virtual sources
processed with nonindividual HRTFs may be the quadruple of the free-field rate, using real sound
sources, whereas sources processed with the test subjects’ own HRTFs resulted in doubling of
the rates [Wenzel et al., 1993]. In addition to front–back reversals, up–down confusion was
observed.

These findings clearly suggest that using individual HRTFs enhances binaural synthesis. In
most cases, however, measuring an individual set of HRTFs is not feasible, due to the time
and equipment necessary for the measurement. To overcome the problems involved with using
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a generic HRTF set of a “random” person, HRTFs from dummy heads representing a “mean”
anthropometry, are often employed instead in binaural synthesis [Cohen et al., 1993,Kim et al.,
2005,Hirahara et al., 2007,Beracoechea et al., 2008] (see section 2.3.3). However, this method
may still lead to a considerable deterioration of the localisation performance, as Møller and
others have shown [Møller et al., 1999]. In their study, the localisation performance of human
subjects exposed to a real sound field and to the sound field as recorded by a dummy head
was compared for eight different dummy heads. Comparing the results to an earlier study
involving only human subjects [Møller et al., 1996], Møller and others found that the localisation
performance of subjects listening to a dummy head recording was equal or worse than with a
recording made on another human test subject. This indicates that in terms of the localisation
performance, the use of a dummy head provides no advantage over the use of a random human
subject. Møller and others point out, however, that the localisation performance improved when
an appropriate human subject was chosen instead of a random subject. Recent research on the
development of artificial heads is concerned with improving dummy heads to better match the
human anthropometry. An example of these efforts is the development of the head and torso
simulator VALDEMAR [Christensen et al., 2000]. Fels and Vorländer propose the adaptation of
dummy heads to approximate the filtering characteristics of children [Fels and Vorländer, 2004].
Fastl suggests the introduction of a standardised dummy head shell for all artificial heads, and
gained support for his idea from both dummy head manufacturers and users [Fastl, 2004].

It remains to be questioned whether a “golden model” for artificial heads will be found, given
the discrepancies between human physiques. A compromise between feasibility and accuracy of
an HRTF dataset for a listener is the individualisation of HRTFs. In this process, anthropometric
measures of the listener are considered to adapt an HRTF model or a generic HRTF dataset
accordingly. Personalised HRTFs allow for an undistorted perception and good localisation of
virtual sources [Zotkin et al., 2004]. Genuit patented a method to derive a physical transfer
function model from 34 anthropometric measures of a human test subject’s head, shoulders
and pinnae [Genuit, 1987]. The influence of each body part is modelled by tuning filters,
resonators, adders and time-delay elements accordingly. Based on Genuit’s work, Sottek and
Genuit describe a physical model adaptable to individual variations in the HRTFs by subdividing
the body into very simplistic geometric models [Sottek and Genuit, 1999]. The models for head,
shoulders, pinnae and cavum conchae are adjustable in height, width and position according
to the corresponding anthropometric measures of the test subject to be modelled. A similar
approach was taken by Algazi and others, who propose the use of anthropometric measures to
derive composition rules to combine models of the contribution of the head, torso and pinnae
to a complete HRTF model [Algazi et al., 2001a]. Kim and others present a time-domain based
modelling approach [Kim et al., 2007a]. The authors state that their model would be suitable
also for parametric individualisation. Satarzadeh and others show how the HRTF for isolated
pinnae, called pinna-related transfer function (PRTF), can be modelled and parametrised using
pinna measures of a human test subject [Satarzadeh et al., 2007]. The authors point out,
however, that the suggested method is not applicable to every pinna in general, and that further
research is necessary to be able to derive a complete model from anthropometric measures.

As stated by Møller and others, improved localisation performance can be attained by choos-
ing the best match from a set of measured HRTFs [Møller et al., 1999]. As shown by Zotkin
and others, the process of choosing a match can be automatised by evaluating an image of the
listener’s pinna [Zotkin et al., 2003]. From the image, anthropometric measures are estimated
and the best-matching HRTF is chosen from a dataset based on these measures. The authors
further explain how a generic HRTF can be individualised by combining the measured HRTF
with a personalised head-and-torso model. The head-and-torso model can be adjusted using
three body measurements: the torso radius, the head radius and the neck length. The authors
suggest the use of such a head-and-torso model in research and software development for im-
proved localisation and subjective quality. The personalisation however occasionally results in
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a deterioration of the performance, which indicates that the proper choice of a matching HRTF
from a dataset is still an ongoing research problem [Satarzadeh et al., 2007].

3.3.3 Reflections and reverberation

Individualisation of HRTFs improves the localisation performance and ensures an undistorted
perception of a virtual source, but may still lead to IHL. One potential defect lies in the nature
of HRTFs. HRTFs capture the filtering behaviour introduced by the listener to a sound field.
The influence of the environment and/or room is not included in them, as they are anechoic by
definition. When sound propagates in a real acoustic environment, it is affected by surfaces and
objects in a similar way it is affected by the presence of a listener (see section 2.3.3). Zotkin and
others state that processing a monaural anechoic sound with anechoic HRTFs results in a virtual
source that may appear inside or very close to the listener’s head [Zotkin et al., 2004]. It is known
that reverberation added to a virtual sound may improve the perceived externalisation [Begault,
1992,Zölzer et al., 2002,Shinn-Cunningham et al., 2005].

This however implies a considerable increase in terms of the complexity and the computing
resources required for rendering virtual audio. To include the room influence in the creation of
virtual sounds, the virtual room and all acoustically relevant surfaces and their influence on the
simulated sound field of the virtual source have to be modelled. The model is used to predict the
direction, amplitude and spectral shape of reflections reaching the listener’s ears. Two common
methods two simulate the sound field in a virtual room are ray tracing and mirror imaging,
a brief introduction to which is given for example by Blauert [Blauert, 1996], Savioja [Savioja
et al., 1999] or Rocchesso [Rocchesso, 2002]. This yields the simulated impulse responses of the
virtual room, for sound travelling from the virtual source to the ears of the listener.

The second step in adding environmental cues to the virtual sound is to filter each reflection
with an appropriate HRTF, to correctly reproduce its direction of arrival to the listener. By
processing the virtual indirect sound field in this way a “spatial reverberation” [Begault, 1992] is
obtained. The result is a pair of impulse responses (one for each ear), the binaural room impulse
response (BRIR). It comprising the influence of the room as well as the filtering behaviour of
the listener. The BRIR can be applied to a virtual input signal the same way as an anechoic
HRIR: convolution encodes the spatial cues contained in the impulse response into the input
signal. The fact that the influence of a virtual room is contained in the BRIR, however, puts
some limitations as to its applicability. The BRIR obtained in the described way is only valid
for a certain position of both source and listener in the modelled room. Sophisticated binaural
room simulations also take factors like source directivity into account [Blauert, 1996]. Thus, a
comprehensive set of measured BRIRs is not feasible, although measurements have been made
for partially static scenarios, for example static listener orientation with variable source and
listener positions [Shinn-Cunningham et al., 2005], static source and listener positions with
variable head orientation [Lindau et al., 2008], and static listener position and orientation with
variable source positions [Rychtáriková et al., 2009]. Therefore, to allow for more flexibility,
binaural synthesis has to rely on a modelling approach to obtain a comprehensive set of BRIRs.

3.3.4 Head movements

Motional cues are an essential part of the real world listening experience. They occur when
the direction of a sound source changes with respect to the orientation of the head of a listener
(cf. section 2.3.6). In normal headphone reproduction, no motional cues are present. The
directions of virtual sources relative to the orientation of the head remain fixed. If the listener
turns the head, the virtual scene rotates accordingly. Zotkin and others argue that this prevents
externalisation: A virtual source immune to head movements is instinctively placed at the origin
of the moving coordinate system, i.e. inside the head [Zotkin et al., 2004].
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By accounting for head movements and thus creating motional cues, in combination with
correct ITDs and reverberation, Zotkin and others report “very good externalisation” of sound
rendered through headphones. Also Rocchesso states that these dynamic cues improve externali-
sation in binaural synthesis via headphones [Rocchesso, 2002]. Furthermore, similar to real world
listening, head movements improve the localisation performance in binaural synthesis [Minnaar
et al., 2001] and resolve the problem of front–back reversals.

For a headphone-based AAR system to respond to head movements and create dynamic
cues, the position and orientation of the user’s head has to be tracked. The dynamic cues are
generated by updating the virtual scene and audio according to the head tracking data.

3.3.5 Visual and other cues

Auditory perception is to some extent multisensory. The perception of an acoustic entity can
be influenced by nonauditory cues stemming for instance from the sense of vision.

In binaural synthesis, the absence of such visual cues makes the perception of a virtual sound
source in front of the listener difficult [Wenzel et al., 1993]. The human brain generally assumes
an invisible source to be in the back or places it inside the head. Conflicting cues are likely to be
resolved in favour of the visual domain, which is related to the phenomenon of “visual capture”,
discussed in section 2.3.7. Consider a virtual sound source rendered at a certain position in
space. If visual cues are present indicating a different position of the source, the sound is likely
perceived to be emanating from that position rather than the position indicated by the auditory
cues.

If coherent with auditory cues, visual cues offer a way to enhance and reinforce auditory
perception. In fact the visual capture can be used to create a more realistic perception of a
virtual auditory space [Yost, 1993]. Moore and others point out that visual cues could facilitate
the creation of externalised virtual sound sources even if deficient auditory cues were used [Moore
et al., 2007]. Zotkin and others created externalised virtual sources by providing the listeners
of their experiment with a visual point of reference in the form of a small physical cube [Zotkin
et al., 2004]. The sound source was rendered at the position of this cube, and listeners were
successfully made to believe that the sound was emanating from the cube. The authors however
did not report whether the illusion of the externalised source could still be achieved in absence
of this physical object.

3.4 Equalisation
By enhancing binaural signals with the features discussed above, externalisation can be achieved
or improved. This however implies that the generated signals and all encoded cues reach the ear
canals as unaltered as possible. Ideally, the ear input signals are equal to the binaural signals
generated in the binaural synthesis. Auralisation in AAR heavily depends on precise control
of the ear input signals. When playing back binaural signals, the influence of the reproduction
chain on the ear input signals has to be eliminated. This requires a flat frequency response of the
transducers and the playback device. A flat frequency response of the reproduction chain can be
ensured by applying a correction filter to the binaural signals, thus inverting the transmission
paths of the binaural signals to the ear entrances. Zahorik and others show the importance of
accurate compensation for the impulse responses of headphones in binaural synthesis [Zahorik
et al., 1995]. By using an appropriate equalisation filter, the authors were able to create vir-
tual sound sources that are indistinguishable from real sound sources. Shortening the impulse
response of the equalisation filter through windowing resulted in a deterioration of the perfor-
mance, and increased discriminability of the virtual sources from the real sources. Kim and
Choi point out, that the equalisation filter response varies among individuals [Kim and Choi,
2005]. Therefore, to achieve externalisation of virtual sound sources, individual equalisation
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filters should be applied to the binaural signals. It should be pointed out that obtaining the in-
dividual transmission paths of binaural signals to the ear drums is a difficult process [Griesinger,
1990]. To measure the pressure at the ear drum, a probe microphone has to be inserted into the
ear canals, a task that should preferably be assigned to an otologist.

A technique proposed by Hiipakka and others overcomes these problems by estimating the
pressure at the ear drum from a measurement at the canal entrance [Hiipakka et al., 2009].
The authors use a pressure–velocity probe to measure the sound pressure and volume velocity
at the canal entrance. By combining the two measurements, the pressure at the eardrum and
the transmission path to the ear drum is computed. From the transmission path, individual
equalisation filters can be derived. They ensure unaltered perception of binaural signals and
thus improve the performance of the binaural synthesis.

3.5 Mixing
After carefully designing and synthesising the binaural signals and the reproduction system, the
virtual sounds have to be overlaid onto the real acoustic environment. The perception of both
real and virtual environment results in AAR. Therefore, ear input signals have to be generated
that contain both virtual and real world sounds. The sections above focus on ways to achieve
and preserve correct localisation cues in binaural signals when delivered to the ear entrances.
In AAR, however, unaltered perception of the real world is as important as the perception
of the virtual world. This means that the impact of the AAR system on the perception of
the real world has to be eliminated. The transducer system used to reproduce virtual sounds
should thus be acoustically transparent. If loudspeakers or bone-conducting devices are used
for reproduction, the ear canals of the listener remain unobstructed. This guarantees unaltered
auditory perception of the real world. In the case of headphones usage, the ear canals of the
listener are blocked. Sounds from outside reaching the ear entrances are affected by the presence
of the headphones. In this work, a special headset is used, the KAMARA headset. It is designed
to minimise the influence of the transducer system on the perception of the real world whilst
retaining precise control over the ear input signals (cf. section 4.1.1).

If the localisation cues of both the real world sounds and the virtual sounds are preserved,
overlaying the virtual sounds onto the real acoustic environment is achieved by simply adding
or mixing the real and virtual signals. The listener, presented with a mix of unaltered real
world sounds and binaurally synthesised virtual sounds, perceives the virtual sound sources as
embedded into the real acoustic environment. The virtual sources thus appear to be emanating
from defined locations in the real world environment, which is the basis of AAR.
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Chapter 4

Experimental setup

4.1 Hardware and software platform

4.1.1 KAMARA headset

When using a headset as the transducer system for AAR, acoustical transparency of the headset
has to be ensured. This can be achieved by capturing the real-world sounds at the ears and
playing them back through the earphones. Mixing these captured real-world sounds with virtual
sounds is the basic working principle of “mic-through augmented reality” [Lindeman et al., 2008],
which refers to the fact that the real world is perceived through microphones.

The KAMARA headset, introduced by Härmä and others [Härmä et al., 2004], is an im-
plementation of mic-through augmented reality (see fig. 4.1). It is used in this work as the
acoustical transducers for AAR. The KAMARA headset consists of a pair of insert-earphones
with integrated miniature microphones. Sounds captured by the microphones can be played
back directly to the earphones plugged into the user’s ear canals. The usage of insert-earphones
provides the advantage of leaving the pinnae of the listener uncovered. Capturing the real-world
sound close to the ear entrance preserves the filtering behaviour of the pinnae. Pinna cues are
important for the localisation of real-world sounds. Inserting the earphones into the ear canal
minimises effects of the transmission paths from the earphone to the ear drum. This simplifies
the task of equalisation, as the equalisation filters do not have to account for pinna reflections.

Equalisation of the KAMARA headset

As the perception of the real world environment through the KAMARA headset is slightly
altered, Härmä and others define it as a “pseudo-acoustic environment”. It is augmented by
overlaying virtual sounds onto the pseudo-acoustic environment in an “augmentation mixer”.
The problem of colouration of the pseudo-acoustic environment by the reproduction chain can
be addressed by integrating appropriate equalisation filters into the augmentation mixer. The
equalisation filters used in this work are described by Riikonen and others [Riikonen et al., 2008].

Mixing pseudo-acoustic environment and virtual sounds

The augmentation mixer mixes real (i.e. pseudo-acoustic) sounds recorded with the microphones
and virtual sounds stemming from an external input source. This external source consists for
instance of a computer generating the virtual audio content to be overlaid onto the pseudo-
acoustic environment. The mixing is achieved by applying appropriate gains and summing the
signals. To analyse the performance of the augmentation process, Härmä and others performed
an adapted version of a Turing test [Härmä et al., 2003]: The test determined whether listeners
were able to distinguish between sounds from the pseudo-acoustic and the virtual environment.
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Figure 4.1: KAMARA headset. Microphones embedded into the headset record audio signals close to
the ear canal entrances. Through the microphones a “pseudo-acoustic environment” is perceived [Härmä
et al., 2003].

The authors report that test subjects could correctly distinguish pseudo-acoustic and virtual
sound in 68 percent of the test cases. For speech signals the rate was even lower, approaching
chance level. This indicates that carefully designed virtual content integrated into a pseudo-
acoustic environment makes virtual sources nearly indistinguishable from real ones.

4.1.2 SHAKE head tracking device

To track the head of the listener, the SHAKE device is used [Williamson et al., 2007]. The
SHAKE is equipped with triple axis accelerometers, gyroscopes and magnetometers. From the
sensor values, the 3-D orientation of the device is determined. Small size, Bluetooth connectivity
and an internal battery make the device portable and thus suitable for AAR applications. The
SHAKE is an inertial sensor, thus no external references, except earth’s gravity and polarity,
are necessary for tracking [IEEE, 2001]. The sensors of the SHAKE device are positioned such
as to provide sensor data in all three dimensions of space relative to the axes of the device (see
figure 4.2).

The gyroscopes measure rotation about, the accelerometers acceleration and the magne-
tometers magnetic force along each axis. Besides the raw sensor data, the SHAKE SK6 used in
this work provides a heading angle calculated internally. The heading angle, which resembles
a compass heading derived mainly from the magnetometer values, proved to be too noisy and
unreliable in the proximity of metallic devices for tracking the head orientation. Therefore, a C
library was written for Pure Data (Pd) that calculates the 3-D orientation from the raw sensor
values.

Calculating the 3-D orientation of the SHAKE device

The SHAKE orientation is given as the orientation of each axis in a global Cartesian coordinate
system. The orientation of the global coordinate system is defined as the orientation of the
SHAKE device during initialisation (i.e. before any motion), with the z-axis parallel to the
(estimated) gravity vector and the x-axis pointing forward. The orientation of the device at any
time is given relative to this initial orientation. It can be described by a 3x3 orientation matrix
A consisting of the vectors representing the SHAKE axes

A =

 x1 y1 z1
x2 y2 z2
x3 y3 z3

 , (4.1)

with xi, yi and zi indicating the i-th element of the axes x, y and z (cf. fig. 4.2). During
initialisation, the orientation matrix is reset to the identity matrix. From the gyroscope data,
the relative rotation of the device about each axis can be derived at each sampling instant.
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Figure 4.2: SHAKE device. Gyroscopes, accelerometers and magnetometers measure rotation (i.e.
pitch, roll and yaw) about, and acceleration and magnetic force along the three axes, x, y and z, of the
device.

Multiplying the rotation g measured about one axis with the sampling period T of the gyroscope
yields an estimate for the rotation angle α about this axis. As an example, a rotation about the
x-axis of the SHAKE device is calculated (k is the current sampling instant)

αx[k] = Tx · gx[k]. (4.2)

Once the rotation is determined, the orientation matrix A[k] is updated accordingly. Fol-
lowing the above example, the SHAKE axes have to be rotated about the x-axis of the SHAKE
by the angle αx. In matrix notation, this is given by

A[k] = Qx ·A[k − 1], (4.3)

where Qx is the rotation matrix describing the desired rotation of A about the x-axis. The
rotation matrix Qx is calculated by deriving the quaternions describing the rotation [Kuipers,
2002]. Given a (normalised) rotation axis

r =

 a
b
c

 (4.4)

and a rotation angle α about this axis, the quaternions are calculated as

q0 = cos(α/2)
q1 = a · sin(α/2)
q2 = b · sin(α/2)
q3 = c · sin(α/2).

(4.5)

From these quaternions the rotation matrix Q is derived as

Q =

 1− 2 · (q2
2 + q2

3) 2 · (q1q2 − q0q3) 2 · (q1q3 + q0q2)
2 · (q2q1 + q0q3) 1− 2 · (q2

1 + q2
3) 2 · (q2q3 − q0q1)

2 · (q3q1 − q0q2) 2 · (q3q2 + q0q1) 1− 2 · (q2
1 + q2

2)

 . (4.6)

The orientation of the SHAKE is updated at every sampling instant of the gyroscopes by deriving
the rotation matrix Q for each axis and multiplying it with the orientation matrix A. This
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provides a quite accurate way to track relative head motion. Integrating the noisy sensor values
to estimate the absolute orientation, however, inevitably leads to an orientation drift. The
earth’s polarity and gravity are used as external references to compensate for the drift and
continuously recalibrate the calculated orientation. To remove sensor bias, a moving average is
subtracted from the raw gyroscope and accelerometer values.

4.1.3 Pure Data programming environment

Pure Data (Pd) is a graphical programming environment [Puckette, 1996]. It serves as the main
data and control interface in the experimental implementation. Internal functions of Pd are used
in combination with external libraries written in C/C++ by members of the Pd community and
myself to perform the following tasks:

• audio in-/output,

• communication with and data acquisition from the SHAKE device and

• audio and data processing and logging.

The main reasons for the choice of Pd in this work lie in the possibility to perform real-time
signal processing with relatively little software overhead, and the large pool of easily accessible
communication ports and protocols. Direct control over the audio hardware of the computer
running Pd allows real-time audio input to and output from the system via the computer’s audio
I/O. This minimises the processing delay. Communication with the SHAKE device is achieved
by establishing a Bluetooth connection to a virtual comport. The data retrieved over the serial
port connection is processed in the C external described in the previous section to obtain the 3-D
orientation of the SHAKE device, which controls the audio processing. Data logging facilitates
debugging and analysis of the system.

4.2 Implementation

4.2.1 Introduction to the KAMARA 2009 project

The present work is part of the KAMARA (killer applications for mobile augmented reality
audio) 2009 project, a cooperation between the Nokia Research Center Helsinki, the Laboratory
of Acoustics and Audio Signal Processing and the Department of Media Technology of the
Helsinki University of Technology. The goal of the project is to study various aspects and issues
concerning the usage of the KAMARA headset in a telecommunication scenario. The study is
subdivided into two tasks. Task I concentrates on the analysis of the binaural audio recorded by
a KAMARA user. Task II, i.e. the present work, deals with the problems involved in presenting
this binaural audio to a another KAMARA user over a telecommunication system. A usage
scenario is presented to demonstrate the results of both tasks.

4.2.2 Usage scenario

The usage scenario assumes one-way telecommunication between a remote and the local end.
Data and audio from the remote end are transmitted to the local end via VoIP or similar
technology. A KAMARA headset user on the remote end (hereafter referred to as the “remote
user”) participates in a meeting with multiple participants, all located in the same room as the
user (the “remote room”). The microphones of the KAMARA headset record the audio of the
meeting. The head orientation of the remote user is tracked with the SHAKE device. Task I
focusses on the analysis of this remote end audio. Part of this analysis is to determine which
talker is speaking when, and from which direction.
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At the local end, a KAMARA user (the “local user”) is presented with the audio recorded at
the remote end of the simulated teleconference. The present work is concerned with task II of the
KAMARA 2009 project. The playback of the binaural recording from the remote end to the local
KAMARA user is studied. The goal is to determine the audio processing necessary to enhance
listening comfort and speech intelligibility. For this the information gathered in task I about the
remote end talker turns and directions is necessary. The demonstration implementation merges
the results of tasks I and II.

In the described telecommunication scenario, multiple remote talkers are presented to the
local user over a VoIP connection. This gives rise to the “cocktail party problem”, described in
section 2.3.8: The listener has to segregate various talkers and sound sources to be able to follow
the conversation. Spatial cues play an important role in this segregation task. By capturing the
sound at the remote end with the KAMARA headset, and playing it back to the local listener
with a similar headset, these cues are preserved. The local user is thus able to segregate various
remote talkers and sound sources based on the spatial cues contained in the binaural VoIP audio.

Ideally, both the remote and the local user keep their heads still during the conversation.
In this case the perceived direction of each source at the local end corresponds to the actual
direction with respect to the remote user. The local user can rely on spatial cues to map
sounds to sources and hence segregate them. If the remote user rotates the head, however,
the relative direction and therefore the interaural cues of each source change accordingly. As a
result, whenever the remote user rotates the head, the remote sources are perceived at the local
end as changing their positions. Moving sources might deteriorate both the listening comfort
and the speaker segregation at the local end, due to the lack of reliable interaural cues. One
aim of this work is therefore to preserve these cues and the benefits of using binaural audio in
telecommunication. This “de-panning” process is described in section 4.2.3.

Whilst head rotation at the remote end creates the illusion of moving sources, head rotation
at the local end is perceived as each source having a fixed direction relative to the local user.
Thus, if the local user changes the head orientation, the audio scene rotates accordingly. In
a telecommunication scenario, however, it might be desirable to register the sound with the
environment of the user, as in AR. This allows the user for example to turn the head to look at
a remote talker, which is a natural behaviour in face-to-face communication. The second aim of
this work is therefore to register sounds from binaural VoIP with the environment of the local
user. This “panning” process is described in section 4.2.4.

As an additional feature, the local user could be given the possibility to define the perceived
position of the remote sound sources. A very simple approach to position virtual sound sources
using finger snaps or claps is presented in section 4.2.6.

4.2.3 De-panning of binaural audio

Head movements during a binaural recording via the KAMARA headset alter the interaural cues
of the recorded sound source. When listening to the recording, the source appears to be rotating
around the listener. “De-panning” is the process of compensating for the head movement. The
resulting de-panned recording contains interaural cues resembling a recording scenario without
head movement. A nonmoving source will thus be perceived as being nonmoving even in the
presence of head movement during the recording (cf. fig. 4.6b). In the previously described usage
scenario, this implies that remote participants of a teleconference, recorded via a KAMARA
headset worn by one of the participants, will always be perceived by the local participant at
their position relative to the remote participant, irrespective of the head orientation.

Two measures need to be known for the de-panning process: The head orientation of the
remote user and the position of the sources. In the demonstration implementation, the head
orientation is tracked with the SHAKE device. If the position of the sound sources is not fixed
or known, it can be determined from the recorded audio. Speaker direction estimation is covered
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Figure 4.3: ITD correction. An angle-dependent delay (TDcorrection) is applied to both channels to
obtain the desired ITD. The graph above shows the delay values to compensate the ITD of a binaural
recording for head orientation angles from −180◦ to 180◦. The ITD resulting from delaying both channels
is given in the graph below. It follows approximately the “sine law” (dashed line, cf. eq. 3.1).

in task I of the Kamara2009 project, and is not part of this work.
The aim of the de-panning process is to remove the alterations of the interaural cues intro-

duced by head movement. These alterations occur both in the time domain and in the spectral
domain. The following sections propose methods to remove or minimise these alterations. Lim-
itations of the proposed methods are discussed in section 4.3.

ITD correction

The most important alteration of interaural cues caused by head movement during a binaural
recording is a change in the time of arrival of the signal at both ears. This results in an altered
ITD. If, for simplicity, the ITD is assumed to be frequency-independent (see Wightman and
Kistler [Wightman and Kistler, 1997]), it can be represented by a simple delay of the signal at
one ear with respect to the other. The head movement affects this delay. Thus, by delaying
the binaural signals appropriately in the de-panning process, this alteration of the ITD can be
removed

ITDdesired = ITDcurrent + ITDcorrection, (4.7)

where ITDdesired is the ITD of the sound source without head movement, ITDcurrent is the
ITD after the head movement and ITDcorrection is a correction delay to compensate for the
head movement. The correction delay results from applying an appropriate delay TDcorrection
to each channel

ITDcorrection = TDcorrection,left − TDcorrection,right. (4.8)
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The resulting azimuth-dependent ITDcorrection is shown in fig. 4.3, below. The calculation of
the right channel delay is given as

TDcurrent = TD(αsource − αheading)
TDdesired = TD(αsource)

TDcorrection = TDdesired − TDcurrent + TD

(
π

2

)
, (4.9)

where αsource is the source azimuth angle and αheading is the azimuth angle of the head orienta-
tion. The calculation of the left channel delay is analogous, with angles multiplied by −1. The
last term in eq. 4.9 is a constant positive offset to ensure TDcorrection > 0, such that only positive
delays are applied to each channel. TD(α) is the frequency-independent delay as a function of
the angle of incidence [Rocchesso, 2002]:

TD(α) =


fs
ω0
· [1− cos(α)] if |α| < π

2 ,

fs
ω0
·
[
|α| − π

2 + 1
]

else.
(4.10)

with

ω0 = c

r
, (4.11)

where r denotes the head radius (i.e. half the distance between the two ear entrances) and c
the speed of sound. By delaying each signal with an appropriate TDcorrection, depending on the
head azimuth, the influence of head rotation on the ITD can be eliminated. Fig. 4.3 shows the
TDcorrection values dependent on the head azimuth.

ILD correction

Head rotation affects the effect of head shadowing on the ear input signals and thus changes
the ILD. To minimise this alteration, an approach analogous to the previously described ITD
correction is taken

ILDdesired[dB] = ILDcurrent[dB] + ILDcorrection[dB], (4.12)

where ILDdesired is the ILD of the sound source without head movement, ILDcurrent is the
ILD after the head movement and ILDcorrection is a gain factor to compensate for the head
movement. The correction gain factor results from applying an appropriate gain LDcorrection to
each channel

ILDcorrection[dB] = LDcorrection,left[dB]− LDcorrection,right[dB]. (4.13)

The calculation of the right channel gain factor is given by

LDcurrent = LD(αsource − αheading)
LDdesired = LD(αsource)
LDcorrection[dB] = LDdesired[dB]− LDcurrent[dB], (4.14)

with αsource and αheading denoting the source and head azimuth angle respectively. The calcula-
tion of the left channel gain factor is analogous, with angles multiplied by −1. The calculation
of the LD factors is based on a simple 1-pole/1-zero head shadow model proposed by Roc-
chesso [Rocchesso, 2002]

Hhs(z, α) = (ω0 + ρ(α) · fs) + (ω0 − ρ(α) · fs)z−1

(ω0 + fs) + (ω0 − fs)z−1 , (4.15)

35



10
2

10
3

10
4

−20

−10

0

10
Le

ft
 [

d
B

]

 

 

10
2

10
3

10
4

−20

−10

0

10

R
ig

h
t 

[d
B

]

10
2

10
3

10
4

−20

−10

0

10

20

Frequency [Hz]

IL
D

 [
d

B
]

90°

60°

30°

0°

−30°

−60°

−90°

Figure 4.4: ILD correction. The zero-pole-gain filter responses are shown for a head orientation from
−90◦ to 90◦, for left and right channel. The bottom graph displays the resulting ILD correction. The
strongest ILD correction is reached for an azimuth of ±60◦.

where Hhs is the transfer function modelling the head shadowing effect. It basically describes a
shelving filter with a gain ρ at the Nyquist limit dependent on the azimuth α; ω0 is defined in
eq. 4.11, fs denotes the sampling rate, and ρ is given by

ρ(α) = 1.05 + 0.95 cos(6
5α). (4.16)

LD is defined as the gain of the shelving filter at the Nyquist limit

LD(α) = ρ(α). (4.17)

The transfer function has an azimuth-dependent zero qhs and a fixed pole phs

phs =
1− ω0

fs

1 + ω0
fs

. (4.18)

From this head shadow model, a simple zero-pole-gain shelving filter is derived to achieve the
gain correction LDcorrection, by filtering both channels with the following transfer function

HLD(z, α) = k · 1− q(α)z−1

1− pz−1 , (4.19)

where k is the filter gain, p is the pole and q is the zero of the filter. The pole of the filter is
fixed (as defined in eq. 4.18)

p = phs. (4.20)
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Figure 4.5: Example of ITD and ILD correction. Head movement (dashed line) causes ITD and ILD
variation. The ITD is calculated as the maximum of the IACC. Around 12 s into the recording, the head
orientation approaches 60◦. Head shadowing lowers the signal-to-noise ratio of the direct path, causing
strong early reflections to distort the IACC. The ILD values are calculated below and above 1000 Hz.

The gain k and zero q of the filter are described by two criteria: At low frequencies, the impact
of head shadowing is negligible, therefore no gain correction is applied. The filter has a DC
gain of unity (cf. eq. 4.21). At high frequencies, the impact of the head rotation on the head
shadowing effect and thus the ILD is minimised by applying the gain factor LDcorrection. The
gain at the Nyquist limit equals LDcorrection (cf. eq. 4.22).

HLD(z, α)|z=1 = k · 1− q(α)
1− p

!= 1 (4.21)

HLD(z, α)|z=−1 = k · 1 + q(α)
1 + p

!= LDcorrection(α). (4.22)

Solving eq. 4.21 and eq. 4.22 for q and k yields

q(α) = φ− 1
φ+ 1 (4.23)

for the filter zero q with
φ = LDcorrection(α)1 + p

1− p (4.24)

and
k = 1− p

1− q(α) (4.25)

for the filter gain k. By applying a zero-pole-gain filter HLD with appropriate parameters to
both channels, the impact of the head rotation on the ILD of the recorded binaural signals is
lowered. Fig. 4.4 shows the filter response of the zero-pole-gain filter HLD for various head
orientations.
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The effect of the de-panning algorithm applied to a binaural recording is shown in fig. 4.5.
The input signal is white noise, played back from a loudspeaker in a small office environment and
recorded with the KAMARA headset. During the recording, the head orientation changed from
about 60◦ to −60◦ and back. The head was tracked with the SHAKE device. The resulting ITD
change is converted to an angle offset θ of the recorded source with the following approximation
(after Raspaud and Evangelista [Raspaud and Evangelista, 2008])

θ = g−1(ω0 · ITD) (4.26)

with
g−1(x) = x

2 + x3

96 + x5

1280 , (4.27)

where θ is the azimuth offset, ω0 as defined in eq. 4.11, and ITD is the ITD value. The angle
offset calculated from this value is close to the head orientation given by the SHAKE head
tracking device (cf. fig. 4.5, dashed line). The offset is corrected by the de-panning algorithm
using the head orientation information from the SHAKE device.

The ILD change due to head shadowing is negligible for frequencies below 1000 Hz (cf. fig. 4.5,
middle graph). Above 1000 Hz, the de-panning algorithm compensates for the head shadowing
effect (cf. fig. 4.5, bottom graph). The measured ILD values are well below the theoretical
values, due to the reverberation in the small office environment (cf. section 4.2.5).

Other effects of head rotation

The impact of head rotation on a binaural recording is rather complex. Correcting ITD and ILD
only, despite being the dominant spatial cues, cannot account for all the alterations introduced
when the recording head is rotated. The simple head shadowing model described in eq. 4.15 is
a very rough approximation of the azimuth-dependent spectral shape of a binaural recording –
the HRTF. The model does not take into consideration pinna and shoulder reflections. These
manifest themselves as azimuth-dependent peaks and notches in the HRTF, which the brain of
a human listener is trained to recognise and map to the corresponding direction. De-panning
binaural audio by correcting only ITD and ILD thus inevitably leads to contradictory spatial
cues in the de-panned audio. It is shown by Wightman and Kistler, however, that listeners
determine the position of virtual sound sources mainly relying on the ITD cue, even in the
presence of conflicting other cues that indicate an opposite direction [Wightman and Kistler,
1997]. Therefore, correcting the ITD in the de-panning process yields the desired perceived
direction also for a contradictory other cues, such as the spectral shape.

Whilst the described dominance of the ITD is apparent in a static scenario, with fixed
recording head, continuous head rotation is rather problematic. When the head is rotated,
the spectral shape of the binaural recording changes continuously, introducing motional cues
(see section 2.3.6). In a static scenario, the peaks and notches caused by pinna and shoulder
reflections may not be perceptible, especially if the spectrum of the sound source is unknown.
Head movements, however, reveal them, as their position and shape changes according to a
particular pattern the auditory system is trained to recognise. Superimposing these motional
cues onto the de-panned ITD and ILD cues creates a rather unpleasant listening experience:
Whilst the static ITD and ILD cues indicate a static source, the motional cues reveal the head
rotation, indicating a moving source. This unnatural listening situation deteriorates the listening
comfort and the externalisation of the binaural recording and should be avoided when using the
current setup.

4.2.4 Panning of binaural audio

Once the head rotation at the remote end in the telecommunication scenario is compensated
for via the de-panning process, the binaural recording can be presented to the local participant
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via the KAMARA headset. The local participant perceives the remote participants of the
teleconference at fixed locations, independent of the head orientation of the remote user wearing
the recording headset. As described earlier, it might be desirable to register the binaural sounds
with the environment of the local participant, to allow the user for instance to turn towards
the remote speakers. This “panning” process is analogous to the de-panning process described
in the previous section. The head of the local participant has to be tracked and the interaural
cues of the binaural recording need to be adjusted according to the desired perceived direction
of the sound source (cf. fig. 4.6c). Again, this is achieved by tuning ITD and ILD.

In fact the de-panning and the panning process can be merged. Instead of de-panning the
recording to the original position (to compensate for head rotation of the remote user) and then
panning it to desired position (given by the head orientation of the local user), the recording
can directly be panned to the desired position, by combining the head orientations of the remote
and the local user

αdesired = αcurrent − αremote + αlocal, (4.28)

where αdesired is the desired azimuth of the recorded source at the local end, αcurrent is the
perceived azimuth after rotation of the recording head, αremote is the azimuth of the recording
head and αlocal is the azimuth of the head of the local user.

Merging de-panning and panning to a single process provides the advantage of eliminating
redundant calculations and reducing the computational complexity. Low latency is vital in
an interactive telecommunication scenario. Processing the binaural audio in a single step has
another major benefit: In a communication scenario it is natural for participants to turn towards
the speaker. Therefore, the head orientations of both the remote and the local user are assumed
to be similar, if the speaker is registered with the local user’s environment. In this case, little or
no processing is applied to the binaural recording (cf. fig. 4.6d), as the actual source position,
relative to the remote user, and the desired source position, defined by the head orientation of
the local user, are similar or identical. Without processing of the binaural recording the spatial
cues including the HRTF are left unaltered. This minimises the negative effect of the processing
on the listening comfort and the externalisation of the binaural recording.

4.2.5 Implementation in Pure Data

The audio processing is implemented in the programming environment [Puckette, 1996]. A
computer running Pure Data (Pd) is fed with the binaural KAMARA recording and the head
tracking information of the remote and the local KAMARA user. If a sound source is recorded
at the remote end, its azimuth is transmitted to the local end. From this angle and the head
orientations of the remote and local user the control signals for the algorithms are calculated.

The various processing blocks are depicted in fig. 4.7. The zero-pole-gain shelving filter,
defined by eq. 4.19, is applied to correct the ILD of the recorded source and pan it to the desired
position. A wetness factor σ is used to control the amount of correction

y = σxf + (1− σ)x, (4.29)

where x is the input signal (i.e. one channel of the binaural recording), xf is the input signal
filtered with the zero-pole-gain filter and y is the output signal of the filter block. The wetness
factor σ is chosen dependent on the room reverberation. In a reverberant space, the actual ILD
differs from the theoretical ILD given by eq. 4.15. Reflections from various directions balance
out the energy reaching both ears, and thus lower the ILD. The wetness factor accounts for this,
by lowering the effect of the zero-pole-gain filter.

Next, the ITD is corrected by delaying both channels appropriately. This is achieved using
Pure Data’s vd∼ object, which implements a delay line with 4-point interpolation, allowing for
fractional delays.
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Panning No processing
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Recorded source Virtual source

Figure 4.6: De-panning and panning. (a) The source recorded at the remote end is perceived at the
local end as a virtual source at the same direction. (b) De-panning is applied to compensate for head
movements of the remote user. (c) Panning compensates for head movements of the local user, to register
the virtual sources with the environment. (d) No processing is necessary if the head orientation of both
users is the same, e.g. if both are facing the source.

The mixing stage

After the ITD correction, a crossover filter consisting of two second-order high- and lowpass
butterworth filters is applied to both channels. The signal is split into a high and a low frequency
channel with a crossover frequency of 1000 Hz. The signal from the ear which is closer to the
recorded source (the ipsilateral ear) is mixed into the signal of the other (contralateral) ear. The
amount of mixing depends on the desired source direction. It increases if the source is panned to
the front of the user. The underlying assumption is that the interaural differences vanish when
the user turns towards the source. Mixing the high-frequency channels lowers the interaural
differences above the crossover frequency.

The low frequency channel is left unaltered, as the head shadowing has little effect on it. This
preserves the decorrelation of the left and right channel, which is an important factor for the
externalisation of binaural sound [Rocchesso, 2002]. After mixing, the high and low frequency
channels are combined to a single channel again, to yield left and right output signals.

The swapping stage

The last block determines how the recording channels on the remote end are mapped to the
playback channels on the local end:

• Direct mapping: the left output channel of the crossover filter is played back to the left
ear of the local user, the right channel is played back to the right ear.

• Swapped mapping: the playback channels are swapped, hence the left channel is played
back to the right ear, and the right channel is played back to the left ear.

Direct mapping is applied if the ipsilateral ear is the same during recording and playback, i.e.
the source is recorded to the same side as it is desired to be perceived. Swapped mapping is
applied if the ipsilateral ear changes from recording to playback, i.e. the source is recorded to
the opposite side as it is desired to be perceived. As Gardner and Martin state, HRTFs are
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Figure 4.7: Processing of binaural audio. The binaural input from a remote KAMARA user is processed
to compensate for head movements and registered with the environment of the local user.

symmetric, assuming a symmetric head [Gardner and Martin, 1995]. The response measured at
the left ear at azimuth α is the same as at the right ear at azimuth −α. This implies that also
the ear input signals are identical in this case. Thus, if a source is recorded at azimuth α but
desired to be perceived at azimuth −α, instead of panning the source from α to −α, swapped
mapping is applied and no panning is necessary. If the desired azimuth is −α+ ε, after swapped
mapping is applied, only the offset ε has to be compensated for through panning. This avoids the
need to convert the contralateral ear in a recording to the ipsilateral ear in the playback, which
would require reversing the head shadowing effect to restore the damped high frequency content
in the recorded signal, a problematic issue especially in situations with low signal-to-noise ratio.

4.2.6 Virtual sound source positioning using finger snaps

Binaural signals result from the filtering behaviour imposed by the head, shoulders, torso and
the room on a sound sample. A binaural room impulse response (BRIR) is the time-domain
representation of this filtering behaviour. It is the impulse response measured at the ear en-
trances of a listener or dummy head for a certain source position inside the room. Convolving a
monaural sound sample with this BRIR yields the same binaural signals as though the sample
was played back from the source position used in the impulse response measurement. When
listening to the resulting binaural signals, the virtual sound is perceived as emanating from this
position in the recorded room.

Applying the BRIR to a monaural speech sample results in the perception of the speaker
being spatialised, as in a binaural recording. a straightforward way to obtain a BRIR is to
record an impulse with the KAMARA headset inside the room. By using a finger snap or clap
as the excitation signal, a BRIR can be obtained on the fly. Though the BRIR is coloured with
the spectrum of the snap or clap, it contains the filtering behaviour of the KAMARA user’s own
head and pinnae and listening space. This might increase the perceived realism of virtual speech
sources, as their spatial attributes match the actual surroundings of the listener, as well as the
listener’s own HRTF. An overview of the system is shown in fig. 4.8; a detailed description can
be found elsewhere [Gamper and Lokki, 2009].

The position of the snap or clap determines the perceived position of the virtual source.
Thus, participants of a teleconference can be positioned around a KAMARA user by simply
clapping or snapping at the desired positions. This could be used as an alternative to or in
combination with the binaural recording of a remote meeting with the KAMARA headset. A
problem not addressed so far in this work is the perception of the remote KAMARA user’s own
voice. As it contains little or no interaural cues, being recorded at the centre of the KAMARA

41



Input signal

(monaural)

convolution

Finger snap 

detection

Extract

BRIR

ARA 

input

Binaural 

output

Virtual sound, 

talker etc.

convolution
Extract

BRIR

Figure 4.8: Instant BRIR acquisition. If a finger snap is detected in the signal of the remote KAMARA
user, a BRIR is extracted from each microphone channel and convolved with the input signal, i.e. a
monaural speech signal of a virtual remote teleconference participant. Convolving each speaker with a
separate snap, the participants can be spatially separated [Gamper and Lokki, 2009].

microphones, it may suffer from poor externalisation and IHL. This problem could be tackled
by applying a BRIR, obtained on the fly at the local end.

4.3 Limitations
Certain criteria have to be met for the proposed algorithms to be applicable. The de-panning
and panning algorithm presented above does not support multiple simultaneous sources. The
algorithm is designed to pan only one source at a time. In the case of a telecommunication
scenario, the algorithm fails if the speakers do not talk in turns. This poses some limitations on
the usability of the system under certain circumstances.

A problem related to a situation with multiple simultaneous talkers are strong room reflec-
tions in a reverberant space. Each reflection reaches the ears and thus the recording microphones
as a delayed version of the original signal filtered with the transfer function of the reflection path
and an HRTF, before being recorded. As the algorithms are designed to compensate sound from
just one source direction, the directions of these reflections are not taken into account in the
processing of the binaural recording. Head rotation affects these reflections, as their direction
relative to the head orientation changes and they are filtered with different HRTFs depending on
the head orientation. This introduces additional motional cues to the binaural recording. These
cues may be contradictive to the adjusted ITD and ILD cues, and thus deteriorate performance.

The performance of the algorithm heavily relies also on accurate head tracking and deter-
mination of speaker positions. Errors or noise in either of the measurements deteriorate the
performance and listening comfort. The update rate of the head tracking device puts limits to
the responsiveness of the system. In case of fast head movements, the audio scene lags behind.
The algorithms currently only compensate for head movement in the horizontal plane. The ele-
vation of both the local and the remote user’s head is neglected. The system does not account
for sources placed above or below the horizontal plane, or for a recording head being bent up or
down.

A common problem with binaural audio is IHL. Generating externalised virtual sound sources
is difficult, especially in absence of visual cues. Several factors in the presented implementation
have a negative impact on the externalisation. First of all, HRTFs are highly individual. Thus,
binaural audio recorded on one listener and played back to another deteriorates the spatial
listening experience and thus the externalisation. The human brain is not trained to listen
through someone else’s ears, and, as Rocchesso states, tends to internalise unnatural sounding
audio events [Rocchesso, 2002]. The de-panning and panning process does not take into account
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the fine structure of the HRTFs of either the remote or the local user. This introduces further
artefacts which degrade the externalisation. Some spatial cues are neglected, such as room
reflections and motional cues. If these cues conflict with the ITD and ILD, the externalisation
suffers. Mixing the high frequency channels of the binaural recording lowers the decorrelation -
and favours IHL.

A possible approach to tackle the aforementioned problems is to determine the fine structure
of the HRTFs of the user. Inverse filtering using a standard HRTF dataset to extract the non-
spatialised input sound from the binaural recording, a technique used in robot audition [Keyrouz
et al., 2007], could be considered as an alternative approach to the proposed method and is left
to future research. The same holds for the processing of multiple simultaneous speakers and
room reflections.
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Chapter 5

Evaluation

5.1 User study

To evaluate the performance of the proposed AAR telecommunication system under controlled
conditions, a formal user study was conducted. The study was designed to prove or falsify the
following hypotheses:

Hypothesis I: Listeners can localise speakers in binaural audio recorded on a human
subject other than themselves. The localisation performance does not deteriorate
when de-panning is applied to the binaural recording.

Hypothesis II: Panning (i.e. registering the binaural audio with the environment
of the listener) improves the localisation performance.

Hypothesis III: Interaural cues improve the ability of listeners to segregate multiple
speakers.

Hypothesis IV: Turning towards a speaker improves the ability to segregate that
speaker from other speakers.

The following sections describe the test setup and procedure. Results are presented and
discussed at the end of this chapter.

5.2 Method

To test the presented algorithm, a telecommunication scenario similar to the one described in
section 4.2.2 was simulated: The test subjects were presented with a binaural recording of a
remote conference. The conference and its participants were recorded via a KAMARA headset.
The binaural audio was processed, i.e. de-panned and panned, and played back to the test
subject over a pair of headphones. The test subject had to perform various tasks related to the
hypotheses introduced above.

5.2.1 Audio material

To ensure repeatability of the test and to avoid technical problems, the remote conference was
recorded before the actual user study. As the location of the simulated conference, a lecture hall
with a reverberation time of 0.3–0.5 seconds was chosen. The floor plan of the hall is square with
an area of 95 m2. Approximately 1.5 m above the ground at a radius of 5–6 m 12 Loudspeakers
are arranged in the horizontal plane at intervals of about 30◦. A subset of these loudspeakers was
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used to play back recordings of male speech from various directions (cf. figs. 5.1 and 5.3). The
recordings are taken from the Bang & Olufsen CD Music for Archimedes [Bang & Olufsen, 1992]
and from the TIMIT database [Garofolo et al., 1993]. The simulated conference was recorded
with a KAMARA headset worn by a user sitting in the centre of the hall.

5.2.2 Test procedure

The test subjects were seated in front of a computer, either in an office, a studio or a home
environment. The binaural recording of the simulated remote conference was processed on the
computer and played back to the test subjects via Sennheiser HD-590 headphones. These full
size headphones were chosen for playback instead of the KAMARA headset due to their superior
quality. In-ear phones such as the ones used with the KAMARA headset are difficult to fit to
the ears of a user and their performance is sensitive to the placement, which in turn might affect
the test results.

After a short introduction to the test, each test subject was given a questionnaire with
instructions for various tasks. Every subject had to accomplish all tasks and was thus tested
in all conditions (within–subjects design). To minimise learning effects, the test subjects were
divided into groups. The order of the tested conditions was randomised among groups.

A total of 13 test subjects participated to the study. 5 of the test subjects were students
of the Department of Media Technology of the Helsinki University of Technology. Having vast
experience in using and assessing spatial audio, they were classified as “professional listeners”.
The other 8 subjects had little or no experience with spatial audio, and were thus classified as
“naïve listeners”. The inexperienced subjects were given a short introduction to spatial audio
and the working principle of the head-tracking device and the audio panning before the test.
The test consists of two main tasks, described in the following sections.

5.2.3 Task I – speaker localisation

The first task tests the ability of test subjects to localise a speaker in a binaural recording. The
recording consists of ten repetitions of a male speech sample from the “Music for Archimedes”
CD [Bang & Olufsen, 1992]. The sample duration is about 11 seconds, with 1 second of silence
between each repetition. Two different conditions are tested in Task I: static and de-panned.

For the static condition, the binaural recording was made using five loudspeakers: three in
front (at 30◦, 0◦ and −30◦ azimuth), one to the right (at −90◦), and one in the back (at 150◦).
The anechoic speech sample was played from each loudspeaker, in random order (cf. fig. 5.1).
Each direction occurred twice, yielding a total of ten repetitions of the speech sample. The
recording was made without head movements.

The de-panned condition assumes a situation were the remote participant recording the
conference is turning towards the currently active speaker, a natural behaviour in an actual
communication scenario. This results in all speakers being recorded in front of the user. There-
fore, little or no interaural cues are present in the recording to allow a listener to segregate the
speakers. Neglecting the influence of room reflections, if the same speech sample is played from
various directions, turning towards the active speaker will indeed result in a series of almost
identical binaural recordings. Thus, to simulate this scenario, just one loudspeaker in front of
the KAMARA user, at 0◦ azimuth, was used for the recording, with the KAMARA user facing
the loudspeaker. The speech sample was the same as in the static condition. The recorded
sample was then de-panned to encode the interaural cues of the same azimuth angles as used
in the static condition (i.e. 150◦, 30◦, 0◦, −30◦ and −90◦). The listener should thus perceive
the speakers as emanating from these directions, even though they were recorded from just one
direction. Again, the order of the directions was randomised, with each direction occurring
twice. The recording setups for Task I are shown in fig. 5.1.
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static de-panned

Figure 5.1: Recording conditions for speaker localisation task. For the static recording, the speech
sample is played back from one of five different loudspeakers. For the de-panned recording, only one
loudspeaker is used. The spatial separation of the speech signals is obtained through de-panning.

Subtask I - without panning Subtask II - with panning

conditions static static
de-panned de-panned

Table 5.1: Order of recording conditions. Task I is subdivided into two subtasks, without panning and
with panning. Each subtask is tested in two conditions, static and de-panned.

Task I is subdivided into two subtasks. In each subtask both conditions, i.e. static and
de-panned, are tested. In the first subtask, the binaural recording is not registered with the
environment of the test subject; no panning is performed. In the second subtask, the head of
the test subject is tracked, and the binaural recording is panned accordingly to register it with
the environment. The test subject is thus able to turn towards the active speaker.

Subtask I – without panning

In the first subtask of Task I, the test subjects were asked to specify the direction of the speakers
in the binaural recording. The subjects had to choose from twelve potential directions, corre-
sponding to the loudspeaker positions in the recording hall, as shown in fig. 5.2. Only five out
of twelve directions were actually used in the recording, with each direction occurring twice (see
fig. 5.1). The task was performed in two conditions, static and de-panned, as described earlier.
The subjects were not allowed to train or repeat the task. Learning effects were expected to
occur, favouring the condition tested second. To minimise this effect the order of the conditions
was randomised among subjects.

The hypothesis of this task (hypothesis I) is that there is no significant difference in the
localisation performance of test subjects between a recording made with loudspeakers at different
positions (static condition) and a recording made with just one loudspeaker and processed to
yield the impression of speakers emanating from various directions (de-panned condition).

Subtask II – with panning

In the second subtask, the head of the test subject was tracked with the SHAKE device. With the
head orientation of the test subject, the binaural recording of the simulated remote conference
was panned and registered with the environment. The test subjects were asked to turn towards
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Figure 5.2: Localisation questionnaire. In subtask I, test subjects of the user study had to map the
perceived speaker position to one of 12 given directions.

the speaker they hear. When a test subject confirmed to have reached the desired direction, the
head orientation was logged. Again, this was tested in the static and de-panned condition, in
random order to minimise learning effects.

The hypothesis of this task (hypothesis II) is that test subjects can localise speakers more
accurately by turning towards them than guessing their direction. Performance in the de-
panned condition is expected to be slightly better: In this case, once the test subject faces the
virtual speaker, the original binaural recording is delivered nearly unprocessed, as the speaker is
recorded in front of the KAMARA user. This is supposed to yield better localisation accuracy
and externalisation than the static case, where the virtual speakers have to be panned to be
perceived as being in front.

5.2.4 Task II – speaker segregation

Task II of the user study examines the ability of test subjects to segregate speakers of a remote
conference with multiple participants. In the simulated conference, four male speakers are
positioned around the remote KAMARA user. The task of the test subject is to listen to the
conference and identify one speaker among the four. The speech samples for this task are taken
from the TIMIT database [Garofolo et al., 1993]. Eight male speakers of the database were
chosen, and combined to two groups of four speakers. Ineach tested condition, every speaker
utters five words, for a total of twenty words per condition. The speakers talk in turns, in
random order. In addition, one complete sentence is recorded from each of the eight speakers.
The sentence is the same for all speakers, and about 2 seconds long. Three different conditions
are tested in this task: static, moving and de-panned.

In the static condition, each speaker is assigned a different loudspeaker in the recording
hall. The speech samples are played back in random order from these loudspeakers. Thus each
speaker is recorded at a different but fixed azimuth: speaker 1 at 60◦, speaker 2 at 30◦, speaker
3 at 0◦ and speaker 4 at −30◦. This simulates a situation where the conference participants are
seated around a table with the KAMARA user.

In the moving condition, a situation is simulated where the remote KAMARA user turns
towards the currently active speaker. All speakers are recorded with one loudspeaker in front
of the KAMARA user. The KAMARA user faces the loudspeaker throughout the recording,
similar to the recording for the de-panned condition in Task I. All four speakers are recorded at
0◦ azimuth, in random order, each uttering five words.

The last condition, de-panned, assumes the same situation as the moving condition, i.e. that
the remote KAMARA user turns towards the active speaker. Again, all speech samples are
recorded from one loudspeaker in front of the KAMARA user at 0◦ azimuth. The binaural
recording is then de-panned to encode interaural cues into each recorded speaker. As a result,
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static moving de-panned

Figure 5.3: Recording conditions for speaker segregation task. For the static recording, a separate
loudspeaker is used for each speaker. The moving and de-panned recordings are obtained from just one
loudspeaker. De-panning is applied to separate the speakers on the de-panned recording spatially, thus
simulating the speaker positions used in the static recording.

the perceived speaker azimuths are the same as in the static condition, where each speaker was
actually recorded from a different loudspeaker position. The same group of four speakers is
used as in the static condition, with a different set of words. The loudspeaker setups for each
recording condition are depicted in fig. 5.3.

Task II is again subdivided into two subtasks. In subtask I, all three conditions, i.e. static,
moving and de-panned, are tested. No panning is performed, therefore the virtual speakers are
not registered with the environment of the test subject. In subtask II, head tracking is used to
pan the binaural recording and register the remote talkers with the environment. This allows
the test subject to turn towards the speakers.

In each subtask, the test subject is presented with a list of twenty words. The words are listed
in order of appearance. At the beginning of each test round, the four speakers recorded for the
test condition introduce themselves by saying one sentence each. After this introductory round,
the speakers utter five words each in random turns. The test subject is asked to remember the
first speaker to be heard in the introductory round and mark the words uttered by that speaker.
In doing so, the test subject has to segregate the four speakers. Task II tests the segregation
performance in the previously described conditions.

To investigate upon the impact of learning effects on the performance, both subtasks are
repeated three times. As only eight speakers in total are used for Task II, it is assumed that
test subjects become acquainted with the different voices, which might improve the segregation
performance from the first round to the last. To counterbalance the order in which the conditions
are presented, the order is defined by a Latin square [Rapanos, 2008] (see table 5.2). The test
subjects are divided into three different groups. Each group starts with a different row of the
Latin square, to minimise learning effects.

Subtask I – without panning

Three conditions are tested in subtask I: static, moving and de-panned. A set of four male
speakers is presented to the test subject in each condition. The speakers are introduced with a
short sentence. The test subjects were instructed to remember the first speaker they hear. From
a list of words the test subjects had to mark the words uttered by this speaker. The subtask
was repeated three times, with changing order of the conditions (see table 5.2).

The hypothesis of this task (hypothesis III) is that speaker segregation performance is con-
siderably worse in the moving condition, where all speakers are perceived at 0◦ azimuth, and
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Subtask I - without panning Subtask II - with panning

Round 1: static moving de-panned static de-panned
Round 2: moving de-panned static de-panned static
Round 3: de-panned static moving static de-panned

Table 5.2: Latin square ordering of recording conditions. The rows of the matrix define the order the
conditions appear in each round. In subtask I, each condition appears only once in each round and at
each position (3 x 3 Latin square). In subtask II one row is repeated, as there are only two conditions in
three rounds.

thus cannot be segregated based on interaural cues. This would result in higher error rates of
the words being marked. It is further assumed that performance in the de-panned and the static
condition is equal. In the de-panned condition, interaural cues were modified to match the static
condition.

Subtask II – with panning

In the second part of task II, the conditions static and de-panned where tested. Test subjects were
again instructed to remember the first speaker of the introductory round and mark the words
uttered by this speaker in a list of twenty words. Via head tracking and panning the speakers
were registered with the environment. Test subjects were advised to turn towards the speaker in
question already in the introductory round and keep the head still afterwards. This way, every
time the speaker talks, he is perceived in front, whilst all other speakers are perceived to either
side of the test subject. The subtask was again repeated three times, with changing order of the
conditions (see table 5.2). The condition moving was not tested, as panning of binaural audio
is only reasonable in combination with de-panning: The head movement of the listener cannot
be compensated through panning without also compensating for the head movement during the
recording through de-panning.

It is assumed that facing the active speaker enhances segregation of that speaker from the
others (hypothesis IV). This should manifest itself in lower error rates of the words marked
compared to subtask I. Performance in the de-panned condition is expected to be better than
in the static condition. In the de-panned condition, once the test subject faces the speaker in
question, the binaural recording is delivered nearly unprocessed, hence processing artefacts are
minimised.

5.3 Results

5.3.1 Objective and subjective measures

From the user study, both objective and subjective measures were obtained. The objective
measures are the angle mismatch, the number of front–back reversals and the time needed
to turn towards a speaker in the speaker localisation task, and the error rates in the speaker
segregation task. The following sections explain how these measures were obtained.

As a subjective measure, test subjects were asked to judge the perceived difficulty of each
subtask. The difficulty was marked on a balanced seven-step Likert scale [Gardner and Martin,
2007]. The seven-step scale was chosen to provide test subjects with enough choices to quantify
differences in the perceived difficulty between the subtasks. To ensure the intervals between
steps were perceived to be equidistant, exact verbal opposites were used on both ends of the
scale, ranging from not difficult to difficult, with medium marking the centre point (see fig. 5.4).
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How difficult was this task? � � � � � � �
(not difficult) (medium) (difficult)

Figure 5.4: Likert scale. After each subtask, test subjects were asked to mark the perceived difficulty
on a seven-step Likert scale.

The results of analysing both objective and subjective measures in each task are given in the
following sections.

5.3.2 Task I – speaker localisation

Angle mismatch

One objective measure to determine performance in the speaker localisation task is the angle
mismatch between the choice β of the test subject and the actual recording angle α. In the
second part of Task I, where test subjects had to turn towards the speaker, the mismatch is
calculated as the offset between the playback angle α and the head orientation β of the test
subject. In case of optimal performance the mismatch would be 0◦ in both situations.

In each subtask, 10 observations were made of each test subject, yielding a total of 40
observations per subject, in 4 different conditions: static and de-panned, both without head
tracking and panning (subtask I) and with head tracking and panning (subtask II). For every
observation, the angle mismatch between the actual direction α of the speaker and the choice
β of the test subject is calculated. This mismatch is compensated for front–back reversals. A
front–back reversal occurs, when the test subject perceives the source as being in front when
in fact it is in the back, and vice versa. The error due to the reversal is removed from the
angle mismatch, as it would severely distort the measurement results [Wenzel et al., 1993]. If
a test subject for instance perceives a source at 30◦ in front, when it was recorded at 150◦ in
the back, the total offset without compensation would amount to 120◦, which is not a value
representative of the actual error caused by misinterpreting the interaural cues. Instead, the
mismatch is calculated as if no front–back reversal had occurred. After this compensation,
the angle mismatch in the given example amounts to only 30◦. The reason for applying this
compensation lies in the ambiguity of interaural cues. From interaural cues such as ILD and ITD
alone, it cannot be determined whether a source is in the back or in front. Instead, the cues only
define a cone of confusion, on which the source lies (see section 2.3.1). In the example above,
30◦ corresponds to the difference between the perceived direction and the angle of aperture of
the cone of confusion on which the source lies. This difference is caused by a misjudgement of
the interaural cues. Therefore, this approach allows to separate the influence of misjudging the
interaural cues from the influence of front–back reversals on the localisation performance. The
angle mismatch discussed hereafter refers to the mismatch after compensation for front–back
reversals, which shows a normal distribution about 0◦. The front–back reversals are analysed
separately.

The localisation performance in each subtask is determined by the mean absolute angle
mismatch Φ

Φ = 1
N

n∑
i=1
|αi − βi|, (5.1)

with N = 10 (i.e. the number of directions to be determined in each condition), the actual source
direction α, and the user choice β. In subtask I (without panning) this performance measure
is tested against hypothesis I, i.e. that the de-panned recording yields the same localisation
performance as the static recording. In subtask II (with panning), the de-panned recording is
expected to yield equal or better results than the static recording.
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Front–back reversals

Another objective measure for localisation performance, besides the angle mismatch, is the
number of front–back reversals. They are a common problem with binaural audio in absence of
visual cues. Motional cues provided by head tracking and panning decrease the number of front–
back reversals and thus improve localisation performance. Therefore, the number of front–back
reversals is expected to be smaller in subtask II, where head tracking and panning is enabled,
than in subtask I (hypothesis II).

Time needed to turn towards speaker

In subtask II, test subjects were asked to turn towards the active speaker and confirm when they
perceived the direction of the speaker and their head orientation to match, i.e. when the speaker
was perceived to be right in front. When the test subjects confirmed, their head orientation was
logged. For every observation, the time needed to turn the head to the desired direction was
measured, yielding a total of 10 measures per tested condition. Better performance is expected
in the de-panned condition, where almost unprocessed audio is delivered to the test subject once
the correct head orientation is reached. This should simplify the decision whether the source is
perceived as being right in front and thus shorten the time needed to lock into the final head
orientation.

Perceived difficulty

After each tested condition, test subjects were asked to mark the perceived difficulty on a Likert
scale (cf. fig. 5.4). This serves as a subjective measure for each condition. As the perceived
difficulty is expected to be highly individual, and the Likert scale is to be interpreted as an
ordinal rather than an interval scale [Gardner and Martin, 2007], the results are expected to
serve merely as a ranking of the tested conditions in terms of their relative perceived difficulty,
rather than an absolute measure of the perceived difficulty.

Statistical analysis

The study is designed as a within–subjects test, i.e. each subject is tested in all conditions.
To compare performance in the two conditions in each subtask, a paired two-way analysis is
performed on the absolute values of the angle mismatches. By taking the absolute value, the
analysis data is heavily skewed to the right. Some authors suggest to apply a nonparametric
analysis in this case, as it does not require the data to be sampled from normally distributed
populations [Zalis et al., 2005]. On the other hand, for large samples, parametric analyses
are robust also when the data is sampled from a nongaussian population [Motulsky, 1995].
Boxplots of the absolute angle mismatches from both subtasks including the mean absolute
angle mismatches are shown in fig. 5.5.

Results from both a (parametric) two-way analysis of variance (ANOVA) and a (nonpara-
metric) Friedman analysis [Hill and Lewicki, 2006] are presented. The two-way ANOVA is
performed to compare the mean absolute angle mismatch of the conditions in each subtask and
to see whether there is a significant difference. Two factors are examined by the analysis: the
test condition, i.e. static and de-panned, as factor I, and the test subject as factor II. The
analysis indicates whether the null hypothesis, i.e. that all samples from one factor are drawn
from the same population, may be rejected. As the amount of previous experience with spatial
audio varied considerably among subjects, an influence of factor II on the results might imply an
impact of previous experience on the localisation performance. In each condition, ten observa-
tions are made per subject. The analysis is thus performed for repeated measures. For a p-value
p < 0.05 the null hypothesis is rejected, and the result is considered statistically significant. A
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Figure 5.5: Absolute angle mismatch. Significant differences are found between the static and de-panned
condition in subtask I without panning and in subtask II with panning. Both the static and de-panned
condition without panning yield a significantly larger mean absolute angle mismatch than the static and
de-panned condition with panning.

statistically significant difference can occur between test conditions, i.e. the mean absolute angle
mismatch is significantly smaller in one condition than in the other, and between test subjects,
meaning the performance varies significantly among subjects.

The Friedman analysis is the nonparametric counterpart of the parametric ANOVA. It is
calculated on the ranks of the actual data, which makes it more robust against outliers. The
analysis is performed for repeated measures, as there are ten observations per subject in each
condition. The Friedman analysis indicates whether there is a significant effect due to factor
I on the median of a sample. Factor I is the test condition. The null hypothesis states that
there is no effect due to the factor I. If it can be rejected at the five percent significance level,
the analysis indicates that factor I, the test condition, causes a significant difference between
the sample medians. This means that the median of the absolute error is significantly larger or
smaller in one condition than in the other, which may be interpreted as an indication for the
dependence of the performance on the test condition. The analysis results are summarised in
table 5.3.

For the main results, the test statistic is given along with the p-value derived from the
statistic. For the ANOVA, the F-statistic is presented with the degrees of freedom df1 and df2
determining the F cumulative distribution function, as F (df1, df2). For the Friedman analysis,
the χ2-statistic is presented with the degrees of freedom df1 determining the χ2 cumulative
distribution function, as χ2(df1).

The box in box plots indicates the interquartile range from lower to upper quartile, with a
line at the median value. Whiskers extend to the most extreme data values within 1.5 times
the interquartile range. Non-overlapping notches indicate differences of the medians at the five
percent significance level.

Applying the two-way ANOVA to the data of subtask I reveals that the mean absolute angle
mismatch without panning is significantly smaller with the static recording (15.9◦) than with
the de-panned recording (22.4◦), F (1, 12) = 6.57, pCond = 0.0110. The Friedman analysis yields
an analogous result: The median of the absolute angle mismatch is significantly smaller with
the static recording (0◦) than with the de-panned recording (30◦), χ2(1) = 6.13, pCond = 0.0133.
Therefore, it can be concluded that the de-panning has a negative effect on the localisation per-
formance. Hypothesis I, i.e. that the localisation performance is not affected by the de-panning,
is thus falsified. No significant difference between subjects is found (ANOVA: F (1, 12) = 1.02,
pSubj = 0.4315, Friedman: χ2(12) = 12.97, pSubj = 0.3714).

In subtask II the order is reversed: The mean absolute angle mismatch is significantly smaller
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No panning Panning
static de-pan. pCond pSubj static de-pan. pCond pSubj
(deg) (deg) (deg) (deg)

Mean 15.9 22.4 0.0110 0.4315 8.8 5.4 0.0002 0.0952
Median 0 30 0.0133 0.3714 7 4 0.0000 0.1972

Table 5.3: p-Values speaker localisation. In subtasks I and II, a significant effect of the recording
condition, i.e. static or de-panned, on the localisation performance is found. No significant difference
between subjects is found in either subtask.

pCond pPan pInt

Two-way ANOVA 0.2547 0.0000 0.0003

Table 5.4: Effect of recording condition and panning on localisation performance. Whilst there is
a significant effect of the panning, there is no significant effect of the recording condition. There is
significant interaction between both effects.

in the de-panned condition (5.4◦) than in the static condition (8.8◦), F (1, 12) = 14.42, pCond =
0.0002). The Friedman analysis indicates a significantly smaller median with the de-panned
recording (4.0◦) than with the static recording (7.0◦), χ2(1) = 16.83, pCond = 0.0000. Again,
no significant difference between subjects is found (ANOVA: F (1, 12) = 1.59, pSubj = 0.0952,
Friedman: χ2(12) = 15.87, pSubj = 0.1972).

The comparison of subtask I and II reveals a significant difference of the localisation perfor-
mance between all four tested conditions, i.e. static and de-panned with and without panning
(ANOVA: F (3, 12) = 32.11, pCond = 0.0000, Friedman: χ2(3) = 14.14, pCond = 0.0027). To
determine which means are significantly different, a multiple comparison post test with Tukey-
Kramer correction is applied to the results of the ANOVA [Motulsky, 1995]. The test essentially
compares all group means to find significant differences. The standard deviations of all samples
are pooled, to account for the fact that by comparing multiple means at a certain significance
level, chances to find significant differences and to mistakenly reject the null hypothesis (Type
I error) increase with the number of comparisons. Applying the Tukey-Kramer test to the re-
sults of Task I indicates a significantly larger mean absolute angle mismatch in the de-panned
condition without panning than in any of the other conditions. This again falsifies hypothesis I.
Both conditions in subtask I yield a significantly larger mean absolute angle mismatch than the
conditions in subtask II. This proves hypothesis II, i.e. that panning improves the localisation
performance.

To separate the impact of the recording condition and the panning on the localisation per-
formance, a two-way ANOVA is performed on the data, with the recording condition as one
factor and the subtask as the other. The two-way ANOVA provides the advantage of indicat-
ing whether there is interaction between the tested factors, i.e. whether there is a synergistic
effect. The results show a significant effect of the panning on the localisation performance,
F (1, 1) = 80.79, pPan = 0.0000. This proves hypothesis II, that panning improves the localisa-
tion performance. The test condition, i.e. whether the static or de-panned recording is used, has
no significant impact on the performance, F (1, 1) = 1.30, pCond = 0.2547. This contradiction
with the results of the analysis of subtasks I and II separately is explained through the signifi-
cant impact of interaction, which reveals a synergistic effect, F (1, 1) = 13.48, pInt = 0.0003. In
other words, the impact of the test condition depends upon whether panning is used or not: If
no panning is used, de-panning has a negative effect on the localisation performance. If head
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Figure 5.6: Front–back reversals and time needed to turn towards speakers. More than 80 percent of
front–back reversals stem from mistakenly perceiving a source to be in the back. No front–back reversal
occurred with panning enabled, in either condition. The time needed to turn towards a speaker was
limited to about 12 seconds by the duration of the speech sample.

Front–back reversals Time needed to turn
static de-pan. pCond static de-pan. pCond pSubj pInt

(sec) (sec)

Mean 3.2 3.2 1.0000 7.9 7.2 0.0023 0.0000 0.0398
Median 3 3 0.7630 8.0 7.0 0.0022 0.0000

Table 5.5: p-Values front–back reversals and time needed to turn. The front–back reversal rates in
subtask I are normally distributed and have equal mean, therefore no difference is found. The time
needed to turn towards the speaker differs significantly between the test conditions. However, a significant
difference between subjects and a significant interaction cast doubt on this result.

tracking and panning are enabled, however, the de-panned recording yields better results. The
results are summarised in table 5.4.

The mean number of front–back reversals in subtask I is equal in both tested conditions: 3.2
out of 10 (cf. fig. 5.6). This is close to chance level, as 2 out of the 10 tested directions were at
the extreme right (−90◦), where no reversal can occur. Most of the reversals (83 percent in the
static and 85 percent in the de-panned case) occurred when a source was mistakenly perceived
to be in the back. The chance of this kind of error is increased by the fact that frontal source
directions prevailed in the test.

To check whether the number of front–back reversals is normally distributed, a Lilliefors
normality test [Lilliefors, 1967] is applied to the data. It reveals that the null hypothesis, i.e. that
the data comes from a normal distribution, cannot be rejected for both the static (p = 0.4932)
and the de-panned condition (p = 0.3287). An F-test indicates that the null hypothesis of equal
variances cannot be rejected for the two samples, p = 0.8227. A paired t-test fails to reject the
null hypothesis, i.e. that the observations from the static and de-panned condition are taken from
distributions with equal mean (cf. table 5.5), p = 1.0000. The de-panning does not have an effect
on the number of front–back reversals. A Friedman analysis confirms this result, χ2(1) = 0.09,
p = 0.7630. The difference between test subjects is not analysed, as only two measures per
subject were collected in subtask I.

In subtask II, no front–back reversal was observed. All test subjects managed to correctly
identify whether a source was in front or in the back in both tested conditions in all trials.
This further supports hypothesis II, i.e. that panning improves localisation performance, as it
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Figure 5.7: Perceived difficulty. Localising speakers in the de-panned condition without panning is
perceived to be significantly more difficult than in the de-panned condition with panning enabled.

No panning Panning Comparison
pCond pCond pCond

Friedman 0.0067 0.2059 0.0023

Table 5.6: Perceived difficulty. In subtask I, a Friedman analysis indicates the mean rank of the
perceived difficulty in the de-panned case to be significantly larger than in the static case. No significant
difference is found in subtask II. Comparing both subtasks, the Friedman analysis indicates a significant
difference between the test cases. A Tukey-Kramer post test reveals the de-panned case without panning
to be perceived as significantly more difficult than the de-panned case with panning.

significantly reduces front–back reversals compared to a scenario without panning.
The mean time needed to turn towards the speaker in subtask II is 7.9 seconds with the

static recording, and 7.2 seconds with the de-panned recording (cf. fig. 5.6). Though a two-
way ANOVA indicates the difference to be significant, F (1, 12) = 9.53, p = 0.0023, it also
reveals a highly significant difference between subjects, F (1, 12) = 14.44, p = 0.0000, and a
significant interaction between the impacts of the tested condition and subject, F (1, 12) = 1.86,
p = 0.0398 (cf. tab 5.5). A Friedman analysis yields similar results for the median time needed
to turn towards the speaker: Both the difference between the static and de-panned condition,
χ2(1) = 9.37, p = 0.0022, and between test subjects, χ2(12) = 107.9, p = 0.0000, is highly
significant. Due to the significant difference between subjects, and the significant interaction
revealed by the two-way ANOVA, it is questionable to conclude that the time needed to turn
towards a speaker is shorter on average when using a de-panned recording than with a static
recording. Task I of the user study was mainly designed to analyse the localisation performance
in terms of accuracy, not speed. The test subjects were not instructed to take decisions fast. As
the same test phrase was used throughout Task I, test subjects became familiar with the speech
sample and its duration and timed their answers accordingly.

The Likert scores are a measure for the perceived difficulty of the tests in Task I. Gardner
and Martin argue for the interpretation of the Likert scale as an ordinal, rather than an interval
scale [Gardner and Martin, 2007]. Furthermore, the authors point out the possibility of subjects’
responses being nonlinear and biased by the interpretation of the phrases used in the scale. The
authors suggest avoiding parametric analyses. Instead, their nonparametric equivalents should
be used. To compare the perceived difficulty in each subtask, a Friedman analysis is performed
on the medians of the perceived difficulty (see fig. 5.7). The null hypothesis is rejected in the
first subtask, indicating that localisation in the static condition is perceived to be significantly
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Figure 5.8: Mean error rates. The mean error rates in the moving condition are significantly higher
in all three rounds than in all other conditions. The performance of test subjects significantly improved
from the first round to the second.
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Figure 5.9: Median error rates. In rounds II and III, the median error rates in the moving condition
are significantly higher than in all other conditions.

less difficult than in the de-panned condition, χ2(1) = 7.36, p = 0.0067. No significant difference
between conditions is found in subtask II, χ2(1) = 1.6, p = 0.2059. When comparing both
subtasks, the Friedman analysis indicates a significant difference between all tests in Task I,
χ2(3) = 14.5221, p = 0.0023. A post test with Tukey-Kramer correction reveals the speaker
localisation in the de-panned case without panning to be perceived significantly more difficult
than speaker localisation in the de-panned case with panning. The results are summarised in
table 5.6.

5.3.3 Task II – speaker segregation

Error rates

The performance in Task II is measured in terms of the number of correctly identified speaker
turns. An error occurs each time a turn of the speaker in question is missed or one of the three
other speakers is mistaken for the speaker in question. The total error rate is the sum of the
missed and the wrongly identified turns. In each test case, subjects had to identify 5 turns of
the speaker in question, whereas 15 turns were from the other three speakers. Thus, a total of 5
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No panning Panning Comparison
p1 p2 p3 p1 p2 p3 p1 p2 p3

ANOVA 0.0033 0.0000 0.0001 0.3985 0.5845 0.1025 0.0003 0.0000 0.0000
Friedman 0.0242 0.0000 0.0001 0.0588 0.3173 0.0652 0.0131 0.0000 0.0000

Table 5.7: p-Values error rates. The error rates are compared between the tested conditions in both
subtasks separately and in combination. pi indicates the p-value for rejecting the null hypothesis in
round i. Significant differences are found only when comparing the moving condition to other conditions.
A Tukey-Kramer post test reveals that in rounds II and III the moving condition leads to significantly
higher mean and median error rates than all other conditions.

turns could be missed and 15 marked wrong in each test case, yielding a maximum of 20 errors
per tested condition.

In subtask I, the speakers are not registered with the test subject’s environment. Referring
to hypothesis III, performance is assumed to be better when interaural cues are present in the
recording, aiding the subjects to segregate the speakers. In the moving condition, recorded with
just one loudspeaker for all speakers, no segregation based on interaural cues is possible. The
test subjects thus have to identify the speaker in question based on his voice, which is assumed
to be more difficult than identifying him based on his direction. This is expected to manifest
itself in higher error rates in the moving condition than in the static or de-panned condition,
where interaural cues are present.

Subtask II provides test subjects with the possibility to turn towards the speaker in question.
According to hypothesis IV, this is assumed to improve the speaker segregation, resulting in
lower error rates compared to subtask I without panning. Both subtasks are repeated three
times, to identify learning effects. It is expected that performance improves with each round, as
test subjects become acquainted with the speaker voices and the test procedure. To minimise
learning effects within each round, the tested conditions are shuffled (cf. table 5.2).

Perceived difficulty

Test subjects marked the perceived difficulty of each tested condition in each round on a seven-
step Likert scale (cf. fig. 5.4). The scores are interpreted as a ranking of the tested conditions by
the test subjects in terms of their relative perceived difficulty. The moving condition is expected
to be rated more difficult than the other conditions.

Statistical analysis

The performance is analysed for each subtask separately and in comparison, for each round.
To analyse improvement due to repetition, performance is also compared between rounds. The
data is analysed using a two-way ANOVA and a Friedman analysis.

The most striking result of Task II is the speaker segregation performance with the moving
recording in subtask I (cf. fig. 5.8 and fig. 5.9). As expected, test subjects had difficulties
identifying the speaker in question in a recording lacking interaural cues. Error rates in this
condition where high in all three rounds. Both ANOVA and Friedman analysis indicate a
significant difference between the mean and median error rates, respectively, among the three
tested conditions of subtask I, in all three rounds. In round I, a post test with Tukey-Kramer
correction of the ANOVA results indicates that the mean error rate is significantly higher in
the moving condition than in the static condition. In rounds II and III, the moving recording
yields significantly higher mean error rates than both the static and de-panned recording. No
significant difference of the mean error rates is found between static and de-panned conditions
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pCond pPan pInt

Two-way ANOVA 0.1287 0.5468 0.6449

Table 5.8: Effect of recording condition and panning on speaker segregation performance. No significant
impact of either the recording condition, the head tracking and panning, or interaction effects are found
in Task II. The moving condition is excluded from this comparison.

pCond pRnd pInt

Two-way ANOVA 0.0000 0.0031 0.8699

Table 5.9: Effect of test round on speaker segregation performance. A highly significant difference
between the test rounds is found, indicating that repetition of the test has a significant impact on
the performance of test subjects (see also fig. 5.8). A Tukey-Kramer post test indicates a significant
improvement from round I to round II. No significant interaction between the test condition and the test
round is found.

in the three rounds. Applying the Tukey-Kramer post test to the Friedman analysis indicates
the median error rates for the moving condition to be significantly higher than for the static and
de-panned condition, in rounds II and III. No significant difference is found between the static
and de-panned condition. This proves hypothesis III, i.e. that speaker segregation improves if
interaural cues are present to distinguish speakers spatially. It also indicates that de-panning
does not deteriorate the segregation performance significantly compared to the static recording.

In subtask II, neither the ANOVA nor the Friedman analysis indicates a significant difference
between the tested conditions static and de-panned. This is in accordance with the results of
subtask I.

When comparing both subtasks, ANOVA and Friedman analysis indicate a significant per-
formance difference between the tested conditions in all three rounds. A Tukey-Kramer post test
is applied to the ANOVA results. It indicates that the moving condition leads to significantly
higher mean error rates compared to the other conditions, both with and without panning, in all
three rounds. No significant difference is found between the other four conditions, i.e. static and
de-panned with and without panning. Similar conclusions can be drawn from a Tukey-Kramer
post test of the Friedman analysis results. Performance in the moving condition is significantly
worse than in other conditions. In rounds II and III, test subjects performed significantly worse
in the moving condition than in all other conditions. No significant difference is found between
the mean ranks of the static and de-panned conditions in both subtasks in all three rounds.
Thus, the impact of interaural cues on the segregation performance is found to be significant in
test cases with and without head tracking and panning, producing lower error rates compared
to a test case without interaural cues. The results are summarised in table 5.7.

To analyse the impact of panning and the recording condition on the performance, a two-
way ANOVA is performed. The moving condition is excluded from this analysis, as it is only
tested without panning. The analysis indicates no significant impact of the recording condition,
F (1, 1) = 0.36, pCond = 0.5468, or panning, F (1, 1) = 2.33, pPan = 0.1287, on the segrega-
tion performance (see table 5.8). There is no significant interaction between the two factors,
F (1, 1) = 0.21, pInt = 0.6449. Thus, hypothesis IV, i.e. that panning improves the segregation
performance, is falsified.

A two-way ANOVA is applied to investigate upon the impact of the test round on the
segregation performance. It is found to be significant, F (2, 4) = 5.96, pRnd = 0.0031, indicating
the presence of learning effects. A Tukey-Kramer post test reveals significantly higher mean error
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Figure 5.10: Perceived difficulty. The moving condition is perceived to be significantly more difficult
than all other conditions.

rates in round I than in rounds II and III. Thus, after the first trial, segregation performance
of the test subjects improved. No significant interaction effects were found between the test
round and the test condition, F (2, 8) = 0.48, pInt = 0.8699. The improvement after round I
is independent of the test condition. No significant difference is found between the mean error
rates in rounds II and III, indicating that performance did not significantly improve after the
second round. In fact, some test subjects performed worse in round III than in round II in the
same test condition. As task II was quite demanding in terms of the concentration required,
this effect may partly be attributed to increasing fatigue of the test subjects. The results are
summarised in table 5.9.

The Likert scores provide a subjective measure for the perceived difficulty of the test condi-
tions in Task II (cf. fig. 5.10). The scale is interpreted as an ordinal scale, and a nonparametric
analysis is applied to the scores of each subtask separately and in comparison. A Friedman anal-
ysis indicates a significant difference between the test conditions in subtask I, χ2(2) = 53.12,
pCond = 0.0000. Due to missing entries, the data of one test subject was excluded in this anal-
ysis. A Tukey-Kramer post test reveals that the mean rank of the perceived difficulty of the
moving condition is significantly larger than the mean ranks of both the static and de-panned
condition. No significant difference between the static and de-panned condition is found either
in subtask I or subtask II. When comparing both subtasks, the Friedman analysis indicates a
significant difference between all five test cases, χ2(2) = 60.90, pCond = 0.0000. Due to missing
entries, the data of two test subjects was excluded. A Tukey-Kramer post test reveals the mov-
ing condition to yield a significantly larger mean rank of the perceived difficulty than all other
conditions. No significant difference is found between the other conditions. This implies that
test subjects perceived the speaker segregation to be significantly more difficult in the moving
condition, where no interaural cues were present in the recording to spatially segregate speakers,
than in the static and de-panned case. The results are summarised in table 5.10.

5.3.4 Comments of test subjects

One of the most stated problems in the speaker localisation task was inside-the-head locatedness
(IHL). Test subjects reported difficulties to localise sound sources that were straight ahead, as
they often lacked externalisation. This was said to be confusing. Some test subjects pointed
out a lack of depth in the de-panned recording. Whereas the sound sources appeared to be
positioned on a “clear circle” in the static recording, in the de-panned recording they seemed to
be positioned on a “straight line”, ranging from the far left to the far right of the listener. This
made it more difficult to map sources to a virtual circle than in the static case. One subject

60



No panning Panning Comparison
pCond pCond pCond

Friedman 0.0000 0.0976 0.0000

Table 5.10: Perceived difficulty. In subtask I, Friedman analysis and Tukey-Kramer post test indicate
the moving condition to be perceived significantly more difficult than the other two conditions. No
significant difference is found in subtask II. Comparing both subtasks, the Friedman analysis indicates a
significant difference between all four test cases, with the moving condition being perceived significantly
more difficult than all other conditions.

commented on the static recording as having “more depth” and a “thicker sound” and hence as
being more pleasant than the de-panned recording.

When asked to turn towards the speaker, one subject stated that the approximate direc-
tion of the speaker could be determined immediately, but turning towards him required some
“searching” process, to “balance” the sound on both ears. One subject commented on this task
as being “fun”, and stated that closing the eyes made the task easier.

Some test subjects named the hiss in the recordings as an additional localisation cue. Before
the voice from a speaker could be heard, the hiss preceding it gave a hint as to his direction. The
same cue was also used by some subjects in the speaker segregation task to identify the speaker
in question. Most test subjects pointed out difficulties to distinguish speakers in the moving
recording. Some test subjects said they became more acquainted with the voice of the speaker
in question towards the end, and managed to segregate the speakers based on their accents or
articulations. In the other test conditions test subjects reported to rely mainly on the direction
when segregating different speakers.

Only one test subject named the head tracking as a helpful factor in the speaker segregation
task. Another subject stated that turning towards the speaker in question made the segrega-
tion task indeed more difficult, as it was easier to localise and identify a speaker a bit off the
centre. Yet another test subject pointed out IHL as the main cue for segregating the speakers:
After turning towards the speaker in question, he was not externalised anymore, which clearly
separated him from the other speakers in the recording.

5.4 Discussion

The static case, made with several loudspeakers at fixed positions, and recorded without head
movement, represents the “ideal” case of a binaural recording, preserving the spatial cues of
all speakers. In the de-panned recording, simulating a situation where the KAMARA headset
user moves the head during the recording, interaural cues are restored by compensating for the
head movements through the de-panning algorithm. If no panning is applied during playback
to register the recorded speakers with the environment, the de-panned recording yields a signif-
icantly larger mean and median absolute angle mismatch between the perceived and the actual
direction of the recorded speakers than the static recording. This indicates that the de-panning
algorithm cannot fully restore the spatial cues contained in the recording. Hypothesis I, i.e.
that the localisation performance with a de-panned and static recording is equal, is thus falsi-
fied. Test subjects perceived localisation with the de-panned recording to be significantly more
difficult than with the static recording. This may be related to the fact that some test subjects
perceived the speakers in the de-panned recording to be positioned on a line, whilst in the static
recording they appeared to reside on a circle around the listener, with distinct directions.

With head tracking and panning enabled, the mean and median absolute angle mismatch
decreased significantly, which proves hypothesis II. Test subjects localised speakers significantly
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more accurately by turning towards them than by indicating their directions. The reduced
localisation blur achieved by facing the virtual speakers implies that registering virtual sources
with the environment through panning may lead to better spatial separability of the sources.
This is seen as a major benefit in a telecommunication scenario. When comparing the two
test conditions with panning enabled, the de-panned condition leads to a significantly better
localisation performance. As test subjects turn towards the de-panned speaker, their head
orientation approximately matches the head orientation during the recording, therefore nearly
unprocessed audio is delivered to the test subjects (c.f. fig. 4.6d). Turning towards a virtual
source recorded off the centre, as in the static case, increases the localisation blur significantly,
as the panning algorithm fails to fully restore the spatial cues.

No effect of the recording condition on the number of front–back reversals is found. The
de-panned recording does not yield a higher rate of reversals than the static recording. We
assume front–back reversals to be mainly a result of the ambiguity of interaural cues in general,
not of the processing involved in generating them. A more striking finding, however, is the fact
that with head tracking and panning enabled, no front–back reversal occurred in any of the
260 observations. This is a strong argument for hypothesis II, i.e. that panning improves the
localisation performance. When a test subject turns the head to search for the virtual sound
source, the interaural cues change accordingly, indicating unambiguously whether the source is
in front or in the back. Even test subjects without any prior experience with spatial audio and
head tracking instinctively interpreted these motional cues correctly.

The time needed to turn towards the speaker is similar in both conditions, and presumably
longer than in natural listening conditions. As one test subject stated, the direction of the virtual
speaker could be determined immediately, but some “searching” was needed before confirming
the direction. This searching manifested itself in subjects “overshooting” the correct direction
multiple times to either side, before settling to the final direction estimate. This behaviour can
also be observed in listening tests where subjects are asked to localise real sound sources [Blauert,
1996]. The panning applied to the binaural recording supports this instinctive reaction to localise
sound sources. However, the responsiveness of the panning algorithm and the interaural cues
generated by it could still be improved to match or approximate the natural listening situation.
This should minimise and hence accelerate the necessary “searching” process. It should be
pointed out, however, that the test was not designed to measure the localisation speed. This
also explains the relatively slow response of test subjects. In fact, in Task II most test subjects
were able to localise the speaker and turn towards him in much shorter time. The test phrase in
this case was only about two seconds long, thus test subjects were driven to react quickly, and
managed to localise the speaker much faster than in Task I.

The results obtained from the speaker segregation task prove the importance of interaural
cues to segregate multiple speakers, thus proving hypothesis III. The moving condition, which
contains little or no interaural cues to separate speakers, leads to significantly higher mean and
median error rates than the static and de-panned cases, which contain natural or algorithmically
restored interaural cues. Even after being presented with the same recording for the third time
in round III, the median error rate of test subjects when trying to identify the 5 turns of the
speaker in question is 4. Some subjects stated their choices in the moving case to be based
on pure guessing, others marked no turn at all. For all other cases the median error rate in
round III drops to 0, indicating that more than 50 percent of the test subjects managed to
identify all speaker turns correctly. The result is supported by the perceived difficulty, with the
moving condition rated significantly more difficult than all other conditions. This underlines the
importance of interaural cues to segregate multiple speakers.

No significant differences are found between the static and de-panned case regarding the
speaker segregation. Whilst the de-panning has a negative effect on the speaker localisation, it
does not deteriorate the speaker segregation performance. Compared to an unprocessed binaural
recording with no or misleading interaural cues, such as the moving recording, de-panning
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significantly improves speaker segregation, and theoretically yields the same performance as the
ideal case of a static recording devoid of head movements.

With head tracking and panning enabled, no significant difference is found in the speaker
segregation performance of the static and de-panned case. When turning towards a speaker, in
case of the de-panned recording, the test subject is presented with a nearly unprocessed recording,
which is considered to be the ideal case. When turning towards a speaker in the static recording,
however, panning has to be applied, in case the speaker was not recorded right in front. The
panning basically adjusts the interaural cues to match those of a binaural recording made facing
the speaker. As there is no significant difference between the panned static recording and the
unprocessed de-panned recording, the panning algorithm does not significantly deteriorate the
speaker segregation performance.

To summarise these results: De-panning restores the interaural cues of each speaker in a
recording, hence significantly improves the segregation performance. The performance is not
significantly different from the ideal case of a static recording. The localisation performance of
a de-panned recording, however, is significantly worse than that of a static recording. Panning,
on the other hand, adjusts interaural cues to register speakers with the environment of the
listener, yielding a segregation performance not significantly different from the ideal case of an
unprocessed recording.

The segregation performance improved significantly from round I to round II. This is at-
tributed to the fact that test subjects became acquainted with the test procedure and the a
priori unfamiliar voices of the speakers used in the test. No significant improvement from round
II to round III is found, indicating that learning effects vanish after round I.

The comments of test subjects suggest that there are still some issues of the algorithms
related to audio artefacts. The lack of externalisation of the processed audio was a common
problem, resulting in the de-panned recording being perceived as “flat” or suffering from IHL. It
was also stated that the unprocessed static recording was preferred over the de-panned record-
ing. Thus, the de-panning seems to have a negative effect on the perceived audio quality. The
fact that IHL was also stated to make the localisation task more difficult indicates that exter-
nalisation (or the lack thereof) might also affect the performance of test subjects. On the other
hand, audio artefacts introduced by the algorithms served as additional cues. One test subject
reported to identify the speaker in question in the segregation task based on IHL. When turning
towards a speaker, the panning algorithm mixes high frequency content of both channels, re-
ducing interaural decorrelation and thus externalisation. IHL can thus serve as a cue to detect
a speech signal that is panned to the front. Another artefact used as a cue was the background
hiss. Subjects often stated to rely on the hiss preceding each speaker in the de-panned recording
to determine his direction. The reason for this “spatialised” hiss is that de-panning is applied
not only to the speech signal but inevitably also to the monaural wideband background noise in
the recording. The de-panning introduces interaural cues to this background noise, which can
be interpreted by test subjects as localisation cues. As the recording for the de-panned condition
was made with just one loudspeaker right in front of the KAMARA user, the speakers in the
unprocessed recording contain little or no interaural cues. Therefore, after de-panning, speech
signal and background noise are enhanced with almost identical interaural cues. This explains,
how localising the background hiss could indeed serve as a valid cue for determining the direction
of the speech signal. A possible solution to this problem could be to remove background noise
before processing the recording, or mask the processed noise with monaural noise.
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Chapter 6

Summary and conclusions

6.1 Summary

Telecommunication describes the act of exchanging thoughts and interacting over distance. Mo-
bile phones and VoIP softwares are conventional tools to enable telecommunication. Previous
studies have shown face-to-face communication to outperform telecommunication systems in
various aspects [Billinghurst et al., 2002, Lindeman et al., 2009]. In an attempt to approach
the performance and naturalness of face-to-face communication, the applicability of audio aug-
mented reality (AAR) to such systems is studied. Means are suggested for its implementation,
in terms of the theoretical background, the enabling technologies and the necessary audio pro-
cessing. As an example application, an AAR-enhanced teleconference scenario is devised. In
the test scenario, a user is presented with the binaural recording of a remote meeting, recorded
at the ears of one of the remote participants via a binaural headset.

Before playing the binaural recording back to the user as an overlay of the real acoustic
environment, the recording needs to be processed. Head movements on both the local and
the remote end distort the perceived directions of the recorded sound sources. Algorithms are
presented to compensate for these head movements. The de-panning algorithm adjusts the
interaural cues of a binaural recording, restoring the directions of the recorded sounds. The
panning algorithm registers the recorded sound sources with the environment, by adjusting
the interaural cues according to the head movements of the listener. To reduce computational
complexity and processing artefacts, a method is presented to merge the algorithms to a single
processing stage.

To evaluate the performance of the proposed algorithms, a user study was conducted. The
study was designed study the impact of the algorithms

1. on the localisation and

2. on the segregation

of a virtual sound source. Objective and subjective measures were obtained in a within–subjects
test from 13 participants of the study.

6.2 Conclusions

The KAMARA headset provides a simple and effective way to integrate spatial audio into
a telecommunication system. The binaural recording preserves the spatial cues of recorded
sound sources, yielding a listening experience similar to the natural auditory perception of an
environment. Head movements distort the spatial cues and thus the perceived directions of the
recorded sound sources. The proposed de-panning algorithm successfully restores the perceived
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directions. Test subjects were able to localise a speaker in a de-panned binaural recording, even
though the de-panning increased the localisation blur significantly. The localisation accuracy,
in terms of the mean absolute angle mismatch, was about 7◦ worse than in the ideal case – an
unprocessed recording devoid of any head movements.

The panning algorithm significantly improved the localisation performance of test subjects.
Panning adjusts the binaural playback according to head movements of listeners, allowing them
to localise a virtual source by turning towards it. The user study results prove that the panning
algorithm was successful in registering the binaurally recorded source with the environment,
which provides a natural way of embedding virtual audio content into the auditory perception.
The test subjects interacted with the system intuitively, using head rotations to “search” for the
virtual source. No significant performance difference was found between subjects, even though
about half of the test subjects had no previous experience with spatial audio or head tracking.
These results imply that the proposed system is suitable also for “naïve” users. By registering
the virtual sources with the environment, no front–back reversal occurred, i.e. all test subjects
correctly determined whether a source was in front or in the back, which is a remarkable result
for a binaural localisation task.

Interaural cues are shown to affect the ability of test subjects to segregate multiple virtual
sources. The segregation performance was significantly better with recordings containing inter-
aural cues than with a recording with no cues. In case of misleading spatial cues, i.e. arbitrary
changes in the perceived directions of the sources due to head movements, the performance is
expected to be even worse. No significant difference was found between the recordings containing
interaural cues, regardless of how these cues were obtained. The de-panned recording, in which
the spatial cues were algorithmically restored, did not lead to a significantly worse performance
than the ideal case, an unprocessed binaural recording of sound sources separated in space,
devoid of head movements. Thus, even though de-panning yielded a significantly worse localisa-
tion performance compared to the ideal case, it did not cause a significantly worse segregation
performance. Yet, with de-panning, both the localisation and the segregation performance are
better compared to an unprocessed binaural recording containing no or distorted interaural cues.
In a telecommunication scenario, the de-panning algorithm restores the perceived directions of
speakers and enhances the ability of a listener to segregate the participants of a meeting. This is
assumed to improve the listening comfort and the ability to follow a remote conversation, which
is a major argument for the use of AAR in a telecommunication scenario.

The simplicity of the proposed de-panning and panning algorithms has several advantages.
The algorithms run on a standard PC, with a responsiveness that was found to be sufficient
for the test scenario. System lag was an issue only in the case of fast head movements, due
to the limited updated rate of the head tracking device. The processing is based on simple
ITD and head shadowing models, hence the system does not require an HRTF dataset. This
makes it transferable and relatively robust against individual HRTF variations. On the down-
side, the current implementation provides few possibilities for adjustments of the processing
parameters, besides the head radius and a wetness factor to adapt the ILD correction to the
room reverberance.

Transmitting a binaural recording of one’s environment through a KAMARA headset is a
simple yet effective way to share auditory perception over distance. Tackling issues related
to head movements with the algorithms proposed in this work allowed both experienced an
inexperienced users to localise virtual sources in a binaural recording. This significantly improved
the ability of test subjects to segregate multiple sources, with minimal requirements in terms of
the computing resources and hardware equipment. The proposed implementation of an AAR
system might serve as a valuable tool to enhance existing telecommunication systems and help
overcome the gap to face-to-face communication.
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6.3 Future outlook
The proposed implementation is a proof-of-concept showing the potential of implementing AAR
for telecommunication through panning and de-panning of binaural recordings. Various aspects
of the setup could be refined. The simple ILD and ITD models underlying the algorithms
do not account for individual differences among subjects. Parametrisation of the filters could
yield better results in terms of the localisation accuracy of virtual sources. More accurate ILD
modelling could minimise motional cues, by accounting for the fine structure of the spectral
changes cause by head movements.

Improvements could also be made to the sound quality of the system. Test users reported
audio artefacts, introduced by the de-panning and panning algorithms. To tackle the problem
of spatialised background hiss, noise removal and masking techniques could be considered. A
more sophisticated algorithm mixing the high frequency channels of the input signals should
be devised to preserve interaural decorrelation and avoid the lack of externalisation of virtual
sources, when panning is applied. Some test subjects of the user study reported lags with fast
head movements. Improving the responsiveness of the system by minimising the system delay
and increasing the update rate of the head tracking device could tackle this issue. This would
be of particular benefit in applications requiring immediate feedback to user interaction, for
example in an AAR navigation scenario.

A central aspect of AAR is the combination of real and virtual auditory content. An issue
further to be investigated upon is the mixing of a binaural recording from a remote end and the
pseudo-acoustic environment, perceived through a KAMARA headset. Registering binaurally
recorded sound sources with the environment, as proposed in this work, is the first step towards
a seamless integration of remote sound sources into the auditory perception. A fully embedded
virtual environment is assumed to maximise the sense of presence and immersion of a user,
and thus the communication performance. A user study could be conducted analysing the
performance of the system in collaborative tasks, compared to face-to-face collaboration.

A limitation of the current system is that the positions of sound sources need to be known
beforehand. To obtain a self-contained system, the speaker identification and localisation algo-
rithms developed at the Department of Signal Processing and Acoustics in the course of this
project could be integrated. The interoperability of the algorithms has been shown in a demon-
stration setup. An issue not considered in this work is how to process the KAMARA user’s own
voice, as it contains little or no interaural cues, and is prone to IHL. A possible approach is to
process it with a BRIR acquired on the fly via a clap or finger snap [Gamper and Lokki, 2009].
Finger snaps could also be used as an intuitive way to define the desired perceived directions of
remote speakers.

Currently, the system supports only one virtual source at a time. If multiple simultaneous
sound sources are present in the recording, the algorithms fail. Thus, one of the biggest challenges
for future developments is the automatic segregation and (de-)panning of multiple sound sources.
The sources could for instance be separated by analysing the direction of sound segments in
frequency bands, a technique employed in Directional Audio Coding (DirAC) [Pulkki and Faller,
2006]. A similar approach could tackle the problem of motional cues caused by head movements
in the presence of strong room reflections.

The example of a telecommunication scenario proves the potential of AAR to enhance the
performance of the human auditory system as an information channel. As the human is a mul-
tisensory being, enhancing the current implementation with multimodal feedback, e.g. through
the senses of vision or touch, seems to be a promising way to improve overall performance of
the system. Integration of the AAR system with existing AR systems is left to future research.
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Appendix A

User study questionnaire

A.1 Task I – speaker localisation
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Without panning

a) Write down the direction of the speaker you hear (1–12).

How difficult was this task? � � � � � � �
(not difficult) (medium) (difficult)

b) Write down the direction of the speaker you hear (1–12).

How difficult was this task? � � � � � � �
(not difficult) (medium) (difficult)

Comments:

With panning

c) Look at the speaker you hear.

How difficult was this task? � � � � � � �
(not difficult) (medium) (difficult)

d) Look at the speaker you hear.

How difficult was this task? � � � � � � �
(not difficult) (medium) (difficult)

Comments:
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A.2 Task II – speaker segregation

Without panning

Mark the words that you hear from the first speaker.

1: agency 1: attitude 1: economically
2: coexist 2: approach 2: museum
3: actually 3: credit 3: mediocrity
4: colleges 4: careful 4: helpless
5: divorced 5: eternal 5: dark
6: curiosity 6: academic 6: grains
7: dry 7: doors 7: enough
8: damage 8: compile 8: harms
9: company 9: discount 9: famous
10: coeducational 10: cheese 10: developed
11: archeological 11: cast 11: dishes
12: cry 12: coins 12: development
13: data 13: forbidden 13: new
14: greasy 14: diploma 14: evening
15: dark 15: coverage 15: greasy
16: curiosity 16: desk 16: emphasized
17: church 17: enjoy 17: declining
18: compounded 18: evening 18: nevada
19: fuming 19: composure 19: graph
20: deadline 20: climbing 20: postponed

How difficult was this task? How difficult was this task? How difficult was this task?
� � � � � � �

(not diff.) (medium) (diff.)

� � � � � � �

(not diff.) (medium) (diff.)

� � � � � � �

(not diff.) (medium) (diff.)

Comments:
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With panning

Mark the words that you hear from the first speaker.

1: one 1: relaxed
2: greasy 2: sufficiently
3: loved 3: norwegian
4: earthquake 4: suit
5: good 5: garbage
6: dark 6: soft
7: innocence 7: salads
8: mechanic 8: pass
9: long 9: tied
10: departure 10: points
11: never 11: window
12: nothing 12: particularly
13: mates 13: year
14: power 14: ship’s
15: money 15: today
16: programs 16: sun
17: penalty 17: seeds
18: price 18: seldom
19: minor 19: sweaters
20: including 20: worship

How difficult was this task? How difficult was this task?
� � � � � � �

(not diff.) (medium) (diff.)

� � � � � � �

(not diff.) (medium) (diff.)

Comments:
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