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Part I

Background
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Deep learning

Machine learning

Data Statistics Programs
Machine learning
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Scientists See Promise in Deep-Learning Programs
John Markoff

November 23, 2012

Rick Rashid in Tianjin, China, October, 25, 2012

Deep learning 

technology enabled 

speech-to-speech 

translation

The Universal 

Translator … comes true!

A voice recognition program translated a speech given by 

Richard F. Rashid, Microsoft’s top scientist, into Mandarin Chinese. 
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Cortana
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……Facebook’s foray into deep learning sees it following its 

competitors Google and Microsoft, which have used the 

approach to impressive effect in the past year. Google has hired 

and acquired leading talent in the field (see “10 Breakthrough 

Technologies 2013: Deep Learning”), and last year created 

software that taught itself to recognize cats and other objects 

by reviewing stills from YouTube videos. The underlying deep 

learning technology was later used to slash the error rate of 

Google’s voice recognition services (see “Google’s Virtual Brain 

Goes to Work”)….Researchers at Microsoft have used deep 

learning to build a system that translates speech from English 

to Mandarin Chinese in real time (see “Microsoft Brings Star 

Trek’s Voice Translator to Life”). Chinese Web giant Baidu also 

recently established a Silicon Valley research lab to work on 

deep learning.

September 20, 

2013

http://www.technologyreview.com/featuredstory/513696/deep-learning/
http://www.technologyreview.com/news/429442/google-puts-its-virtual-brain-technology-to-work/
http://www.technologyreview.com/news/507181/microsoft-brings-star-treks-voice-translator-to-life/
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Geoff Hinton

DNN: (Fully-Connected) Deep Neural Networks
“DNN for acoustic modeling in speech recognition,” in IEEE SPM, Nov. 2012

First train a stack of N models each of 

which has one hidden layer. Each 

model in the stack treats the hidden 

variables of the previous model as data.

Then compose them 

into a single Deep Belief 

Network.

Then add outputs 

and train the DNN 

with backprop.

Li Deng

Dong Yu
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CD-DNN-HMM 
Dahl, Yu, Deng, and Acero, “Context-Dependent 
Pre-trained Deep Neural Networks for Large 
Vocabulary Speech Recognition,” IEEE Trans. ASLP, 
Jan. 2012

After no improvement for 10+ years by the 

research community…

…MSR reduced error from ~23% to <13% 

(and under 7% for Rick Rashid’s S2S demo)!
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Image OutputLeCun et al., 1998

Deep Convolutional NN for Images

CNN: local connections with weight sharing;

pooling for translation invariance 
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A Basic Module of the CNN

Image

Pooling

Convolution
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earlier

Deep Convolutional NN for Images

Histogram Oriented Grads

Pooling

SVM

Image

2012

Convolution/pooling

Convolution/pooling

Convolution/pooling

Raw Image pixels

Convolution/pooling

Convolution/pooling

Fully connected

Fully connected

Fully connected
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Deep CNN !!!

Univ. Toronto team

Krizhevsky, Sutskever, Hinton, “ImageNet
Classification with Deep Convolutional Neural 
Networks.” NIPS, Dec. 2012
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Yoshua Bengio

Bengio, Ducharme, Vincent, Jauvin, “A 
neural probabilistic language model. “ 
JMLR, 2003
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• Large LM perplexity reduction

• Lower ASR WER improvement

• Expensive in learning

• Later turned to FFNN at Google:

Word2vec, Skip-gram, etc.

• All UNSUPERVISED

Tomas Mikolov

Mikolov, Karafiat, Burget, Cernocky, Khudanpur, “Recurrent neural 
network based language model.“ Interspeech, 2010

cat

chases

is
…
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Useful Sites on Deep Learning

http://www.cs.toronto.edu/~hinton/

http://ufldl.stanford.edu/wiki/index.php/UFLDL_Recommended_
Readings

http://ufldl.stanford.edu/wiki/index.php/UFLDL_Tutorial

http://deeplearning.net/reading-list/

http://deeplearning.net/tutorial/

http://deeplearning.net/deep-learning-research-groups-and-
labs/

• Google+ Deep Learning community

18

http://www.cs.toronto.edu/~hinton/
http://ufldl.stanford.edu/wiki/index.php/UFLDL_Recommended_Readings
http://ufldl.stanford.edu/wiki/index.php/UFLDL_Tutorial
http://deeplearning.net/reading-list/
http://deeplearning.net/tutorial/
http://deeplearning.net/deep-learning-research-groups-and-labs/
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learning and applications

19



Part II

Deep learning in spoken 

language understanding
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“Show me flights from Boston to New York today”

DateCity-arrival

Intent: find_flight

Domain: travel

City-departure

“Show me flights from Boston to New York today”

Semantic slots:

Cortana
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Deep stack net for semantic utterance 

classification:
1) A stack of a series of 3-layer perceptron modules

2) Output layer is concatenated with raw input to form 

input layer of the next module

[Tur, Deng, Hakkani-Tur, He, 2012; Deng, Tur, He, Hakkani-Tur, 2012]

Domain: travel

“Show me flights from Boston to New York today”
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Error keeps decreasing until up to six

layers are added up

30% error reduction over a 

boosting-based baseline!

Deng, Tur, He, Hakkani-Tur, Use of kernel deep convex networks and 

end-to-end learning for spoken language understanding, IEEE-SLT 2012
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A example in the Airline Travel Information System (ATIS) corpus

show flights from boston to new york today

Slots O O O B-dept O B-arr I-arr B-date

Slot filling can be viewed as a sequential tagging problem
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𝒙1

𝒉1

𝒚1

𝒙2

𝒉2

𝒚2

𝒙3

𝒉3

𝒚3

𝒗𝑇

𝒉𝑇

𝒚𝑇

𝑾 𝑾

𝑽 𝑽 𝑽 𝑽

𝑼 𝑼 𝑼 𝑼

Recurrent neural networks for slot filling

…
𝑾

[Mesnil, He, Deng, Bengio, 2013; Yao, Zweig, Hwang, Shi, Yu, 2013]

where 𝑥𝑡: 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑤𝑜𝑟𝑑 , 𝑦𝑡: 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑡𝑎𝑔

𝑦𝑡 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥 𝑈 ∙ ℎ𝑡 , 𝑤ℎ𝑒𝑟𝑒 ℎ𝑡 = 𝜎(𝑊 ∙ ℎ𝑡−1 + 𝑉 ∙ 𝑥𝑡)

ℎ𝑡 is the hidden layer that carries the information from time 0~𝑡
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Back-propagation through time (BPTT)

𝒙1

𝒉1

𝒚1

𝒙2

𝒉2

𝒚2

𝒙3

𝒉3

𝒚3

𝑾 𝑾

𝑼 𝑼 𝑼

𝒍𝒂𝒃𝒆𝒍3 at time 𝑡 = 3

1. Forward propagation

𝑽 𝑽 𝑽

2. Generate output

3. Calculate error

4. Back propagation

5. Back prop. through time



27Microsoft Research

SGD vs. minibatch training

Model Elman Jordan Hybrid

Stochastic GD

94.55 

±0.51

94.66 

±0.23

94.75 

±0.31

Sentence-minibatch

94.54 

±0.23

94.33 

±0.19

94.25 

±0.28

Left-to-right vs. bi-directional RNN

~25% error reduction!

Model Elman Jordan

Left-to-right 94.54 94.33 

bi-direction 94.73 94.03

With local context window

With local context window

Model Elman Jordan

Left-to-right 93.15 65.23

bi-direction 93.46 90.31

Without local context window
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Part III

Learning Semantic 

Embedding
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𝑓 𝒄𝒂𝒕 =

The index of “cat” in 

the vocabulary

a.k.a the 1-hot

word vector
word embedding 

vector in the 

semantic space

Deerwester, Dumais, Furnas, Landauer, 

Harshman, "Indexing by latent 

semantic analysis," JASIS 1990
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W

U

Word embedding

𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 = 𝑈
𝑇𝜎(𝑊 𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5 + 𝑏)

Scoring: 

Training:

𝐽 = max 0, 1 + 𝑆− − 𝑆+

Where 

𝑆+ = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5
𝑆− = 𝑆𝑐𝑜𝑟𝑒 𝑤1, 𝑤2, 𝑤

−, 𝑤4, 𝑤5
And

< 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 > is a valid 5-gram

< 𝑤1, 𝑤2, 𝑤
−, 𝑤4, 𝑤5 > is a “negative sample” constructed

by replacing the word 𝑤3 with a random word𝑤−

Collobert, Weston, Bottou, Karlen, 

Kavukcuoglu, Kuksa, “Natural Language 

Processing (Almost) from Scratch,” JMLR 

2011

Update the model until 𝑆+ > 1 + 𝑆−

e.g., a negative example: “cat chills X a mat”
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Mikolov, Yih,  Zweig, “Linguistic 

Regularities in Continuous Space 

Word Representations,” NAACL 

2013

Word Embedding

cat

chases

is

…
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The CBOW architecture (a) on the left, and the Skip-gram architecture (b) on the right. 

[Mikolov et al., 2013 ICLR].

Continuous Bag-of-Words
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word embedding 

matrix

w1,w2,        …            wN

𝒗 𝑤 =

# words

dim

w

 However, for large scale NL tasks a decomposable, robust representation is preferable

 Vocabulary of real-world  big data tasks could be huge (scalability)

>100M unique words in a modern commercial search engine log, and keeps growing

 New words, misspellings, and word fragments frequently occur (generalizability) 
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dim = 100M

dim=500

dim = 50K

1-hot word vector

embedding vector

word embedding 

matrix: 500 × 100𝑀

dim = 100M

dim=500

1-hot word vector

embedding vector

SWU embedding 

matrix: 500 × 50𝐾

SWU encoding

matrix

𝑊

𝑈

𝑉

Could go up to extremely large

𝑊 → 𝑈 × 𝑉

Huang, He, Gao, Deng, Acero, Heck, “Learning deep structured 

semantic models for web search using clickthrough data,” CIKM, 2013

]
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Vocabulary 
size

Unique letter-tg
observed in voc

Number of 
Collisions

40K 10306 2   (0.005%)
500K 30621 22 (0.004%)

What if different words have the same word 

hashing vector (collision)?
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.…1,...0…                    1,…    1,…
…#-c-a           …… c-a-t ...a-t-#

…

 

𝑘=1

𝐾

(𝛼𝑐𝑎𝑡,𝑘 ∙ )
Letter-trigram embedding 

matrix

# total letter-trigrams

dim

𝒖𝑘

Count of LTG(k)

in the word “cat” 𝒖:The vector of LTG(k)

Example: cat → #cat# → #-c-a, c-a-t, a-t-# 
(w/ word boundary mark #)

𝒗 𝑐𝑎𝑡 =

Two words has the same LTG: 

collision rate ≈ 0.004%
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𝑤𝑖

[Li, Hastie, and Church 2006]

Each word will have a set of sparse random 

encoding of the 10000 basic units

. .. .
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a man is reading the new york times

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

Raw text, e.g., a 

sequence of words

each non-linear layer gradually 

extracts deeper invariance

Abstract representation

in the semantic space

he semantic meaning of texts –
to be learned – is latent 
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1) Single layer learning: Restricted Boltzmann Machine (RBM)

2) Multi-layer training: deep auto-encoder, learn internal representations

Model is trained to minimize the reconstruction error

500

300

500

500

500

40K

Step1: get initial weights 

from RBM

Step2: auto-encoder

500

40K

500

300

500

40K

500

𝑊1

𝑊2

𝑊3

𝑊3
𝑇

𝑊2
𝑇

𝑊1
𝑇

Document

Document

unrolling

[Salakhutdinov & Hinton 2007, 2010]

Embedding 

of the document

re-construction error 
(to be minimized in training)
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Deep Structured Semantic Model/Deep Semantic Similarity Model (DSSM)
the DSSM learns phrase/sentence level semantic vector representation, e.g., query, document

The DSSM is built upon sub-word units for scalability and generalizability 
e.g., letter-trigram, phones, roots/morphs

The DSSM is trained by an similarity-driven objective
projecting semantically similar phrases to vectors close to each other

projecting semantically different phrases to vectors far apart

The DSSM is trained using various signals, with or without human labeling effort 
semantically-similar text pairs 
e.g., user behavior log data, contextual text [Huang, He, Gao, Deng, Acero, Heck, CIKM2013]

[Shen, He, Gao, Deng, Mesnil, WWW2014]

[Gao, He, Yih, Deng, ACL2014]

[Yih, He, Meek, ACL2014]

[Song, He, Gao, Deng, Shen, MSR-TR 2014]

[Gao, Pantel, Gamon, He, Deng, Shen, EMNLP2014]

[Shen, He, Gao, Deng, Mesnil, CIKM2014]

[He, Gao, Deng, ICASSP2014 Tutorial]

Deep Structured Semantic Model
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

Initialization:

Neural networks are initialized with random weights

DSSM for semantic embedding Learning

Huang, He, Gao, Deng, Acero, Heck, “Learning 
deep structured semantic models for web 
search using clickthrough data,” CIKM, 2013

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t+: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t -: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔 𝒗𝒕+ 𝒗𝒕−

DSSM for semantic embedding learning

Compute 

gradients
 𝜕

𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕+ )

 𝒕′={𝒕+,𝒕−} 𝒆𝒙𝒑(𝒄𝒐𝒔 𝒗𝒔 , 𝒗𝒕′ )
𝜕W

cos(𝑣𝑠, 𝑣𝑡+) cos(𝑣𝑠, 𝑣𝑡−)

Compute Cosine similarity between semantic vectors 

Training:

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4
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s: “racing  car”Input word/phrase

dim = 100MBag-of-words vector

dim = 50K

d=500Letter-trigram 

embedding matrix

Letter-trigram encoding

matrix (fixed)

d=500

Semantic vector

d=300

t1: “formula one”

dim = 100M

dim = 50K

d=500

d=500

d=300

t2: “racing to me”

dim = 100M

dim = 50K

d=500

d=500

d=300

Ws,1

Ws,2

Ws,3

Ws,4

𝒗𝒔

DSSM for semantic embedding learning
Runtime:

𝒗𝒕𝟏 𝒗𝒕𝟐

similar apart

Wt,1

Wt,2

Wt,3

Wt,4

Wt,1

Wt,2

Wt,3

Wt,4
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context <-> word 

query <-> clicked-doc 

pattern<-> relationship 

𝑷 𝒅+ 𝒒

𝑃 𝑑+ 𝑞 =
exp (𝛾 𝑐𝑜𝑠 𝑞, 𝑑+ )

 𝑑∈𝑫 exp(𝛾 𝑐𝑜𝑠 𝑞, 𝑑 )
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hot

Text string s

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

one-hot targetDist=Xentropy
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hot

Text string s

H1

H2

H3

W1

W2

W3

W4

Input 1

H3

“vector”-valued “target”

Dist≠Xentropy
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hot

Text string s

H1

H2

H3

W1

W2

W3

W4

Input s

H3

“vector”-valued “target”

Text string t

H1

H2

H3

W1

W2

W3

Input t1

H3

Semantic representation

Distance(s,t)

W4
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hot

Text string s

H1

H2

H3

W1

W2

W3

W4

Input s

H3

Text string t

H1

H2

H3

W1

W2

W3

Input t1

H3

Distance(s,t1)

… …
… …… …

W4
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embedding

vector

re-construction error

Auto-encoder Training loss func.:

AE: reconstruction error

of the input

DSSM: distance between

embedding vectors

Supervision:

AE: unsupervised 

(e.g., doc<->doc)

DSSM: weakly supervised

(e.g., query<->doc search log)

The DSSM can be trained using a variety of weak supervision signals

without human labeling effort (e.g., user behavior log data). 

Input:

AE: 1-hot word vector

DSSM: sub-word unit 

(e.g., letter-trigram) dim = 5M

dim = 50K

500

500

300

target sentence

dim = 5M

dim = 50K

500

500

300

cosine

similarity

source sentence

DSSM

dim = 5M

500

500

300

Input sentence

500

500

Input sentence

embedding

vector
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Tasks Source Target

Word semantic embedding context word

Web search search query web documents

Question answering pattern / mention (in NL) relation / entity (in KB)

Recommendation doc in reading interesting things / other docs

Machine translation sentence in language a translations in language b

Text/Image joint learning text / image Image / text

Ad selection search query ad keywords

Entity ranking mention (highlighted) entities

Knowledge-base construction entity entity 

…
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context <-> word

words context higher cosine

dim = 600K

d=300

dim = 600K

d=300

similar

s: “w(t-2) w(t-1) w(t+1) w(t+2)” t: “w(t)”

d=500

[Song, He, Gao, Deng, Shen, 2014]

• Training Condition:
• 600K vocabulary size

• 1B words from Wikipedia 

• 300-dimentional vector

You shall know a word by 

the company it keeps 

(J. R. Firth 1957: 11)
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Plotting 3K words in 2D
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Plotting 3K words in 2D
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Plotting 3K words in 2D
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king earl (0.77) pope (0.77) lord (0.74)

woman person (0.79) girl (0.77) man (0.76)

france spain (0.94) italy (0.93) belgium (0.88)

rome constantinople (0.81) paris (0.79) moscow (0.77)

winter summer (0.83) autumn (0.79) spring (0.74)

rain rainfall (0.76) storm (0.73) wet (0.72)

car truck (0.8) driver (0.73) motorcycle (0.72)

Semantic clustering: top 3 neighbors of each word

summer : rain = winter : ? snow (0.79) rainfall (0.73) wet (0.71)

italy : rome = france : ? paris (0.78) constantinople (0.74) egypt (0.73)

man : eye = car : ? motor (0.64) brake (0.58) overhead (0.58)

read : book = listen : ? sequel (0.65) tale (0.63) song (0.60)

𝑤1: 𝑤2 = 𝑤3 ∶ ? ⇒ 𝑉4 = 𝑉3 − 𝑉1 + 𝑉2 -- retrieve words close to 𝑉4

Semantic analogy:
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Model Dim Size Accuracy

Avg.(sem+syn)

SG 300 1B 61.0%

CBOW 300 1.6B 36.1%

vLBL 300 1.5B 60.0%

ivLBL 300 1.5B 64.0%

GloVe 300 1.6B 70.3%

DSSM 300 1B 71.4%

(i)vLBL results are from (Mnih et al., 2013); skip-gram (SG) and CBOW results are from 

(Mikolov et al., 2013a,b); GloVe are from (Pennington, Socher, and Manning, 2014)

The dataset contains 19,544 word analogy questions:
Semantic questions, e.g.,: “Athens is to Greece as Berlin is to ?” 

Syntactic questions, e.g.,: “dance is to dancing as fly is to ?” 
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Model Input 

dimension

NDCG@1

%

BM25 baseline -- 30.8

Probabilistic LSA (PLSA) 29.5

Auto-Encoder (Word) 40K 31.0 (+0.2)

DSSM (Word) 40K 34.2 (+3.4)

DSSM (Random projection) 30K 35.1 (+4.3)

DSSM (Letter-trigram) 30K 36.2 (+5.4)

• The DSSM learns superior semantic embedding

• Letter-trigram + the DSSM gives superior results

The higher the NDCG  score the better, 1% NDCG difference is statistically significant.

• Evaluated on a document retrieval task 

• Docs are ranked by the cosine similarity between embedding vectors 

of the query and the docs

The DSSM improves 

5~7 pt NDCG over 

shallow models

93
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Knowledge 

Base

𝜆𝑥. sister−of(justin−bieber, 𝑥)

Who is Justin Bieber’s sister?

sibling−of(justin−bieber, jazmyn−bieber)
gender(jazmyn−bieber, female)

semantic parsing

query

inference

Jazmyn Bieber
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When were DVD players invented?

Q

P M

when were M invented dvd players

be-invent-in DVD-PLAYER 1993

Question

(in natural language)

CDSSM match in the 

relation space

CDSSM match in the 

entity space

R(E1, E2) Ans=1993

……

𝑃𝑟𝑜𝑏(𝑅|𝑃) 𝑃𝑟𝑜𝑏(𝐸1|𝑀)

Decoding the best answer:

𝐴𝑛𝑠∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐴𝑛𝑠𝑃 𝐴𝑛𝑠 𝐾𝐵, 𝑄

𝑃 𝐴𝑛𝑠 𝐾𝐵,𝑄 = 

𝑆𝑃

𝑃(𝐴𝑛𝑠, 𝑆𝑃|𝐾𝐵, 𝑄)

≈ max
𝑆𝑃,𝑇𝑟𝑖𝑝𝑙𝑒

𝑃(𝐴𝑛𝑠|𝑆𝑃, 𝐾𝐵, 𝑄)𝑃 𝑆𝑃 𝑄

≈ max
𝑆𝑃,𝑇𝑟𝑖𝑝𝑙𝑒

𝑃𝑟𝑜𝑏(𝑅|𝑃) × 𝑃𝑟𝑜𝑏(𝐸1|𝑀)

Knowledge Triple

(in logical form)

DSSM in question answering

Yih, He, Meek, “Semantic parsing for single-relation question answering,” ACL 2014
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• 1.8M (question, single-relation queries)

be−invent−in dvd−player

be−invent−in2

st−patrick−day
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be−speak−in english hong−kong
be−predominant−language−in

cantonese hong−kong

be−highest−mountain−in ararat turkey
be−mountain−in ararat armenia

• Same test questions in the Paralex dataset
• 698 questions from 37 clusters
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Part IV

Deep Semantic Similarity Model For 

Text Processing
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Tasks X Y

Web search Search query Web document

Automatic highlighting Doc in reading Key phrases to be highlighted

Contextual entity search Key phrase and context Entity and its corresponding page

Machine translation Sentence in language A Translations in language B

Automatic Image captioning Image caption
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[Huang, He, Gao, Deng, Acero, Heck. 2013; Shen, He, Gao, Deng, Mesnil, 2014 ]
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Semantic Matching between Q and D

cold home remedy

home remedies cold 

cold remeedies

remedies cold 

flu treatment

remedies flu

semantic matching
• Q: how to deal with stuffy nose

• D: best home remedies for cold and flu

R&D progress
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xt

ft

ct

v

h

Word sequence

Word hashing layer

Convolutional layer

Semantic layer

Relevance measured 
by cosine similarity

Max pooling layer

w1,w2,  ,wTQ

f1 , f2 ,  ,  fTQ

3
0

0

300

128

...

sim(X, Y)

w1,w2,  ,wTD

f1 , f2 ,  ,  fTD1

3
0

0

300

128

...

X Y

DSSM: Compute Similarity in Semantic Space

Learning: maximize the similarity 

between X (source) and Y (target)

𝑔(. )𝑓(. ) 𝐷𝑆𝑆𝑀
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xt

ft

ct

v

h

Word sequence

Word hashing layer

Convolutional layer

Semantic layer

Relevance measured 
by cosine similarity

Max pooling layer

w1,w2,  ,wTQ

f1 , f2 ,  ,  fTQ

3
0

0

300

128

...

sim(X, Y)

w1,w2,  ,wTD

f1 , f2 ,  ,  fTD1

3
0

0

300

128

...

X Y

DSSM: Compute Similarity in Semantic Space

Learning: maximize the similarity 

between X (source) and Y (target)

Representation: use DNN to extract 

abstract semantic representations

𝑔(. )𝑓(. )



83Microsoft Research

xt

ft

ct

v

h

Word sequence

Word hashing layer

Convolutional layer

Semantic layer

Relevance measured 
by cosine similarity

Max pooling layer

w1,w2,  ,wTQ

f1 , f2 ,  ,  fTQ

3
0

0

300

128

...

sim(X, Y)

w1,w2,  ,wTD

f1 , f2 ,  ,  fTD1

3
0

0

300

128

...

X Y

Learning: maximize the similarity 

between X (source) and Y (target)

Representation: use DNN to extract 

abstract semantic representations

Convolutional and Max-pooling 

layer: identify key words/concepts 

in X and Y

Word hashing: use sub-word unit 

(e.g., letter 𝑛-gram) as raw input to 

handle very large vocabulary

DSSM: Compute Similarity in Semantic Space
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Vocabulary size
# of unique letter-

trigrams
# of Collisions Collision rate

40K 10,306 2 0.0050%

500K 30,621 22 0.0044%

5M 49,292 179 0.0036%
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u1 u2 u3 u4 u5

w1 w2 w3 w4 w5

2

3

4

1

# #

• Extract local features using convolutional layer
• {w1, w2, w3}  topic 1

• {w2, w3, w4}  topic 4
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u1 u2 u3 u4 u5

w1 w2 w3 w4 w5

2

3

4

1

# #

• Extract local features using convolutional layer
• {w1, w2, w3}  topic 1

• {w2, w3, w4}  topic 4

• Generate global features using max-pooling
• Key topics of the text  topics 1 and 3

• keywords of the text: w2 and w5

w1 w2 w3 w4 w5

v

2

3

4

1

# #
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u1 u2 u3 u4 u5

w1 w2 w3 w4 w5

2

3

4

1

# #

• Extract local features using convolutional layer
• {w1, w2, w3}  topic 1

• {w2, w3, w4}  topic 4

• Generate global features using max-pooling
• Key topics of the text  topics 1 and 3

• keywords of the text: w2 and w5

w1 w2 w3 w4 w5

v

2

3

4

1

# #

… the comedy festival formerly

known as the us comedy arts

festival is a comedy festival held

each year in las vegas nevada from

its 1985 inception to 2008 . it was

held annually at the wheeler opera

house and other venues in aspen

colorado . the primary sponsor of

the festival was hbo with co-

sponsorship by caesars palace . the

primary venue tbs geico insurance

twix candy bars and smirnoff vodka

hbo exited the festival business in

2007 …
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264 224170 231

free online car body shop repair estimates

132 186294 209

auto body repair cost calculator software

264 224170 231132 186294 209 Most active neurons at the 

max-pooling layers of 

the query and document nets, 

respectively
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Semantic Space

Implicit Supervised Information
X: auto body repair 

cost calculator 

software 

Y1: free online car body shop repair estimates 

Y2: online body fat percentage calculator 

Y3: Body Language Online Courses Shop

Learning DSSM from Labeled X-Y Pairs



93Microsoft Research

Semantic Space

Implicit Supervised Information
X: auto body repair 

cost calculator 

software 

Y1: free online car body shop repair estimates 

Y2: online body fat percentage calculator 

Y3: Body Language Online Courses Shop

• Positive X-Y pairs are extracted from search click logs
• Negative X-Y pairs are randomly sampled
• Map X and Y into the same semantic space via deep neural net
• Positive Y are closer to X than negative Y in that space

Learning DSSM from Labeled X-Y Pairs
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http://www.agelessherbs.com/BestHomeReme

diesColdFlu.html

NO CLICK

NO CLICK

how to deal with stuffy nose?

stuffy nose treatment

cold home remedies

[Gao, He, Nie, 2010] 
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how to deal with stuffy nose?

stuffy nose treatment

cold home remedies

[Gao, He, Nie, 2010] 
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how to deal with stuffy nose?

stuffy nose treatment

cold home remedies

QUERY (Q) Title (T)

how to deal with stuffy nose best home remedies for cold and flu

stuffy nose treatment best home remedies for cold and flu

cold home remedies best home remedies for cold and flu

… … … …

go israel forums goisrael community

skate at wholesale at pr wholesale skates southeastern skate supply

breastfeeding nursing blister baby clogged milk ducts babycenter

thank you teacher song lyrics for teaching educational children s music

immigration canada lacolle cbsa office detailed information

[Gao, He, Nie, 2010] 
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[Gao, He, Nie, 2010] 
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Q: stuffy nose treatment D: cold home remediesTopic

Q: stuffy nose treatment D: cold home remedies



100Microsoft Research

[Gao, Toutanova, Yih, 2011]



101Microsoft Research

30.5 30.5
31.6 31.5 31.9 32

34.2
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34.4 34.2
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31

33

35

37

BM25 PLSA BLTM Word

translation

model

Phrase

Translation

model

DSSM_BOW DSSM

NDCG@1 NDCG@3
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102
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• Training data acquisition

[Gao, Pantel, Gamon, He, Deng, Shen, 

2014]
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• Automatic highlighting

• Contextual entity search
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The Einstein Theory of Relativity
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The Einstein Theory of Relativity
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The Einstein Theory of Relativity
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Entity
The Einstein Theory of Relativity
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ContextThe Einstein Theory of Relativity
Entity
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The Einstein Theory of Relativity ContextThe Einstein Theory of Relativity
Entity
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Key phrase

Context
Entity page 

(reference doc)

Tasks X (source text) Y (target text)

Automatic highlighting Doc in reading Key phrases to be highlighted

Contextual entity search Key phrase and context Entity and its corresponding (wiki) page
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Key phrase

Context
Entity page 

(reference doc)

Tasks X (source text) Y (target text)

Automatic highlighting Doc in reading Key phrases to be highlighted

Contextual entity search Key phrase and context Entity and its corresponding (wiki) page
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ray of light

Ray of Light (Experiment)

Ray of Light (Song)

The Einstein Theory of Relativity
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ray of light

Ray of Light (Experiment)

Ray of Light (Song)

The Einstein Theory of Relativity



115Microsoft Research

• Two interestingness tasks for recommendation

• Modeling interestingness via DSSM

• Training data acquisition
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𝑃 𝐻

…

I spent a lot of time finding music that was motivating and 

that I'd also want to listen to through my phone. I could 

find none. None! I wound up downloading three Metallica 

songs, a Judas Priest song and one from Bush.
…

http://runningmoron.blogspot.in/

• (text in 𝑃, anchor text of 𝐻)

𝑃

𝐻

http://judaspriest.com/
http://en.wikipedia.org/wiki/Bush_(band)
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𝐻 𝑃′

…

I spent a lot of time finding music that was motivating and 

that I'd also want to listen to through my phone. I could 

find none. None! I wound up downloading three Metallica 

songs, a Judas Priest song and one from Bush.
…

http://runningmoron.blogspot.in/

• (anchor text of 𝐻 & surrounding words, text in 𝑃′)

http://en.wikipedia.org/wiki/Bush_(band)

http://judaspriest.com/
http://en.wikipedia.org/wiki/Bush_(band)
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• Random: Random baseline

• Basic Feat: Boosted decision tree learner with document features, such 

as anchor position, freq. of anchor, anchor density, etc.

0.041

0.215

0.062

0.253

0

0.2

0.4

0.6

Random Basic Feat

NDCG@1 NDCG@5
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• + LDA Vec: Basic + Topic model (LDA) vectors [Gamon+ 2013]

• + Wiki Cat: Basic + Wikipedia categories (do not apply to general documents)

• + DSSM Vec: Basic + DSSM vectors

0.041

0.215

0.345

0.505 0.554

0.062

0.253

0.380
0.475 0.524

0

0.2

0.4

0.6

Random Basic Feat + LDA Vec + Wiki Cat + DSSM

Vec

NDCG@1 NDCG@5
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source

target 
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• BM25: The classical document model in IR [Robertson+ 1994]

• BLTM: Bilingual Topic Model [Gao+ 2011]

0.041

0.215

0.062

0.253

0

0.2

0.4

0.6

0.8

BM25 BLTM

NDCG@1 AUC
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• DSSM-bow: DSSM without convolutional layer and max-pooling structure

• DSSM outperforms classic doc model and state-of-the-art topic model

0.041

0.215 0.223 0.259

0.062

0.253

0.699 0.711

0

0.2

0.4

0.6

0.8

BM25 BLTM DSSM-bow DSSM

NDCG@1 AUC
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• Extract labeled pairs from Web browsing logs
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• Model training using Expected-BLEU objective

[Gao, He, Yih, Deng, 2014]
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C: 救援人员在倒塌的房屋里寻找生还者
E: Rescue workers search for survivors in collapsed houses

[Koehn 2009]
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MLE: 𝑃 𝐞 𝐜 =
𝑁 𝐜,𝐞

 
𝐞′
𝑁 𝐜,𝐞′

with smoothing
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• Map
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138
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• MRF: Markov Random Fields with xBleu [Gao and He 2013]

• CPTM: DSSM with xBleu

• Up to 1.3 BLEU point improvement over the baseline

24.4
24.9 25.1

25.5
25.2

26
26.3 26.6

23

24

25

26

27

Baseline MRFp CPTM MRFp+CPTM

news2010 news2011
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Tasks X Y

Web search Search query Web documents

Ad selection Search query Ad keywords

Entity ranking Mention (highlighted) Entities

Recommendation Doc in reading Interesting things in doc or other docs

Machine translation Sentence in language A Translations in language B

Nature User Interface Command (text/speech) Action

Summarization Document Summary

Query rewriting Query Rewrite

Image retrieval Text string Images

… … …

[Huang et al. 2013; Shen et al. 2014; Gao et al. 2014a; Gao et al. 2014b]
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DSSM for Text-Image Joint Representation Learning

• Recall DSSM for text inputs:  s, t1, t2, t3, …

• Now: replace text s by image s

• Using DNN/CNN features of image

• Can rank/generate text’s given image or 
can rank images given text.

Image features s

H1

H2

H3

W1

W2

W3

W4

Input s

H3

Text: a parrot rides a tricycle

H1

H2

H3

W1

W2

W3

Input t1

H3

Distance(s,t)

W4

… …

Raw Image pixels

Convolution/pooling

Convolution/pooling

Convolution/pooling

Convolution/pooling

Convolution/pooling

Fully connected

Fully connected

Softmax layerx
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DSSM 

Model

Language 

Model

Detector Models,

Deep Neural Net 

Features, …

Computer 

Vision 

System sign
stop

street
signs

on

traffic

light

red

under

building

city

pole

bus

Caption 

Generation 

System

a red stop sign sitting under a traffic light on a city street

a stop sign at an intersection on a street

a stop sign with two street signs on a pole on a sidewalk

a stop sign at an intersection on a city street

…

a stop sign

a red traffic light

Global 

Semantic 

Ranking 

System

a stop sign at an intersection on a city street

Fang, Gupta, Iandola, Srivastava, Deng, Dollar, 

Gao, He, Mitchell, Platt, Zitnick, Zweig, “From 

captions to visual concepts and back,” on arXiv

Automatic Image Captioning
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