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Abstract—Most speech recognition applications in use today rely heavily on confidence measure for making optimal decisions. In this work, we aim to answer the question: what can be done to improve the quality of confidence measure if we cannot modify the speech recognition engine? The answer provided in this paper is a post-processing step called confidence calibration, which can be viewed as a special adaptation technique applied to confidence measure. Three confidence calibration methods have been developed in this work: the maximum entropy model with distribution constraints, the artificial neural network, and the deep belief network. We compare these approaches and demonstrate the importance of key features exploited: the generic confidence-score, the application-dependent word distribution, and the rule coverage ratio. We demonstrate the effectiveness of confidence calibration on a variety of tasks with significant normalized cross entropy increase and equal error rate reduction.

Index Terms— confidence calibration, confidence measure, maximum entropy, distribution constraint, word distribution, deep belief network

I. INTRODUCTION

Automatic speech recognition (ASR) technology has been widely deployed in such applications as spoken dialog systems, voice mail (VM) transcription, and voice search [2][3]. Even though the ASR accuracy has been greatly improved over the past three decades, errors are still inevitable, especially under noisy conditions [1]. For this reason, most speech applications today rely heavily on a computable scalar quantity, called confidence measure, to select optimal dialog strategies or to inform users what information can be trusted and what cannot. The quality of the confidence measure is thus one of the critical factors in determining success of speech applications.

Based on the nature of a specific speech application, one or two types of confidence measures may be used. The word confidence measure (WCM) estimates the likelihood a word is correctly recognized. The semantic confidence measure (SCM), on the other hand, measures how likely semantic information is correctly extracted from an utterance. For example, in the VM transcription application, SCM is essential for the keyword slots such as the call-back phone number; WCM is important for transcribing a general message. In spoken dialog and voice search (VS) applications, SCM is more meaningful since the goal of these applications is to extract from users’ responses semantic information such as date/time, departure and destination cities, and business names.

Note that SCM has substantially different characteristics from WCM and requires distinct treatment primarily because the same semantic information can be delivered in different ways. For instance, number 1234 may be expressed as “one thousand two hundred and thirty four” or “twelve thirty four.” In addition, it is not necessary to recognize all the words correctly to obtain correct semantic information. For example, it will not cause any semantic error when November seventh is misrecognized as November seven, and vice versa. This is especially true when irrelevant or redundant words, such as ma’am in “yes ma’am” and ah in “ah yes”, are misrecognized, or filtered out (e.g., using a garbage model [4][5].)

Numerous techniques have been developed to improve the quality of confidence measures. See [6] for a survey. Briefly, those prior techniques can be grouped into three categories. In the first category, a two-class (true or false) classifier is built based on features (e.g., acoustic and language model scores) obtained from the ASR engine and the classifier’s likelihood output is used as the confidence measure. The classification models reported in the literature include the linear discriminant function [7][8], generalized linear model [9][10], Gaussian mixture classifier [11], neural network [12][13][49], decision tree [14][15], boosting [16], and maximum entropy model [17]. The techniques in the second category take the posterior probability of a word (or semantic slot) given the acoustic signal as confidence measure. This posterior probability is typically estimated from the ASR lattices [18][19][20][21] or N-best lists [20][22]. These techniques require special handling when the lattice is not sufficiently rich. However, they do not require an additional parametric model to estimate the confidence score. Techniques in the third category treat the confidence estimation problem as an utterance verification problem. They use the likelihood ratio between the null hypothesis (e.g., the word is correct) and the alternative...
hypothesis (e.g., the word is incorrect) as confidence measure \[8\][23][24]. Discussions on the pros and cons of all the three categories of techniques can be found in [6]. Note that the parametric techniques in the first and third categories often outperform the non-parametric techniques in the second categories, because the parametric techniques can always include the posterior probability as one of the information sources and thus improve upon it.

No matter which parametric technique is used, the confidence measure is typically provided by the ASR engine and trained on a generic dataset. Therefore, it is a black box to the speech application developers. Using a generic training set can provide good average out-of-box performance across a variety of applications. However, this approach is obviously not optimal since the data used to train the confidence measure may differ vastly from the real data observed in a specific speech application. The disparity is typically caused by different language models used and different environments in which the applications are deployed. In addition, using the confidence model inside the ASR engine makes it difficult to exploit application-specific features such as the word distribution (see Section IV). These application-specific features are either external to the ASR engine or cannot be reliably estimated from the generic training set.

Currently, only a limited number of companies and institutions have the capability and resources to build real-time large vocabulary continuous ASR engines. Most speech application developers have no access to the internals of the engines and cannot modify the built-in confidence estimation algorithms. Thus, they often have to rely on the confidence measure provided by the engines. This situation can be painful for speech application developers, especially when a poor confidence model or feature set is used in the ASR engine and the model parameters are not well tuned.

In this paper we aim at answering the following question: what can be done to improve the quality of the confidence measures if we cannot modify the ASR engine? This problem has become increasingly important recently since more speech applications are built by application developers who know nothing about the ASR engines. In this paper we use a technique called confidence calibration to solve this problem. It is a post-processing step that tunes the confidence measure for each specific application using a small amount of transcribed calibration data collected under real usage scenarios. To show why confidence calibration would help, let us consider a simple speech application that only recognizes “yes” and “no”. Let us further assume “yes” is correctly recognized 98% of the time and it consists of 80% of the responses, and “no” is correctly recognized 90% of the time and it consists of 20% of the responses. In this case, a confidence score of 0.5 for “yes” from the ASR engine may obviously mean differently from the same score for “no.” Thus an adjusted (calibrated) score using this information would help to improve the overall quality of the confidence score if done correctly.

We propose and compare three approaches for confidence calibration: the maximum entropy model (MaxEnt) with distribution constraints (MaxEnt-DC), the conventional artificial neural network (ANN), and the deep belief network (DBN). To the best of our knowledge, this is the first time that MaxEnt-DC and DBNs are applied to confidence estimation and calibration. The contribution of this work also includes the discovery of effective yet non-obvious features such as the word distribution information and the rule coverage ratio in improving confidence measures.

We demonstrate that the calibration techniques proposed in this paper work surprisingly well with significant confidence quality improvements over the original confidence measures provided by the ASR engines across different datasets and engines. We show that DBNs typically provide the best calibration result, but is only slightly better than the MaxEnt-DC approach, yet with the highest computational cost.

The quality of the confidence measure discussed in this paper is evaluated using the normalized cross entropy (NCE) [50], the equal error rate (EER), and the detection error trade-off (DET) curve [26]. We provide their definitions as follows:

The NCE is defined as

\[
\text{NCE} = \frac{H_{\text{base}} - H_{\text{cond}}}{H_{\text{base}}}
\]

where

\[
H_{\text{cond}} = -\sum_{i=1}^{N} \log(c_i \delta(y_i = 1) + (1 - c_i) \delta(y_i = 0)),
\]

and

\[
H_{\text{base}} = -n \log \left( \frac{n}{N} \right) - (N - n) \log \left( 1 - \frac{n}{N} \right).
\]

Here we assume to have a set of \( N \) confidence scores and the associated class labels \( \{(c_i \in [0, 1], y_i \in \{0, 1\}) \mid i = 1, \ldots, N\} \), where \( y_i = 1 \) if the word is correct and \( y_i = 0 \) otherwise. In (2) and (3) \( \delta(x) = 1 \) if \( x \) is true and \( \delta(x) = 0 \) otherwise, and \( n \) is the number of samples whose \( y_i = 1 \). The higher the NCE is, the better the confidence quality.

EER is the error rate when the operating threshold for the accept/reject decision is adjusted so that the probability of false acceptance and that of false rejection become equal. The lower the EER is, the better the confidence quality. The DET curve describes the behavior over different operating points. The crossing of the DET curve with the \((0,0) - (1,1)\) diagonal line gives the EER. The closer the DET curve is to the origin \((0,0)\), the better the confidence quality.

A perfect confidence measure always outputs one when the label is true, and zero otherwise. Under this condition the EER equals zero, NCE equals one, and the DET curve shrinks to the single point \((0,0)\). Note that these criteria measure different aspects of the confidence scores although they are somewhat related. In particular, NCE measures how close the confidence is related to the probability that the output is true. On the other hand, EER and DET indicate how well the confidence score is in separating the true outputs from the false with a single value and a curve, respectively, when a decision needs to be made to accept or reject the hypothesis. For example, two confidence measures can have the same EER value but very different NCE values, as we will see in Section VI. For many speech applications, EER and DET are more important than NCE since
speech application developers typically care about how the confidence scores can be used to reduce costs (e.g., time to task completion or dissatisfaction rate). When EER and DET are the same, one will prefer the confidence measure with a higher NCE value.

Please note that the criterion can be different when it is applied to a specific application. For example, in the directory assistance [3] application, the goal is to maximize the profit. A correctly routed call can reduce the human cost and hence increase the profit. In contrast, an incorrectly routed call may reduce the caller satisfaction rate and thus reduce the profit. The total profit in this example, would be

\[ \text{profit} = g \cdot n_a - c \cdot n_\text{re}, \]

where \( g \) is the gain if the call is correctly routed, \( c \) is the cost if the call is misrouted, and \( n_a \) and \( n_\text{re} \) are the number of calls routed correctly and incorrectly, respectively. \( c \) is typically 10 times larger than \( g \). No cost or profit is incurred if the call is not routed automatically and directed to a human attendant instead.

The optimal operation point depends on the DET curve and the actual values of the gain and cost. The rest of the paper is organized as follows. In Section II, we review the MaxEnt model with distribution constraints (MaxEnt-DC). We also describe the specific treatment needed for both the continuous and the multi-valued nominal features as required for confidence calibration. In Section III, we introduce DBN and explain its training procedure. In Sections IV and V, we illustrate the application-specific features that have been proven to be effective in improving the quality of the WCM and the SCM, respectively. We evaluate the proposed techniques on several datasets in Section VI and conclude the paper in Section VII.

II. MAXIMUM ENTROPY MODEL WITH DISTRIBUTION CONSTRAINTS

The MaxEnt model with moment constraints (MaxEnt-MC) [27] is a popular discriminative model that has been successfully applied to natural language processing (NLP) [28], speaker identification [29], statistical language modeling [30], text filtering [31], machine translation [32], and confidence estimation [17]. Given an \( N \)-sample training set \( \{(x_n, y_n) \mid n = 1, \cdots, N\} \) and a set of \( M \) features \( f_i(x, y), i = 1, \cdots, M \) defined on the input \( x \) and output \( y \), the posterior probability in the MaxEnt-MC model is defined in the log-linear form

\[ p(y|x; \lambda) = \frac{1}{Z_\lambda(x)} \exp \left( \sum \lambda_i f_i(x, y) \right), \]

where \( Z_\lambda(x) = \sum_y \exp \left( \sum \lambda_i f_i(x, y) \right) \) is the normalization constant to fulfill the probability constraint \( \sum_y p(y|x) = 1 \). The parameters \( \lambda_i \) above are optimized to maximize the conditional log-likelihood

\[ O(\lambda) = \sum_{n=1}^N \log p(y_n|x_n) \]

over the entire training set.

Impressive classification accuracy has been achieved using the MaxEnt-MC model on tasks where binary features are used. However, it is not as successful when continuous features are used. Recently we have developed the MaxEnt-DC [25] model and proposed that the information carried in the feature distributions be used to improve the classification performance. This model is a natural extension to the MaxEnt-MC model since the moment constraints are the same as the distribution constraints for binary features.

Binary features, continuous features, and multi-valued nominal features are treated differently in the MaxEnt-DC model. For the binary features, no change is needed since the distribution constraint is the same as the moment constraint. The special treatment for the continuous features is as follows. Each continuous feature \( f_i(x, y) \) is expanded to \( K \) features, where \( K \) can be determined based on the amount of training data available or through a held-out set. When \( K \geq 4 \), the expansion takes the form of

\[ f_{ik}(x, y) = a_k(f_i(x, y)) f_i(x, y), \]

where \( a_k(.) \) is a weight function whose definition and calculation method can be found in [25] [33] [34]. When \( K \leq 3 \), the expansion has a simpler form of

\[ f_{ik}(x, y) = [f_i(x, y)]^k \]

For the confidence calibration tasks evaluated in this work, we have found that \( K \leq 4 \) is generally sufficient. If \( K = 1 \), the MaxEnt-DC model is reduced to the MaxEnt-MC model.

The special treatment for the multi-valued nominal features is as follows. The nominal feature values are first sorted in the descending order of the number of their occurrences. The top \( J-1 \) nominal values are then mapped into token IDs in \([1, J - 1]\), and all remaining nominal values are mapped into the same token ID \( J \), where \( J \) is chosen to guarantee that the distribution of the nominal features can be reliably estimated and may be tuned based on a held-out set. Subsequently, each feature \( f_i(x, y) \) is expanded to \( J \) features

\[ f_{ij}(x, y) = \delta(f_i(x, y) = j). \]

In our experiments we have used the following relatively simple way to determine \( J - 1 \). We set it to be the number of nominal values that has been observed in the training set for at least \( \theta \) times where we set \( \theta = 20 \) in all our experiments. As an example, we have a multi-valued nominal feature that takes values \{A, B, C, D, E, F, G\} and these values have been observed in the training set by A(23), B(96), C(11), D(88), E(43), F(14), and G(45) times, respectively. We first sort these values in the descending order of the times they are observed: i.e., B(96), D(88), G(45), E(43), A(23), F(14), and C(11). We then set \( J = 6 \) since only five values are observed more than \( \theta = 20 \) times. We thus convert this feature into six features \( f_{10}(x, y), \cdots, f_{15}(x, y) \), out of which only one expanded-feature equals to one and the remaining expanded-features equal to zero. More complicated approaches can be applied, for example, by clustering less frequently observed values. We have not explored further along this direction since this will not affect our main message. Notice that the MaxEnt-DC model can be equivalent to the MaxEnt-MC model (where each nominal value is considered a separate feature) if \( J \) is to be chosen so that each nominal value has its own token ID.
(i.e., $\theta = 1$), since the features are categorical. Based on our experiments, setting $\theta = 1$ often has a worse performance than using some $\theta > 1$. By setting $\theta = 20$, $J$ automatically decreases when fewer calibration data are available and so will less likely cause over fitting. Depending on the size of the data set, $J$ varies between 12 and 133.

After the continuous and multi-valued nominal features are expanded, the posterior probability in the MaxEnt-DC model is evaluated as

$$p(y|x) = \frac{1}{Z_A(x)} \exp \left( \sum_{i \in \{\text{binary}\}} \lambda_i f_i(x, y) + \sum_{i \in \{\text{continuous}\}} \lambda_{ik} f_{ik}(x, y) + \sum_{i \in \{\text{nominal}\}, j} \lambda_{ij} f_{ij}(x, y) \right)$$

and the existing training and decoding algorithms [36] [37] [39] as well as the regularization techniques [40] [41] [42] [43] [44] for the MaxEnt-MC model can be directly applied to this higher-dimensional space. In our experiments, we have used the RPROP [36] training algorithm and the L2-norm regularization with the regularization parameter set to 100 in all experiments.

The MaxEnt-DC model has been applied to several tasks in recent past [25] [35] [45]. Consistent improvement over the MaxEnt-MC model has been observed when sufficient training data is available. In this paper we will show that this model is also effective in calibrating confidence measures. Note that White et al. [17] applied the MaxEnt-MC model to confidence measure in speech recognition and observed improved confidence quality over the baseline systems. Our work described in this paper differs substantially from [17] in three ways. First, we use the more general MaxEnt-DC model. Second, we exploit the application-specific features essential to improving confidence measure, yet only available at the application level. Third, we target the use of the MaxEnt model at the confidence calibration setting instead of for generic confidence measure. In addition, the work reported in [17] focused on WCM only. However, we develop and apply our technique for both WCM and SCM measures.

### III. DEEP BELIEF NETWORKS

DBNs are densely connected, directed belief nets with many hidden layers. Inference in DBN is simple and efficient. Each pair of layers is separated into an input visible layer $v$ and an output hidden layer $h$ with the relationship

$$v_{j+1} = h_j = \sigma \left( \sum_{i=1}^{V} w_{ij} v_i + a_j \right),$$

where $\sigma(x) = 1/(1 + \exp(x))$, $w_{ij}$ represents the interaction term between the input (visible) unit $v_i$ and the output (hidden) unit $h_j$, and $a_j$ is the bias terms. The output of the lower layers becomes the input of the upper layers till the final layer, whose output is then transformed into a multinomial distribution using the softmax operation

$$p(l = k|h; \theta) = \frac{\exp(\sum_{i=1}^{H} \lambda_{ik} h_i + a_k)}{Z(h)},$$

where $l = k$ denotes the input has been classified into the k-th class, and $\lambda_{ik}$ is the weight between $h_i$ at the final layer and the class label $k$. For confidence calibration purposes, $k$ only takes values 0 (false) or 1 (true).

In contrast, learning in DBNs is very difficult due to the existence of many hidden layers. In this paper, we adopt the procedure proposed in [56][54][55] for training DBN parameters: first, train a stack of restricted Boltzmann machines (RBM) generatively; then fine-tune all the parameters jointly using the back-propagation algorithm by maximizing the frame-level cross-entropy between the true and the predicted probability distributions over class labels (0 and 1 in our case.)

An RBM can be represented as a bipartite graph, where a layer of visible units $v$ is connected to a layer of hidden units $h$ but without visible-visible or hidden-hidden connections. In the RBMs, the joint distribution $p(v, h; \theta)$ can be defined as

$$p(v, h; \theta) = \frac{\exp \left( -E(v, h; \theta) \right)}{Z}$$

over the energy function $E(v, h; \theta)$, where $\theta$ is the model parameter and $Z = \sum_u \sum_h \exp \left( -E(v, h; \theta) \right)$ is a normalization factor or partition function. The marginal probability that the model assigns to a visible vector $v$ follows as

$$p(v; \theta) = \frac{\sum_h \exp \left(-E(v, h; \theta)\right)}{Z}.$$

Note that, the energy functions for different types of units are different. For a Bernoulli (visible)-Bernoulli (hidden) RBM (used in this work) with $V$ visible units and $H$ hidden units, the energy is

$$E(v, h; \theta) = -\sum_{i=1}^{V} \sum_{j=1}^{H} w_{ij} v_i h_j - \sum_{i=1}^{V} b_i v_i - \sum_{j=1}^{H} a_j h_j.$$

It follows directly that the conditional probabilities are

$$p(h_j = 1|v; \theta) = \sigma \left( \sum_{i=1}^{V} w_{ij} v_i + a_j \right),$$

$$p(v_i = 1|h; \theta) = \sigma \left( \sum_{j=1}^{H} w_{ij} h_j + b_i \right).$$

Note that both real- and binary-valued features will be used in the confidence calibration procedure. Fortunately, all features used in our models are bimodal in the range of $[0,1]$ and thus can be well handled by using Bernoulli-Bernoulli RBMs.

In the RBMs, weights are updated by following the gradient of the log likelihood $\log p(v; \theta)$ as [54]:

$$\Delta w_{ij} = (v_i h_j)_{data} - (v_i h_j)_{model},$$

where $(v_i h_j)_{data}$ is the expectation observed in the training set and $(v_i h_j)_{model}$ is the same expectation under the distribution defined by the model. Note that $(v_i h_j)_{model}$ is extremely expensive to compute exactly. Thus, the contrastive divergence (CD) approximation to the gradient is used, where $(v_i h_j)_{model}$ is replaced by running the Gibbs sampler initialized at the data
for one full step [55].

IV. FEATURES FOR THE WORD CONFIDENCE CALIBRATION

Speech application developers have no access to the engine’s internal information. Hence the information available to the confidence calibration module is just the recognized word sequence and the associated confidence scores

\[ \{x_n^w, c_n^w \} = [w_n^t, c_n^t] \]  \( t = 1, \ldots, T_n \) \( (19) \)

from the ASR engine, where \( w_n^t \) is the \( t \)-th recognized word in the \( n \)-th utterance and \( c_n^t \) is the associated confidence score. The goal of the word confidence calibration is to derive a better confidence measure \( \hat{c}_n^t \) using the MaxEnt model, ANN, and DBN all require \( \hat{c}_n^t \) of the \( n \)-th trial (utterance) from the ASR engine to calibrate the SCM. In other words, we have the observation vector of

\[ x_n^c = \{c_n^w, \hat{w}_n^1, \hat{w}_n^2, \ldots, \hat{w}_n^M \} \] \( (22) \)

The goal of the SCM calibration is to derive a better semantic confidence score \( \hat{c}_n^w \) using the approach explained in Section II to handle the multi-valued nominal features, and \([\cdot]^T\) is the transpose of \([\cdot]\). Note that \( c_n^t \) is a continuous feature and needs to be expanded according to (7) or (8) when using the MaxEnt-DC model.

V. FEATURES FOR THE SEMANTIC CONFIDENCE CALIBRATION

In addition to the recognized words \( w_n^t \) and the corresponding generic word confidence scores \( c_n^t \), speech application developers also have access to the semantic confidence score \( \hat{c}_n^t \) of the \( n \)-th trial (utterance) from the ASR engine to calibrate the SCM. In other words, we have the observation vector of

\[ \text{TABLE I} \]

<table>
<thead>
<tr>
<th>VM</th>
<th>C&amp;C</th>
</tr>
</thead>
<tbody>
<tr>
<td>word</td>
<td>percentage</td>
</tr>
<tr>
<td>i</td>
<td>3.03%</td>
</tr>
<tr>
<td>you</td>
<td>2.95%</td>
</tr>
<tr>
<td>to</td>
<td>2.92%</td>
</tr>
<tr>
<td>the</td>
<td>2.46%</td>
</tr>
<tr>
<td>and</td>
<td>2.42%</td>
</tr>
<tr>
<td>uh</td>
<td>2.33%</td>
</tr>
<tr>
<td>a</td>
<td>1.98%</td>
</tr>
<tr>
<td>um</td>
<td>1.88%</td>
</tr>
<tr>
<td>that</td>
<td>1.41%</td>
</tr>
</tbody>
</table>

To use these features, we construct the feature vector for the \( t \)-th recognized word in the \( n \)-th utterance as

\[ \tilde{w}_n^t = [w_n^t, \hat{c}_n^t, \tilde{c}_n^1, \ldots, \tilde{c}_n^M] \] \( (20) \)

and

\[ \tilde{w}_n^t = [w_n^t, c_n^t, \hat{w}_n^1, \hat{c}_n^t, \tilde{w}_n^2, \tilde{c}_n^t, \ldots, \tilde{w}_n^M, \tilde{c}_n^t] \] \( (21) \)

with and without using information from adjacent words, respectively. In (20) and (21), \( \tilde{w}_n^t \) is a vector representation of word \( w_n^t \) using the approach explained in Section II to handle the multi-valued nominal features, and \([\cdot]^T\) is the transpose of \([\cdot]\). Note that \( c_n^t \) is a continuous feature and needs to be expanded according to (7) or (8) when using the MaxEnt-DC model.

We can significantly improve the SCM using the above features for calibration. However, further improvements can be obtained by adding a less obvious feature: the rule coverage.
ratio (RCR) defined as
\[
\tau_n = \frac{\text{# words in the rule slot}}{\text{total # of recognized words}}.
\]
This feature is only available when a garbage model (e.g., the N-gram based filler model [5]) is used in the grammar so that the grammar has the form of <garbage><rule><garbage>. The RCR is the ratio of the number of words associated with the rule slot and the total number of words (including garbage words) recognized. The reason RCR can be helpful is that when many words are outside of the rule slot, chances are that the acoustic environment is bad (e.g., with side talking) or the speech is more casual. By including RCR, the feature vector becomes
\[
\mathbf{v}_n^s = [c_n^s, \bar{w}_{n,1}, \bar{c}_{n,1}, \bar{w}_{n,2}, \bar{c}_{n,2}, \ldots, \bar{w}_{n,M}, \bar{c}_{n,M}, \tau_n]^T
\]
Fig. 1. The procedure to calibrate the semantic confidence

In the formulation of (23) we can use the generic word confidence scores obtained from the ASR engine directly. However, a more natural and effective way is to use the calibrated word confidence scores. The whole procedure of semantic calibration is illustrated in Fig. 1. Note that if dialogs are involved, some features described in [53] can also be used to further improve the quality of SCM. However, our experiments reported below show that once the word distribution and the RCR features are used, adding other features provides only small further improvements on the tasks we have tested.

VI. EXPERIMENTAL EVALUATION

To evaluate and compare the effectiveness of the confidence calibration techniques we described in Section V, we have conducted a series of experiments on several datasets collected under real usage scenario using two different ASR engines. In this section, we describe these experiments and compare the quality of the calibrated confidence measures using different features we described in Sections IV and V. We demonstrate that we can significantly improve confidence measures using the word distribution and RCR over the generic confidence measure from the ASR engines used in different versions of Bing search for mobile (earlier versions named live search for mobile) [58].

Each dataset in the experiments was split into calibration (training), development, and test sets by the log time so that test set contains the most recent data collected and the training set earliest. The generic confidence measures were obtained directly from the ASR engines E1 and E2. Both engines were trained on a large generic training set including the data collected from many different applications. Engine E1 used a Gaussian mixture model classifier which was trained discriminatively. Engine E2 used an ANN-based classifier.

The features used in Engine E1 to produce the generic confidence scores are similar to those described in [17]:

- the normalized acoustic model (AM) score (by subtracting the best senone likelihood and then dividing it by the duration)

- the normalized background model score

- the normalized noise score

- the normalized language model (LM) score

- the normalized duration

- the LM perplexity

- the LM fanout

- the active senones

- the active channels

- the score difference between the first and second hypotheses

- the number of n-best

- the number of nodes, arcs, and bytes in the lattice

In addition to these basic features, Engine E2 also used features from the adjacent words, the average AM score, and the posterior probability estimated from the lattice.

The AM scores measure how well the acoustic data matches the grammar and the acoustic model, the unconstrained speech-like sounds, and noise. Features taken from the LM are included to help the classifier adapt to different recognition grammars. All other features above measure the state of the recognition process itself. For instance, how hard the recognizer needs to work to produce the result (active senones and channels), the number of entries in the lattice, and the size (in nodes, arcs, and bytes) of the recognition result. Although the generic confidence score generated by Engine E1 is not as good as that generated by Engine E2, it is better than the posterior probability-based approach mainly because the lattice is not sufficiently rich due to aggressive pruning.

In all the results presented below, the best configuration is always determined based on NCE on the development set. It is then applied to the test set to calculate metrics. For the MaxEnt-DC approach, we run experiments with all continuous features expanded to one to four features and pick the best configuration. For the ANN approach, we run experiments with one hidden layer since more hidden layers actually performs worse on the development and test sets. The number of hidden units takes the values of 30, 50, 100, and 200. Since the weights are initialized randomly, we run five experiments for each configuration and pick the best one on the development set. The configuration with 50 units typically wins over. For the DBN approach, we run experiments with one to four hidden layers and each hidden layer has 50, 100, 150, and 200 units. For each configuration we also run five experiments and pick the best model based on the development set performance. The best
system typically is the one with three hidden layers and 100 hidden units each. Note that the results from the ANN and DBN have larger variance than that from the MaxEnt-DC model (which is convex) because the former is not convex and random initialization can lead to different model parameters and performance.

MaxEnt-DC, ANN, and DBN are three representative approaches we compare in this paper. MaxEnt-DC is simple and effective for the task, and DBN has shown to be very powerful. We have also tested the confidence calibration technique using conditional random field with distribution constraints (CRF-DC.) Results using CRF-DC is not presented in this paper because they are very close to the MaxEnt-DC results but achieved with a much higher computational complexity. We did not try support vector machine (SVM) or decision tree (DT) since we do not expect to obtain a significantly better result over the methods we have tested. In addition, to make the SVM and DT outputs look like confidence scores, additional steps need to be taken to convert the score to the range of [0 1].

A. Word Confidence Calibration

The performance of the word confidence calibration has been evaluated on many datasets and similar gains have been achieved. In this paper, we use two datasets - a voice mail (VM) transcription dataset and a command and control (C&C) dataset to demonstrate the effectiveness of the proposed approaches. TABLE II summarizes the number of utterances and words and word error rate (WER) obtained from a speaker-independent ASR Engine E1 in the training (calibration), development, and test sets for each dataset. The VM transcription is a large vocabulary task with a vocabulary size 120K and the C&C is a middle vocabulary task with a vocabulary size 2K. Both datasets are collected under real usage scenarios and contain both clean and noisy data. The ASR engines E1 and E2 support using application-specific language models and vocabularies. The LMs used for the C&C task are probabilistic context-free grammars (CFG) and each dialog turn uses a different LM. The LM used for the VM task is a class-based n-gram model with reference to the CFGs that recognize numbers, date/time, and personalized name list, etc. The perplexity of the C&C task on the calibration set varies from 3 to over 100 depending on the dialog turn. The perplexity of the VM task on the calibration set is 87.

<table>
<thead>
<tr>
<th>Features</th>
<th>MaxEnt-DC</th>
<th>ANN</th>
<th>DBNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Calibration</td>
<td>NCE</td>
<td>EER%</td>
<td>NCE</td>
</tr>
<tr>
<td>-W</td>
<td>-0.264</td>
<td>33.8</td>
<td>-0.264</td>
</tr>
<tr>
<td>-W+C</td>
<td>0.104</td>
<td>33.8</td>
<td>0.104</td>
</tr>
<tr>
<td>+W</td>
<td>0.132</td>
<td>31.9</td>
<td>0.130</td>
</tr>
<tr>
<td>+W+C</td>
<td>0.232</td>
<td>27.3</td>
<td>0.229</td>
</tr>
</tbody>
</table>

+W and +C indicate the word distribution and the context (adjacent word) information are used, respectively.

TABLE III WORD CONFIDENCE QUALITY COMPARISON USING DIFFERENT FEATURES AND APPROACHES ON THE VOICE MAIL DATASET

<table>
<thead>
<tr>
<th>Features</th>
<th>MaxEnt-DC</th>
<th>ANN</th>
<th>DBNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Calibration</td>
<td>NCE</td>
<td>EER%</td>
<td>NCE</td>
</tr>
<tr>
<td>-W</td>
<td>-0.455</td>
<td>32.7</td>
<td>-0.455</td>
</tr>
<tr>
<td>-W+C</td>
<td>0.105</td>
<td>32.7</td>
<td>0.099</td>
</tr>
<tr>
<td>+W</td>
<td>0.129</td>
<td>30.2</td>
<td>0.097</td>
</tr>
<tr>
<td>+W+C</td>
<td>0.190</td>
<td>23.1</td>
<td>0.183</td>
</tr>
</tbody>
</table>

+W and +C indicate the word distribution and the context (adjacent word) information are used, respectively.

TABLE IV WORD CONFIDENCE QUALITY COMPARISON USING DIFFERENT FEATURES AND APPROACHES ON THE COMMAND & CONTROL DATASET

From TABLE III and TABLE IV we observe that when only the generic word confidence score (i.e., the setting -W-C) is used as the feature, no EER reduction is obtained. However, we can improve NCE from -0.264 and -0.455 to around 0.1 on the VM and C&C test sets respectively no matter which approach is used. This indicates that NCE and EER, although both are important, measure different aspects of the confidence scores. This improvement can be more clearly seen in Fig. 2 and Fig. 3, where the relationship between the WCM and the accurate rate for the VM and the C&C datasets are displayed. Ideally, we would expect the curve to be a diagonal line from (0,0) to (1,1) so that a confidence score of x indicates that the prediction is correct with a probability of x. It is clear from Fig. 2 and Fig. 3 that the curve obtained using the -W-C setting aligns better to the diagonal line than the generic score retrieved directly from the ASR engine even though the EER is the same. Note that to increase NCE, the lowest confidence score value with the -W-C setting is increased to the [0.4, 0.5] and [0.5, 0.6] buckets for the VM and C&C datasets, respectively.

In Fig. 4 and Fig. 5, the quality of the calibrated confidence scores are compared using the DET curves. We can observe that the DET curve with the -W-C setting overlap with the one without calibration. This is an indication that the quality of the...
confidence is not improved from the decision point of view, which is the most important aspect of the confidence measure for the speech application developers. Note that approaches such as piece-wise linear mapping [48] can also improve NCE but cannot improve EER and the DET curves since exploiting additional features is difficult using these techniques. If no additional features are used (i.e., the -W-C setting), the piece-wise linear mapping approach can improve NCE to 0.089 with EER and DET unchanged. Due to page limit we display only the curves for the VM dataset with the DBN approach and the curves for the C&C dataset with the MaxEnt-DC approach. However, these curves are representative and similar curves can be observed using other approaches we have proposed and compared in this paper.

Fig. 2. The relationship between the WCM and the accurate rate for the VM test set, where the calibrated results are from the DBNs. The curve is similar when ANN and MaxEnt-DC are used.

Fig. 3. The relationship between the WCM and the accurate rate for the C&C test set, where the calibrated results are from the MaxEnt-DC model. The curve is similar when ANN and DBNs are used.

Fig. 4. Comparison of different settings (features) using the DET curves on the VM test set, where the calibrated confidence scores are generated with DBNs.

Fig. 5. Comparison of different settings (features) using the DET curves on the C&C test set, where the calibrated confidence scores are generated with the MaxEnt-DC model.

We can slightly improve the quality of calibrated confidence when the information from the adjacent words is used, as shown in TABLE II, TABLE III, Fig. 4, and Fig. 5. However, the gain is very small, e.g., EER improves from 33.8% to 31.8% and NCE improves from 0.104 to 0.130 on the VM test set when the DBN approach is used. The biggest gain lies in using the word distribution features. As can be seen in the tables and figures that the +W+C setting outperforms the -W+C setting with the improvement of the NCE from 0.130 to 0.255 and the EER from 31.8% to 26.1% on the VM dataset using the
DBN approach, and the NCE from 0.129 to 0.209 and EER from 30.2% to 21.2% on the C&C dataset using the MaxEnt-DC approach. The gain can be clearly observed from the big gap between the dotted pink line and the solid cyan line in Fig. 4 and Fig. 5. This behavior can also be observed from Fig. 2 and Fig. 3 by noticing that the calibrated confidence scores under the +W+C setting (the solid cyan line) now covers the full [0, 1] range while still aligning reasonably well with the diagonal line.

The performance of different calibration approaches can be compared using the DET curves shown in Fig. 6 and Fig. 7, where both the word distribution and context information are used. In Fig. 6 we can see that MaxEnt-DC, ANN, and DBN approaches perform similarly on the VM dataset, although ANN slightly underperforms other approaches under a closer look. However, we can see clearly that MaxEnt-DC and DBN have similar performance. The same conclusion also holds when NCE is used as the criterion, as shown in TABLE II and TABLE III. For example, using MaxEnt-DC and DBN we can achieve 0.209 and 0.212 NCE, respectively; while only 0.169 NCE is obtained using ANN.

Please note that the calibrated confidence measure can be further calibrated using the same features and techniques. However, the gain obtained with the second calibration step is typically small and no significant gain can be observed with the third calibration step. For example, on the VM task with +W+C setting and the MaxEnt-DC model, the second step calibration brings only NCE from 0.250 to 0.261 and EER from 26.1% to 26.2% since the same information has been well exploited in the first step calibration.

In TABLE V and Fig. 8 we compare the word confidence calibration results on the C&C dataset using the MaxEnt-DC approach but with calibration sets of different sizes (words.) It is clear that some improvement can be obtained even with only 2K words of calibration data and the quality of the confidence measure continues to improve as the size of the calibration set increases. The same curve for the VM task is shown in Fig. 9. To obtain these results, we have fixed $\theta = 20$ and the number of tokens $J$ increases automatically as more calibration data are available. By tuning $\theta$ better improvements can be achieved, especially when fewer calibration data are available, but the main trend remains.

<table>
<thead>
<tr>
<th>Settings</th>
<th># words</th>
<th>$J$</th>
<th>NCE</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Calibration</td>
<td>0K</td>
<td>0</td>
<td>-0.455</td>
<td>32.7</td>
</tr>
<tr>
<td>+W+C</td>
<td>2K (0.5 hr)</td>
<td>19</td>
<td>0.133</td>
<td>30.6</td>
</tr>
<tr>
<td>+W+C</td>
<td>4K (1 hr)</td>
<td>34</td>
<td>0.164</td>
<td>27.7</td>
</tr>
<tr>
<td>+W+C</td>
<td>7.5K (2 hrs)</td>
<td>55</td>
<td>0.183</td>
<td>24.1</td>
</tr>
<tr>
<td>+W+C</td>
<td>15K (4 hrs)</td>
<td>109</td>
<td>0.209</td>
<td>21.2</td>
</tr>
</tbody>
</table>

Fig. 7. Comparison of different approaches using the DET curves on the C&C test set when both the word distribution and context information are used.
TABLE VI

<table>
<thead>
<tr>
<th>Features</th>
<th>MaxEnt-DC</th>
<th>ANN</th>
<th>DBNs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NCE</td>
<td>EER%</td>
<td>NCE</td>
</tr>
<tr>
<td>No Calibration</td>
<td>-0.264</td>
<td>-33.8</td>
<td>-0.264</td>
</tr>
<tr>
<td>Mismatched</td>
<td>0.204</td>
<td>28.4</td>
<td>0.198</td>
</tr>
<tr>
<td>Matched</td>
<td>0.250</td>
<td>26.1</td>
<td>0.243</td>
</tr>
</tbody>
</table>

TABLE VI demonstrates the calibration performance with matched and mismatched calibration sets using the +W+C setting. The mismatched VM calibration set is not collected under the real usage scenario. Instead, it is collected under the controlled data collection sessions and thus the environment and vocabulary can be very different. For example, the top ten most frequent words in the mismatched calibration set are you, I, to, and, the, a, that, is, in, and it, which are different from the list shown in TABLE I. To do a fair comparison, we use the same calibration set size for both cases. We can see from TABLE VI that although mismatched calibration set is used, significant quality boost can still be obtained from confidence calibration although the gain is not as big as that achievable when the matched calibration set is used.

B. Semantic Confidence Calibration

To better understand the property of our calibration technique, we have also conducted experiments on the important voice search (VS) dataset collected under the real usage scenario and have run experiments on both Engine E1 and Engine E2. As we point out earlier Engine E2 generates significantly better generic confidence measures than Engine E1 and is the best engine we have access to from the confidence point of view. TABLE VII summaries the information of voice search dataset. The vocabulary size for this task is 120K. The word error rate is 28.2% and 26.7% on the test set for the Engine E1 and E2 respectively. The LM perplexity of the VS task is 137 for the calibration set.

TABLE VII

<table>
<thead>
<tr>
<th></th>
<th># utterances</th>
<th># words</th>
<th>Sem acc E1</th>
<th>Sem acc E2</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>44K (33 hrs)</td>
<td>120K</td>
<td>64.7%</td>
<td>65.3%</td>
</tr>
<tr>
<td>dev</td>
<td>22K (16 hrs)</td>
<td>60K</td>
<td>64.7%</td>
<td>65.3%</td>
</tr>
<tr>
<td>test</td>
<td>22K (16 hrs)</td>
<td>60K</td>
<td>64.7%</td>
<td>65.3%</td>
</tr>
</tbody>
</table>

TABLE VIII

<table>
<thead>
<tr>
<th>Engine E1</th>
<th>MaxEnt-DC</th>
<th>ANN</th>
<th>DBNs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NCE</td>
<td>EER%</td>
<td>NCE</td>
</tr>
<tr>
<td>No Calibration</td>
<td>0.549</td>
<td>11.2</td>
<td>0.549</td>
</tr>
<tr>
<td>+W-RCR</td>
<td>0.700</td>
<td>9.3</td>
<td>0.695</td>
</tr>
<tr>
<td>+W+RCR</td>
<td>0.755</td>
<td>7.5</td>
<td>0.702</td>
</tr>
</tbody>
</table>

TABLE IX

<table>
<thead>
<tr>
<th>Engine E2</th>
<th>MaxEnt-DC</th>
<th>ANN</th>
<th>DBNs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NCE</td>
<td>EER%</td>
<td>NCE</td>
</tr>
<tr>
<td>No Calibration</td>
<td>0.736</td>
<td>8.4</td>
<td>0.736</td>
</tr>
<tr>
<td>+W-RCR</td>
<td>0.775</td>
<td>7.8</td>
<td>0.758</td>
</tr>
<tr>
<td>+W+RCR</td>
<td>0.799</td>
<td>6.4</td>
<td>0.762</td>
</tr>
</tbody>
</table>

TABLE VIII and TABLE IX compare the performance of different confidence calibration techniques on the voice search dataset with different features using Engine E1 and E2, respectively. A setting with and without using the calibrated word confidence scores is denoted as ±W, where + sign means the feature being used and – sign means it not used. Similarly, a setting with and without using RCR is denoted as ±RCR. From the tables we observe that both the calibrated word confidence score and RCR contribute to the improvement of the calibrated semantic confidence measures. The improvement is reflected by relative EER reductions of 32%, 16%, and 24%, 12% with and without using RCR over the generic SCM obtained using engines E1 and E2, respectively, with the MaxEnt-DC approach. A similar gain is obtained by using ANN and DBN approaches. The improvements can also be observed from the DET curves in Fig. 10 and Fig. 11. It can also be noticed that...
MaxEnt-DC only slightly underperforms DBN on the VS dataset and outperforms the ANN approach significantly. Note that the confidence calibrated using the ANN approach (the dash-dotted black line) without using the RCR feature has even worse quality than the one directly from Engine E2 (the solid blue line) for a large part of the operation range, as shown in Fig. 11. This is another sign that indicates the ANN approach does not perform as well as other approaches on many datasets. The fact that ANN typically performs no better than DBN is well known (e.g., [54]), because the ANN weights are typically less well initialized compared to the DBN weights and the ANN typically uses fewer (usually one) hidden layers. We believe ANN underperforms MaxEnt-DC on many datasets because MaxEnt-DC has better generalization ability. Although we have not reported in this paper, we have observed similar improvements consistently across a number of other datasets and semantic slots.

![Fig. 11. The DET curve for the voice search dataset using Engine E2.](image)

VII. DISCUSSION AND CONCLUSIONS

We have described a novel confidence-measure calibration technique based on the MaxEnt-DC model [25], ANN, and DBN for improving both WCM and SCM for speech recognition applications. We have shown that by utilizing the information carried in the generic confidence measure, word distribution, and rule coverage ratio, we can significantly increase the quality of confidence measures. This is achieved without accessing any internal knowledge of how the confidence measure is generated in the ASR engines. Our findings above have high practical value to the speech application developers who typically do not have access to the internal information of the ASR engine. We have demonstrated the effectiveness of our approach on several different datasets and two different ASR engines. The significant performance gain as reported in Section VI is attributed both to the novel features we described in the paper and to the calibration algorithms proposed. Among the three techniques compared in this paper, DBNs often provide the best calibration result, but is only slightly better than the MaxEnt-DC approach, with the highest computational cost. MaxEnt-DC is a good compromise between the calibration quality, the implementation cost, and the computational cost, and is recommended for most tasks.

In this study, we have used NCE, EER, and DET as confidence quality measures. We would like to point out that the criterion of EER used in this paper measures only the performance at one operation point. Therefore, it has well known limitations. The conclusions drawn from using EER alone may not be consistent with those drawn from using other criteria. Practitioners should select the criteria that best fit their need including recall/precision/F-measure that have not been discussed in this paper. In addition, many other features, esp. those specific to the application, may be developed and exploited to further improve the confidence quality. We leave this for the future work.

Finally we would like to point out that getting enough calibration data is not an issue nowadays. For example, at the early stage of the speech application development, we can release the service to a small portion of the users and obtain thousands of utterances per month easily. Once the service is deployed, we can collect hundreds or even thousands of hours of speech data per month. By using the newly collected data, we can enable the feedback loop and thus continually improve the performance of the confidence measures.
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