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Abstract

The Context-Dependent Deep-Neural-Network HMM, or CD-
DNN-HMM, is a recently proposed acoustic-modeling tech-
nigue for HMM-based speech recognition that can greatly out-
perform conventional Gaussian-mixture based HMMs. For ex-
ample, a CD-DNN-HMM trained on the 2000h Fisher corpus
achieves 14.4% word error rate on the Hub5’00-FSH speaker-
independent phone-call transcription task, compared to 19.6%
obtained by a state-of-the-art, conventional discriminatively
trained GMM-based HMM.

That CD-DNN-HMM, however, took 59 days to train on a
modern GPGPU—the immense computational cost of the mini-
batch based back-propagation (BP) training is a major road-
block. Unlike the familiar Baum-Welch training for conven-
tional HMMs, BP cannot be efficiently parallelized across data.

In this paper we show that thpelined approximation to
BP, which parallelizes computation with respectlayers is
an efficient way of utilizing multiple GPGPU cards in a single
server. Using 2 and 4 GPGPUSs, we achieve a 1.9 and 3.3 times
end-to-end speed-up, at parallelization efficiency of 0.95 and
0.82, respectively, at no loss of recognition accuracy.

Index Terms: speech recognition, deep neural networks, paral-
lelization, GPGPU

1. Introduction

In this paper, we investigaggpelined back-propagatiofi] for
multi-GPGPU parallelization of training of deep neural net-
works, specificallyContext-Dependent Deep Neural Network
Hidden Markov Modelsor CD-DNN-HMMs.

The CD-DNN-HMM [2, 3] is a recent acoustic-modeling
technique for HMM-based speech recognition that can great-
ly outperform conventional Gaussian-mixture based HMMs.
Like the ANN-HMMs of the 90’s [4], CD-DNN-HMMs replace
GMMs by an artificial neural network, but they differ in signifi-
cantly increased network depth (7 or more hidden layers) and in
that theydirectly model tiedcontext-dependestates (senones)
[5, 2] instead of factorizing the networks [6, 7]. [2] and [3]
achieved relative error reductions of up to 33%.

However, a blocking factor for the wide-spread use of CD-
DNN-HMMs are the large training times.

Conventional GMM-based HMM training is easily paral-
lelizable. Its familiar (Extended) Baum-Welch training consists
of statistics collection that can be parallelized easily over hun-
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minibatch of only a few hundred framésThe required band-
width makes parallelization across hundreds of servers pro-
hibitive. However, a smaller-scale, cost-effective solution exists
in the form of GPGPUs (general-purpose graphics processing
units), which are used by most literature on DNNSs.

In this paper, we aim to capitalize on servers withlti-
ple GPU cards—two or fodf—through the use opipelined
back-propagatior1], where different layers are computed on
different GPUs in parallel, approximating model updates with
delayed data. This raises two issues with CD-DNN-HMMs.

First, the error from the delay grows with network depths—
will it still work for a large deep network of 7 hidden layers?
Under which conditions? Secondly, a CD-DNN-HMM'’s output
layer can be significantly larger than the other layers, making
ndive pipelined BP inefficient. We address this by combining
it with model striping and show that in this combination, it is
indeed efficient and effective for learning CD-DNN-HMMs.

2. The Context-Dependent
Deep Neural Network HMM

A deep neural network (DNN) is a conventional multi-layer
perceptron (MLP, [10]) with many hidden layers (such as 7 or
9). This section recaps the CD-DNN-HMM and its training by
back-propagation, and discusses the question of minibatches.

2.1. Multi-Layer Perceptron

An MLP as used in this paper models the posterior probabil-
ity Psjo(s|o) of a classs given an_dservation vectop, as a
stack of(L + 1) layers of log-linear models. The firgtlayers,

¢ = 0...L — 1, model posterior probabilities ofidden binary
vectorsh’ given input vectors*, while the top laye. models

the desired class posterior as
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INo successful attempts at full-batch back-propagation of our kind

dreds or even thousands of servers because all speech utterancedi@ve so far been published.

are processed independently. At the end of a batch of typically
hundreds of millions of frames, partial statistics from all servers
are merged, and an updated model is distributed to the servers.
CD-DNN-HMMs, on the other hand, are trained with back-
propagation, which involves a full model update after each

2This is of course a far cry from parallelizing over hundreds of
servers, but let us remember that only a few years back, we accepted
that a typical model training would take a few weeks. So we consider
cutting training time from 2 months to 2-3 weeks a very useful result.

3Servers with 2 and 4 GPU cards are fairly standard. 8 GPU cards
is possible but as of yet uncommon.



with weight matrices* and bias vectors’, wherehr’ and
25 (v") are thej-th component of’ andz*(v*), respectively.
Full out-summation over all hidden variables, which is infea-
sible, is approximated by a “mean-field approximation” where
the inputv® to each hidden layer is taken as the expectation of
the output vectoh’ of the previous layer.

Unlike earlier ANN-HMM systems, the classeghat are
modelled are tied triphone states directly [2, 8, 5]. Thisis a
critical factor for CD-DNN-HMMs in achieving its unusual ac-
curacy improvements.

Lastly, for use with HMMs, state posterio,(s|o) are
converted tascaled likelihooddy dividing by their prior [4].

2.2. Training by Back-Propagation
We train the MLPs according to the cross-entropy criterion
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with error signals ¢‘(¢), the component-wise derivatives
0j(z) = oj(z) - (1 — 0j(2)) and (logsoftmax)’;(z) =
ds(1),; — softmax;(z), and Kronecker delta. This algorithm
is well-known aserror back-propagatiofi[12].

2.3. Minibatch Training—And why it is the Problem

Critically for this paper, due to the highly non-linear nature
of the objective function, reasonable convergence can only be
achieved by performing the above descentrimibatchesof
randomly sampled frames from the training corpugThis is
often combined with a 1st-order “low-pass filter” to smooth the
minibatch gradients, a technique calledmentun) Minibatch
sizes of 1000 or less lead to best results in our experiments.
The need to use minibatches of only few hundred sam-
ples is the very root of the parallelization problem: Each mini-
batch requires a model update. Parallelization across data, com-
mon for conventional HMM training, would require prohibitive
bandwidth: For a typical 7-hidden-layer CD-DNN-HMM in
the order ofl0® parameters, each minibatch would require the
gathering/redistribution of 400 MB worth of gradients and an-
other 400 MB of model parameters, per server. At about 500
ms/minibatch, we get close to the PCle limit (about 6 GB/s).

4BP can easily get trapped in poor local optima for deep networks.
This can be partially addressed pre-training either unsupervised us-
ing Deep Belief Networks [11] or as a supervised layer-building algo-
rithm (Discriminative pre-training [9]). Pre-training is cheap compared
to the main BP stage, and is thus not the subject of this paper.

5Several recent publications report the use of utterances as mini-
batches. We found, however, that that is not a good idea. Frames within
an utterance are highly correlated. In our standard CD-DNN-HMM
setup, utterance training led to a WER loss of 1.4 percentage points.
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Figure 1: Relative runtime for different minibatch sizes and
GPU/server model types, and corresponding frame accuracy
measured after seeing 12 hours of data.

2.4. Effect of Minibatch Size

Other than commonly found in literature, minibatch gradients in
our notation are not averages over the frames of a minibatch, but
the sum (i.e. we don't divide by the number of frames). This al-
lows to experiment with different minibatch sizes without hav-
ing to adjust the learning rate.

With this, we find that the minibatch size is bounded by two
factors. The upper bound is set by the frequency of model up-
date. Increasing the minibatch size means less model updates,
which can be harmful especially in early iterations.

A lower bound seems not to exist w.r.t. accuraRgducing
the minibatch size, even down to 1, does not hurt accuracy in
our experiments. However, GPU computation becomes notably
less efficiendue to poor utilization of computation units. Thus,
we consider minibatch training an optimzation of training time
rather than, say, a means to obtain smoother gradients.

Figure 1 shows runtime and early frame accuracies for dif-
ferent minibatch siz&safter seeing 12 hours of data.The
“Goldilocks zone” is in the range 256 to 1024.

3. Parallelization Strategies

In this section, we will discuss three variants of parallelization
and compare their bandwidth complexity. For that Hetlenote
the number of GPUs (for example, 4 the size of a minibatch
(like 1024), N the dimensions of all hidden layére.g. 2048,
andJ the output dimension (number of senones), e.g. 9304.

3.1. Partitioning the Data (Classic “Map-Reduce”)

The classic map-reduce approach is to split the training data.
While this is suitable for full-batch methods like Baum Welch,

it is not for minibatches of a few hundred or a thousand
frames: For each minibatch, it would require accumula-
tion/redistribution of gradients/models of the dimension of the
entire model to/from a “master” to the oth&r — 1 GPUs. On

the shared bus between GPGPUs, bandwidth per minibatch is
of O(N-(T'+2(L-N + J)(K —1))). (A tree-structured com-
munication architecture could reduce {H€ —1) to [log, K.)

3.2. Partitioning the Layer Parameters (Striping)

To avoid the prohibitive gathering and redistribution of model
parameters, an alternative is to partition each layer’'s model pa-
rameters V¢ anda’) into stripes and parallelize across these.
Each GPU holds one out df vertical stripes of each layer’s
parameters and gradients. In [13], this is called “node paral-

5In later epochs, minibatch size can be relaxed. In actual trainings,
we limit it to 256 for the first 24h of data, and then relax it to, e.g., 1024.

"For the first 2.4 hours, minibatch size was capped at 256.

8For simplicity, we assume all hidden layer dimensions are the same.
In our system, this is true except for the input layer, which is smaller.



Table 1: Bandwidth order per minibatch for three paral-
lelization strategiesT=minibatch size N=hidden dimensions,
J=output dimension,K=number of GPUs,L hidden layers)
and actual values fol.=7, T=1024, K=4, N=2048, J=9304.

Table 2: More training data and model parameters improve
accuracy—but at a cost: Shown are WER and single-GPU
training times (BP) across training setups%7 hidden layers.
N=hidden dimensions/=number of senones).

parallelization bandwidth e.g. WER[%] training

strategy o() [MB] Hub5’00| RTO3S| time

data partioning | N-(T +2(L-N + J)(K — 1)) | 1116 setup SWB | FSH | [days]

striped W%, a") | N-(K —1)-T-(2L + 1) 360 GMM BMMI, 309h SWBD-I 236 | 27.4 -

pipeline training| N-T-(2K — 1) 56 DNN N=2048,7=9304 17.1 19.8 5.4

o . . . . + J=32k (more senones 16.4 | 195 | 115
lelization,” and we used this method in [3], where it achieved + DNN re(-alignment ) 15.8 18.9 | 19.8
mOdl\jztcii?%pzz‘ta:: (;53 ?192 t(;J]: Léféd'ent to the model parame (rel. change from GMM)| (-33%) | (-31%)
u i i - -

ters) happens only locally within each GPU: what gets commu- S%MPEMML 2000h Fisher %673 ggg )
nicated between GPUs are the frames. In forward propagation, DNN N=2048 J=32K 14'9 16.0 3é i
each layer's input’ gets distributed to all GPUs, each of which o | = hidden | ) ) )
computes a slice of the output vectBf {h‘}. The slices are * N_3|07i( afrger f' en layerg) 14'04 15'06 58.8
then distributed to all other GPUs for computing the next layer. (rel. chg. from fMPE GMM) | (-27%) | (-24%)

In back-propagation, error vectors are parallelized as slices, but
the resulting matrix products from each slice are partial sums
that need to be further summed up. As a result, in both forward
and back-propgation, each vector is transferféd- 1 times.
Bandwidth is ofO(NV - (K — 1)-T- (2L + 1)) (with [log, K|
possible with tree-structured communication).

3.3. Pipelined Parallelization Across Layers

Pipelined back-propagation [1] is an approximation that avoids
the multiple copying of data vectors of the striping method, by
distributing thelayers themselveacross GPUs (without strip-
ing) to form a pipeline. Data flows from GPU to GPU. All
GPUs work simultaneously on the data they have. Kok
L+1, multiple layers are grouped. Each vector travels twice per
GPU, once forward and once for back-propagation. Bandwidth
iIsO(N-T-(2K —1)). Because the minibatch data needed for
a model update arrives at a delay due to the pipeline roundtrip,
model updates can only uselayed data—and the deeper the
network, the longer the delay.

Why might this work? Both “momentum” smoothing and
minibatching already incur delays. Consider the last sample
of a minibatch in regular minibatch training: Compared to a
stochastic-gradient training where the model is updated after

Switchboard-1 and Fisher training sets [14]. The system uses
13-dimensional PLP features with mean-variance normalization
and up to third-order derivatives, reduced to 39 dimensions by
HLDA, and CART-tied crossword triphones.

The GMM-HMM baseline systems for 309h and 2000h
use 9304 and 18004 senones with 40 and 72 Gaussian mix-
tures, respectively, trained discriminatively with BMMI and
MMI+fMPE. The senone and mixture dimensions were opti-
mzied for the Hub5’00 set using maximum-likelihood trained
models. The CD-DNN-HMM system modifies this baseline
only by replacing the GMMs with likelihoods derived from the
MLP posteriors, while leaving everything else the same.

The primary test set is the FSH half of the 6.3h Spring 2003
NIST rich transcription set (RT03S), while the 1831-segment
SWB part of the NIST 2000 Hub5 eval set was used for system
development. The trigram language model was trained on the
2000h Fisher-corpus transcripts and interpolated with a written-
text trigram. Test-set perplexity with the 58k dictionary is 84.

Table 2 shows that our best CD-DNN-HMM trained on 309
hours reduces word errors by about one third—a substantial im-
provement. (This result is slightly better than what we reported
in [3] due to increased model size.) Compared to [3], we now
also have results for training on the 2000h Fisher corpus. Com-

each sample, that last minibatch sample operates on a model pared to a BMMI-trained baseline GMM system, error reduc-

that is out of date byl —1) frames. Yet, both trainings converge
equally well if T" is not too large (cf. section 2.4): The effect
of delaying the update byiI{—1) frames on that last sample’s
gradient is small enough. If that is so, shouldn't pipelined BP
also work, as long as long as its delay remains in the order of
known working minibatch sizes of regular minibatch training?

That is indeed what we observe: Pipelined BP does not
harm accuracif we also reduce the minibatch siZehe limiting
factor is the GPU’s inefficiency for small minibatches (Fig. 1).
Experiments also indicate that the most critical delay is that of
the top-most hidden layer; lower layers are more tolerant.

Lastly, ndve pipelined BP is not maximally efficient with
CD-DNN-HMMs because of their significantly larger output
layer. We find that this can be addressed by combining pipelined
BP with striping.

4. Experimental Results

4.1. Setup and Baseline Results

We evaluate CD-DNN-HMMs on the task of speaker-in-
dependent, single-pass speech-to-text transcription using the

tion is also one third. When the baseline itself is further en-
hanced with fMPE, the reduction is still in the order of one
fourth (from 19.6 and 20.5 to 14.4 and 15.6%, respectively. We
believe that this is one of the best published results for single-
pass speaker-independent recognition on this task.

4.2. Training Cost vs. Achievable Accuracy

The good results, especially on the large training set, come at
considerable cost. Table 2 shows results for various training se-
tups, and their training times on a NVidia Tesla S2070 GPU, il-
lustrating the need for speeding up the training. 9304 senones is
the optimal number for the GMM, but we see that for the DNN,
increasing them to 32k yields a healthy WER drop on Hub5’00
(17.1 to 16.4%)—at more than double the training time (11.5
days instead of 5.4). DNN realignment provides another 0.6-
point WER drop, at yet another near-doubling of time.

WER is further improved—over 3 percentage points for the
RT03S-FSH set—by increasing the training data to the 2000h
Fisher set and raising the hidden dimension to 3k, at another

9fMPE arguably is structurally similar to a neural-network layer.



Table 3:Simulation of delayed update in pipelined training, for ~ Table 4: Training runtimes in minutes per 24h of data for dif-
the worst-case data delay of one GPU per layer. 309h training, ferent parallelization configurations. {]] denotes divergence,

7 hidden layers, word-error rates in [%] on Hub5’00. and [-] denotes a WER loss 0.1% points on the Hub5 set.
minibatch sizel’ #GPU| minibatch sizel’
minibatch size | 64 | 128 | 256 | 512 | 1024 parallelization method K | 256 | 512 | 1024
regular update| 17.1 - - - 17.1 [ none (baseline) [ 1 [ 68] 61 ] 59 |
delayed updatg 17.0 | 17.0 | 17.2 | 17.4 | [divergent] [ striping™ [ 2 [ - [ 677 757
pipeline training (0..6; 7) 2 40 | 34 | [[33]]
three-fold increase of time. Compared to our starting point, vs. (0..5; 6..7) 2 36 | 33 31
the model size increases from 45 to 156 million parameters, vs. (0..2; 3..4;5..6; 7) 4 32 | 29 | [27]
yielding a relative 21% error reduction on RT03S-FSH (19.8 | pipeline + striped top Iayef 2 [ 20 [ 18 [ L8]] ‘

to 15.6%) and 16% on Hub5’00. For that last and best model,

we had to face a training time of 59 days. 7 layers are pipelined on the other two GPUs. At no WER

loss, our fastest pipelined systemiZ512, 18 min) runs 3.3
4.3. Effect of Delayed Update times faster on 4 GPUs than our fastest single-GPU baseline
Pipelined BP approximates BP by using delayed data for model (7'=1024, 59 min), a parallelization efficiency of 82%.

updates. In this section, we look at whether the method is

amenable to our deep networks of 7 hidden layers, assuming 5. Conclusion

each model layer resides on a different GPU. With respect to We have taken a practical step towards parallelizing the back-
the delay, this is the worst case. This is a simulation to measure propagation algorithm used for our deep-neural-network train-

the accuracy impact; we do not actually have such hardware.  ing. The focus was on making best use of multiple GPUs inside
Table 3 shows the impact of delayed updating on accu-  a single compute server. The familiar “map-reduce” over input
racy for increasing minibatch sizdS For better convergence, utterances is not suitable for minibatch BP due to its immense

each training was initialized with regular (non-delayed) BP for  pandwidth requirements.
24 hours of data. We see that delayed update causes a 0.1-  We have shown thatipelined back-propagatigmhich up-
point degradation fof'=256. Here, the lowest layer gets up-  dates models witkelayed datand thereby allows to compute
dated with a delay of 13 minibatches, that is 3328 frames. For network layers concurrently, is effective and efficient for deep
T=512, the degradation is 0.3 points (and there is a visible neural networks. This required to adjust the minibatch size, and,
loss of training-set frame accuracy, from 56.1% to 55.5%). For  for 4 GPUs, to combine it with model striping to address the
T'=1024, training diverges. layer-size imbalance. At no accuracy loss, we achieved a 3.3
It is apparent that any speed-up from parallelization will  times speed-up on 4 GPUs—a 82% parallelization efficiency.
be a trade-off between accuracy loss (too ldfje/s. GPU ef-
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