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Abstract. This paper presents two novel handheld projector systems for indoor 

pervasive computing spaces. These projection-based devices are ñawareò of their 

environment in ways not demonstrated previously. They offer both spatial awareness, 

where the system infers location and orientation of the device in 3D space, and 

geometry awareness, where the system constructs the 3D structure of the world around 

it, which can encompass the user as well as other physical objects, such as furniture and 

walls. Previous work in this area has predominantly focused on infrastructure-based 

spatial-aware handheld projection and interaction. Our two prototypes offer greater 

levels of environment awareness, but achieve this using two opposing approaches; the 

first infrastructure-based and the other infrastructure-less sensing. We highlight a 

series of interactions that can be implemented at varying scales with these opposing 

approaches. These include direct touch interactions, as well as in-air gestures, which 

leverage the shadow of the user for interaction. We describe the technical challenges in 

realizing these novel systems; and compare them directly by quantifying their location 

tracking and input sensing capabilities. 
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1 Introduction  

There are many interpretations of Weiserôs early vision of Pervasive and Ubiquitous 

Computing [25]. One notion is of the ósmartô space, typically instrumented rooms with 

embedded sensors (such as cameras or ultrasonic sensors) that are used to infer the activities 

and interactions occurring within [2,12,17,21,29]. One critical question for these types of 

spaces is how to enable user interaction beyond the traditional forms of desktop computing. 

Many examples have been explored in the literature including the use of large displays, 

tabletops, mobile phones, or fixed and steerable projection [2,7,12,15,19,20,28]. As pico-

projector technology matures and begins to appear within phones and digital cameras, an 

interesting and under-explored design space is the use of handheld projection to augment 

such spaces.  

This paper presents two novel systems that enable handheld projectors to be used for 

interaction within such spaces. Unlike prior work [1,3,4,7,8,19,21,23,24,26,27], our systems 

provide both a high degree of spatial awareness, where the device can sense its location and 

orientation in 3D space, and geometry awareness, where the system can construct the 3D 

structure of the world around it, which can encompass the user as well as other physical 



objects, such as furniture and walls. Previous work in this area has predominantly focused on 

infrastructure-based spatial-aware handheld projection and interaction.  

Our prototypes take two opposing approaches in realizing both spatial and geometry 

awareness. The first system embeds some of the sensing into the environment. A novel 

infrastructure-based system uses four ceiling-mounted Kinect cameras to both track the 3D 

location of the handheld projector but also reconstruct the geometry of an entire room. The 

projector is coupled with an onboard infrared (IR) camera and Inertial Measurement Unit 

(IMU), which additionally enables finer sensing of userôs hands and the orientation of the 

device. This creates a system with both spatial and geometry-awareness, which allows novel 

types of interaction, including shadow and physics-enabled virtual interactions. Existing 

mobile projection systems often use an off-the-shelf tracking solution such as a Vicon 

motion capture system [3,4], which only provides 3D pose, but no geometry sensing. 

Our second system takes an infrastructure-less sensing approach providing whole-room 

geometry and spatial awareness through a handheld device that combines a pico-projector 

with a Kinect depth camera. A Simultaneous Localization And Mapping (SLAM) system, 

described in [10], is used to both estimate the six Degrees-Of-Freedom (DOF) pose of the 

device, while at the same time creating a detailed reconstruction of the scene. 

Although the systems share similar goals they have their unique tradeoffs. In this paper 

we describe each system in detail, as we feel each informs the design space for handheld 

projection for pervasive smart spaces. We demonstrate the novel interactive scenarios that 

each system can enable. Our contributions can therefore be summarized as follows:   

¶ A novel infrastructure-based handheld projector system, which combines 6DOF tracking 

with detailed geometry-awareness of the environment.  

¶ A novel infrastructure-less handheld projector system, which affords a high degree of 

environment sensing by using a new SLAM system [10]. 

¶ Novel interaction techniques based on capturing hand gestures in front of the projector. 

¶ Quantitative experiments comparing tracking accuracy in respect to location and 

orientation, and evaluating touch accuracy for geometry-aware interactions. 

2 Related Work  

There is a great deal of research in the area of smart spaces including systems based on 

cameras and other situated sensors [2,12]. To help scope the related work we focus on 

infrastructure and infrastructure-free projector-camera systems.  

Cao et al. [3,4] used a high-end commercial motion capture system to enable full 6DOF 

tracking of a handheld projector and stylus. This infrastructure-based approach provides 

interaction techniques for both a single projector and multiple projectors. In particular, the 

system includes full 6DOF spatial awareness of the projector. However, scene geometry is 

not sensed directly. Instead the system enables the user to interactively define multiple planar 

surfaces in the environment. This sensing fidelity allows the projection to be pre-distorted so 

that the image appears corrected on a planar surface, even when the projector is held at an 

oblique angle. A ñflashlightò metaphor [24] allows virtual content to appear anchored in the 

real world, with content being revealed when óilluminatedô by the projector. 

Other researchers have taken a different perspective and explored infrastructure-free 

sensing. One common approach is to couple a camera with the mobile projector to support 

onboard sensing. For example Beardsley et al. [1] and Raskar et al. [18,19] used calibrated 

projector-camera systems to detect fiducial markers attached to walls. Such markers can be 

used to recover the camera pose with respect to that marker, allowing the projection of a 



perspective-corrected graphics. Willis  et al. [27] took this paradigm one step further, creating 

a projector-camera system that simultaneously projected an invisible IR fiducial alongside 

the regular visible light image. This provided the ability for two devices to sense when their 

projections were in proximity, thus enabling new multi-projector interactions.  

Other infrastructure-free systems use an onboard camera to detect gesture and touch input 

from the user (rather than localize the device). For example, SixthSense [14] detects finger 

gestures in the air by using colored markers worn on the fingers, and Hotaru [23] allows 

touch input on the projection surface by attaching an LED marker to the finger. 

Other systems use other onboard sensors (rather than a camera) to detect the orientation 

and linear and/or rotational acceleration of the handheld projector and thereby support 

limited spatially-aware interaction. For example MotionBeam [26] uses an IMU to control 

the behavior and perspective of a projected game character. 

The work presented so far focuses on systems that are spatially aware i.e. detect and 

respond to the position and orientation of a mobile projector. We are interested in increasing 

the sensing fidelity of such projectors, by enabling geometry awareness i.e. detecting the 

geometric structure of physical objects around the projector, including walls, tabletops as 

well as the user (e.g. their hands and body).  

One category of systems looks at geometry awareness in the context of a single 

instrumented space. Examples have explored the use of steerable projectors and cameras to 

track and project content anywhere within the space [7,15,20]. More recently, LightSpace 

[29] looks at static projection but more fine-grained sensing permitted by Kinect, to explore 

both on surface and in-air interactions across a wall and tabletop surface. A logical 

progression of this type of infrastructure is to support 360-degree whole room sensing, as 

proposed in our infrastructure-based approach in this paper.  

Other systems have explored geometry awareness in the context of mobile projection. The 

RFIG system [19] can be used to detect objects in the environment in addition to walls. This 

allows the system to be used to augment objects with planar surfaces with overlaid digital 

content. Omnitouch [8] is a wearable short throw Kinect camera coupled with pico-projector, 

enabling touch interactions on planar objects in the field-of-view of the camera. The system 

does not provide spatial awareness and the geometry awareness is limited to the raw Kinect 

data and constrained to planar surfaces only. 

Another area looks at mobile cameras to sense the geometry and camera pose 

simultaneously [6,10]. These SLAM systems appeal as they offer a completely 

infrastructure-free approach, and are becoming popular with the rise of the Kinect. [10] uses 

a Kinect to perform dense SLAM, and demonstrates many new interaction scenarios. This 

system is the basis of our second prototype but has not previously been considered in the 

context of handheld projection. 

Prior work has explored either spatially or geometry aware projection in the context of 

infrastructure-based or infrastructure-free systems. However, the combination of the two has 

been underexplored, and it is unclear what the tradeoffs of taking an infrastructure or 

infrastructure-free approach are. In contrast, we aim to tackle the fundamental technical 

challenge of supporting both spatial and geometry sensing to augment physical spaces with 

interactive projection. We do this by describing two novel prototypes which take two 

different approaches to environment sensing. We describe the tradeoffs of each by exploring 

the interaction space each enables, and evaluating sensing fidelity comparatively.  

In the next sections we provide a detailed system description and interactive capabilities 

of each system in turn, beginning with the infrastructure-based approach. 



3 Prototype 1: RoomProjector 

RoomProjector uses multiple fixed Kinect cameras to generate a coarse representation of the 

surfaces in an environment, and track objects and people that inhabit the space. This provides 

spatial-awareness similar to the Vicon motion capture systems used in [3,4], but goes beyond 

previous handheld projector systems in terms of the geometry-awareness it affords. 

3.1 Infrastructure -based sensing  

Instead of using traditional diffuse IR illumination coupled with high-speed IR camera 

tracking of retro-reflective markers (such as in the Vicon motion capture system used in [3]), 

our infrastructure-based approach relies on multiple fixed Kinect depth-sensing cameras. 

 

Fig. 1.

 

The RoomProjector prototype uses four regular Kinect cameras mounted on the ceiling 

(2.75m high) at the mid-point of each wall in a rectangular room (4x3m) and angled down at 

45° (see Fig. 1.A). To sense the whole room simultaneously, the depth maps from each 

independent camera are registered with respect to each other by performing standard camera 

calibration [9]. To compute the intrinsic projection parameters (focal length and principal 

point) and radial and tangential lens distortion, multiple views of a black-and-white 

checkerboard pattern are captured at different positions and angles in view of the Kinect IR 

camera. We use a linear array of wide-angle IR LEDs as a source of diffuse IR to illuminate 

the target and we cover the Kinect structured IR source during this process to ensure even 

illumination, see Figure 1B.   

We calibrate for depth errors in the sensor signal (particularly evident at large distances 

from the camera) by recording the measured distance from the Kinect to a large flat surface 

at a number of different distances, and comparing to ground truth using a laser range finder. 

The extrinsic 6DOF pose of each Kinect is determined using a large printed checkerboard 

visible to all cameras at once, and defines a shared real-world origin (see Figure 1A). 



3.2 Geometry reconstruction  

A GPU-based computer vision processing pipeline (shown in Figure 2) is used to transform 

the raw depth data from the Kinect sensors into surface meshes representing the coarse 

geometrical structure of the room as follows: A reference background frame is captured per 

camera, by averaging a number of depth map samples when the room is empty. This data is 

re-projected using the camera calibration matrices as a single fused point cloud. A 

background mesh is generated without users in the room, using an offline Poisson surface 

reconstruction [11]. When users enter the scene the reference background frame is used to 

extract the foreground. This data is smoothed using an edge preserving bilateral filter. 

Normals and a polygon mesh are computed. This technique processes 640x480 pixels from 

each camera in real-time (at 30FPS ï the framerate of the Kinect).  

 

Fig. 2. 

 

3.3 Projector tracking  

In order to track the 3D location of the handheld projector within the space, we cover it with 

retro-reflective tape and leverage the fact that the Kinectôs structured light pattern will appear 

much brighter in the 2D Kinect IR image when reflected off the projector. This allows the 

projector to be located within the 2D IR image, as pixels will have very high intensity values 

(see Figure 1C). Depth measurements are still reported in these locations of the depth map. 

Triangulation of the objectôs position in 3D space is performed by first binarising each 

image from the four cameras with a threshold, performing closing and dilation morphology 

operations to first remove noise then join regions, then extracting the largest connected 

component. As the 3D location of each of the pixels associated with the largest connected 

components can be obtained from the depth map, we can project rays from the camera center 

through each of these 3D points for each camera and calculate intersections. We store all ray 

intersection locations and use the center of mass of this 3D point cloud for the location of the 



projector. A Kalman filter is subsequently used to increase robustness to multi-camera 

occlusions (which can otherwise cause brief loss of tracking) and reduce jitter.  

This Kinect-based infrastructure provides the projector system with a coarse surface 

representation of the entire room geometry, as well as its absolute location (3DOF) within 

the space. To sense the orientation of the device, and of course provide projection output, we 

have designed a prototype handheld device (shown Figure 1E) that is coupled with our 

Kinect-based sensing infrastructure. This uses an Aaxatech L1 Laser pico-projector with 

800x600 pixel resolution. A Microstrain 3DM-GX3 IMU is mounted above the projector and 

generates device orientation estimates at a rate of 500Hz. 

3.4 Environment-aware projected content  

With the 3D orientation data from the IMU and the 3D position tracked from the Kinect-

based infrastructure, we can now determine the 6DOF pose of the projector within our virtual 

reconstruction (see Figures 2 and 3).  

The addition of coarse surface geometry of the room, allows the system to determine 

which prominent physical surface the user is pointing at with the projector (e.g. table, floor 

or wall). Virtual digital content, such as 2D images, can now be associated with any surface 

of the reconstructed room mesh by simply projective texturing onto the 3D model. Once the 

3D model is textured with this virtual content, the projector can be used to reveal the content, 

when the device points directly at that region of the reconstructed 3D model.  

This allows a flashlight-like metaphor as in [3,4,24] to be implemented very easily with 

our system as shown in Figure 3. However, this carries the additional benefit that the given 

that the surface geometry is known, the projected content can be automatically corrected to 

account for off-axis projection (in contrast to existing systems which require a specific 

manual calibration step e.g. [3,4]). 

3.5 Freehand shadow interactions 

Beyond associating content within the environment using a geometry-aware flashlight 

metaphor, the RoomProjector also allows for novel freehand user interactions. It does this 

with a novel fusion of onboard and infrastructure-based sensing. Two 950nm IR LEDs 

(which do not interfere with the 830nm wavelength of the Kinect) are mounted in the 

projector case either side of the projection aperture (see Figure 1E). A monochrome IDS UI-

1226-LE camera with 752x480 pixel resolution, 60Hz frame rate and 60° wide-angle lens is 

used for sensing objects in front of the device. The optical axes of the projector and camera 

are coaxial ï an IR hot-mirror, mounted directly in front of the projector lens and angled at 

45° redirects IR light from the scene sideways into the camera. Mounting the projector and 

IR camera coaxially allows the projector-camera relationship to be represented with a one-

off projective homography calibration to account for small offsets and scaling without the 

need for full 3D pose recovery of the projector relative to the camera. 

This IR camera senses the presence of hands of the user interacting in front of the device. 

This allows us to support novel forms of interaction for a handheld projector by reacting to 

different gestures made in front of it. Of course, when a user places their hand in front of the 

device to gesture, a real shadow is naturally cast onto the projection. The coaxial nature of 

the optics means that 2D camera image (which shows nearby IR reflective objects such as 

hands) exactly maps the shadow that will be cast onto the 2D projected image.  



Using this technique it is possible to create shadow-based interactions which effectively 

enable indirect interaction with projected content at a distance. We illustrate this concept in 

Figure 3A and B where we show how the virtual shadow can be used to perform physics-

based interactions such as controlling virtual balls, which respond to collisions with the 

shadows as if they were real. 

In this technique we first segment the hand from the background using a Gaussian blur, 

binary threshold and closing morphological operations to close holes. The resulting binary 

mask image is then down-sampled, and for each foreground pixel a static rigid body is 

created in a 2D physics simulation. These rigid bodies interact with the other dynamic 

objects, such as the virtual spheres in the physics simulation. 

 

 

Fig. 3. 

 

While the use of shadows have been discussed in other related work [5,13,16,30] by 

leveraging physics, projection onto the hands and fingertip tracking, we demonstrate a 

number of simple yet compelling techniques that further capture the natural affordances of 

real-world shadows for interaction.   

3.6 Shadow menus and fingertip gestures 

A natural extension to the physics enabled shadow interaction metaphor is to combine simple 

finger-based gestures. One compelling example is shown in Figure 4E. When the user holds 

their hand directly in front of the projector menu items are associated with each finger and 

displayed onto the wall above the fingertips. The user then touches their palm with the 

fingertip, in a manner akin to placing the associated menu item in the palm of the hand, to 



activate the particular menu item. Active menu items are rendered on the palm to provide 

visible feedback of selection.  

Figure 4F and G shows one final example of a shadow technique for interacting with a 

large document using the projector. Here a thumb and forefinger gesture activates and 

deactivates fingertip-based annotation.  

To implement these techniques, once the hand is segmented, fingertips are detected by 

first tracing the contour around the hand, and then using a peak-and-valley algorithm to label 

candidate pixels [21] as shown in Figure 4A-D. Connected component analysis provides 2D 

coordinates for each fingertip, and these are tracked over time using a Kalman filter. A 

simple gesture recognizer allows the motion of and distance and angles between fingertips or 

other state (such as a finger disappearing from view) to trigger commands. 

 

 

Fig. 4. 

 

3.7 Spatially-aware shadows 

So far these shadow interactions are conducted in the coordinate space of the camera, rather 

than the global (or room) coordinate space. To enable these interactions to coexist with 

environment-aware features, which require the Kinect-based infrastructure, we need to fuse 

the data from the onboard camera and the infrastructure. For certain 2D interactions, for 

example using the shadow to draw on the projection screen as shown in Figure 4F and G, as 

the 3D pose of the projector is known, the 2D fingertip location sensed using the IR camera 

can be raycast onto the surface mesh of the room. This allows us to sense exactly within the 

room where a shadow is being projected. For example, a continuous stream of point sprite 

ñinkò can be created and rendered at the raycast 3D location as shown in Figure 3C. These 

annotations remain fixed in the real world, allowing the flashlight metaphor to extend the 

interaction space beyond the frustum of the projector.  

The shadow-based physics interactions can therefore be extended to support more detailed 

3D interactions. Instead of using a 2D physics simulation and creating rigid bodies to interact 

with 2D objects, we use the technique highlighted in [29]. Here a Sobel filter is run on the IR 

handheld camera image. Any valid pixels on the contour of the hand will have a rigid, ray-

like box object created from the projector center to a 3D location (which is determined by 



raycasting the 2D pixel coordinate into the 3D scene and testing for a 3D intersection with 

the room mesh). This enables the user to perform basic interactions with 3D virtual objects, 

as these rigid boxes exert a collision force whenever they intersect another virtual object. 

Hence, we can pick virtual objects up, hold them, or push them around merely using this 

shadow, as shown in Figure 3F.  

For other interactions, the true 3D location of the hand is required. To achieve this we 

must localize the userôs hands. We do so by taking the segmented foreground and using a 

machine learning-based classifier for identifying the userôs hands [22]. We make use of the 

onboard camera image, but now combine this with the hand classifier which uses the depth 

data from the room cameras to coarsely provide an estimated location of the hand in front of 

the projector, as well as a bounding box or sphere around the hand position. This allows us to 

either map fingertip estimates from the onboard camera onto the bounding region of the 

sensed hand. Or alternatively map recognized gestures in the camera image, such as a pinch 

gesture, with the 3D location of the hand, as shown in Figure 3C and D.  

3.8 Complementing shadow interaction with shadow projection 

A problem that exists when rendering 3D objects in the room is that we can only render these 

using a 2D projection onto available surfaces. Sometimes this projection looks reasonable, 

whereas other times it is unclear how the 2D projection should appear. This is particularly 

the case when the 3D object is in mid-air, away from the surface being projected onto but 

still in the field of view of the projector.  

Here we begin to explore the possibilities for better user feedback of arbitrary virtual 3D 

objects, not by rendering them, but instead rendering the shadows of the object [16]. This 

effect is demonstrated in Figure 5, where the projector is pointed towards a virtual 3D object, 

a Piñata dangling in mid-air in the room. Moving the projector around this object casts 

different shadows onto the surface behind, and therefore gives the user a sense of the objectôs 

geometry and 3D location without needing to render the full, shaded object ï which given 

that it is in the middle of the room would appear incorrect when projected on a wall.  

 

 

Fig.5. 

The concepts for revealing 3D objects through their shadows nicely compliment the idea 

of real interactive shadows. Indeed, it is possible to combine the two concepts. In Figure 5 

left, we show how the virtual shadow of the object can be knocked side-to-side by the real 

shadow being cast by the userôs hands onto the projection. A simple yet effective extension 

to this technique, inherently supported with the RoomProjector, is for the user to place their 

hands in front of the projector to reveal a full rendering of a 3D object which was being 

rendered as a shadow. The hand therefore becomes a kind of viewport or window into the 

virtual world, as shown in Figure 5 (far right). 



3.9 Beyond infrastructure 

In addition to interactions based on the IR image from the handheld unit, the room-based 

infrastructure delivers some unique ways of enabling wider-scale, room-based interaction. In 

this sense, the small sensing window of projector is overcome, and user interaction is 

enabled throughout the entire room. The mesh representation of surfaces in the room may be 

used to control interactions with virtual objects. The use of multiple Kinect cameras 

minimizes the sensing (and hence interaction) dead space that would otherwise occur due to 

occlusions with a single mobile camera. Sensing the environment and distinguishing 

foreground objects such as the user in the room enables a wide variety of scenarios which are 

not possible by previous systems such as [3,4,29]. 

The main limitation to the room infrastructure is coarseness. Due to the distance between 

the cameras and objects and surfaces, only relatively prominent surfaces can be recovered 

from the scene. The hybrid tracking of the projector can occasionally be noisy and error-

prone due to issues of camera occlusions or ferrous objects interfering with the IMU. This 

coarseness is formally evaluated later, but led to our second infrastructure-free prototype.  

4 Prototype 2: SLAMProjector  

The RoomProjector system introduced a variety of interaction possibilities. Our second 

prototype embeds a projector with a mobile Kinect camera, and uses a system capable of 

building a model of the environment in real-time and simultaneously tracking the location of 

the device within this reconstructed model [10]. SLAM systems which support this 

functionality are common in the AR and robotics communities [6,10] and typically use a 

single camera to reconstruct small scenes and augment them with virtual content in real time. 

Our SLAMProjector system combines a pico-projector with a single Kinect depth-sensing 

camera. We leverage a SLAM system to recover the pose of the projector in real-time while 

simultaneously building a dense reconstruction of the environment [10]. This system uses 

depth data only as opposed to RGB, which is useful when working with pico-projectors with 

low brightness, enabling room lighting to be significantly dimmed.  

4.1 Infrastruc ture-free flashlight and enhanced geometry-awareness 

The SLAMProjector prototype measures 140x65x53mm and contains the same laser 

projector as our previous prototype. Also housed are the core elements of an off-the-shelf 

Kinect camera: the RGB and IR cameras and the IR emitter, which all connect to a single 

control PCB, as seen in Figure 6 (top).  

   The SLAM system tracks the 6DOF pose of the Kinect device, and simultaneously creates 

a high-quality 3D model of the scene (for details see [10]). Unlike the RoomProjector, which 

used a shared optical axis for the projector and camera, we have to calibrate the full intrinsic 

and extrinsic parameters of the projector and cameras in this system using a known 

checkerboard calibration pattern.    

   The flashlight metaphor can be used to accurately re-render content in exactly the same 

location without the need for any infrastructure, unlike our previous system and the work of 

others [2,3,14,15]. These digital textures can be warped correctly onto planar objects, but 

given the 6DOF pose of the device, it is possible to render 2D textures onto a surface with 

any arbitrary geometry using projective texturing, as highlighted in Figure 6 (bottom left). 



 

Fig. 6. 
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   Perhaps the most unique feature of our system is the ability to quickly acquire and update 

an accurate 3D model of a dynamic scene in real-time, and in this sense the SLAMProjector 

is far the more geometry-aware than our earlier prototype.  

   This 3D model can be re-rendered back using the projector to both act as feedback to the 

user of the underlying SLAM system (e.g. to show the extent and quality of the 

reconstruction tracking and inaccuracies) but also as a mechanism for coupling interaction 

with output. One example is shown in Figure 6 (bottom center). Here the user can touch any 

object to automatically segment a high quality model from the plane. Once these segmented 

objects are acquired multiple virtual copies can be generated in any arbitrary location the 

user wishes. In this example, the user pastes a 3D scan of a model human torso onto the wall. 

4.2 SLAMProjector  Interactions 

We believe that the ability to couple projector output to user interactions such as those in 

[10] can be compelling. For example, in Figure 7 we show how a user can paint on any 

surface, using mechanisms described in [10]. Adding the direct output of the projector makes 

this more natural and gives the user direct feedback. Similarly, in Figure 6 where the 

particles fall onto and into arbitrary surfaces, the projection gives them a more fluid feeling.     

   However, this scenario is different to the painting example, in that we typically paint onto 

surfaces, whereas 3D particles can exist anywhere within free space. As highlighted in our 

previous RoomProjector prototype, such 3D renderings cannot be handled using a 2D 

projection effectively. So while the SLAMProjector may have the greatest 3D capabilities, at 

times the fidelity of the input cannot be mapped naturally to the fidelity of the output ï the 

projection itself. 




