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Abstract. This paperpresers two novel handheld pregtor sysems for indoor
pervasive computingpaces. Thesgrojectionbasedd evi c e s are irhawareo of t he
environment in waysot demonstrategreviously They offerboth spatial awareness

where thesysteminfers location and orientatiorof the devicein 3D space, and
geometry awareneswhere the systemonstructshe 3D structure of the world around

it, which can encompass the user as wetither physicabbjects,such adurniture and

walls. Previous work in this area has predominantly focusechiastructurebased
spdial-aware handheld projection and irgetion. Our two prototypesffer greater

levels of enviroment awareness, but aete this using two opposing approaches; the
first infrastructurebasedand theother infrastructureless sensig. We highlight a
series of interactions that can be implemented at varying scales with these opposing
approaches. These include direct touch interactions, as weltais destures, which
leverage the shadow of the user for interaction. We describedheital challenges in
realizing these novel systems; and compare them directly by quantifyindottegion
tracking and input sensing capabilities.
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1 Introduction

There are manynit er pr et ati ons of Wei ser 6s early wvision
Computing R5] . One notion i s typcdlly instuementédsoons withé s pac e
embedded sensofsuch as cameras or ultrasonic sensihia) are used tmfer the activities
and ineractions occurring within2[12,17,21,28 One critical question for these types of
spaces is how to enahliser interactiorbeyond the traditional forms of desktop computing.
Many examples have been explored in the literature including the use of lapigysl
tabletops, mobile phones, or fixed and steerable projecighlP,15192028]. As pico
projector technology matures and begins to appear within phones and digital ¢ameras
interestingand undetexploreddesign spacés the use of handheld projection to augment
such spaces.
This paper presents two novel systems that enable handheld projectors to be used for
interaction within such spaces. Unlike prior woik3,47,8,1921,23,24,26,27] our systems
provide both a high dgee ofspatial awarenesswvhere the devicean sensés location and
orientationin 3D space, andgeometry awarenessvhere the systernan construct th@D
structure of the world around it, which can encompass the user as wshessphysical



objects,such adurniture and walls. Previous work in this area has predominantly focused on
infrastructurebased sp#al-aware handheld projection and irgetion.

Our prototypestake two opposing approaches in realizing both spatial and geometry
awarenessThe first systemembeds some of the sensing into the environm&niovel
infrastructurebasedsystem usefour ceilingmounted Kinect camerde both track the 3D
location of the handheld projector but also reconstruct the geometry of an entireTtom.
projector is coupled with an onboard infrared (IR) camera lamdtial Measurementnit
(IMU), which additionally enables finer sensing wfs e laiddsand the orientation of the
device.This creates a system with both spatial and georaetreness, which allvs novel
types of interaction, including shadow and physinabledvirtual interactions. EXxisting
mobile projection systems often use an-tbfshelf tracking solutionsuch asa Vicon
motion capture systef3,4], which only provide 3D pose but no georetry sensing

Our second system takes Bafrastructurelesssensingapproach providing wholeoom
geometry and spatial awarenghsougha handheld device that combines a gicojector
with a Kinect depth camera. 8imultaneousLocalizationAnd Mapping (SLAM) system,
described in 10], is used to both estimate the fhegreesOf-Freedom (DOF) pose of the
device, while at the same time creating a detailed reconstruction of the scene.

Although the systems share similar goals they have their unique tradiothis paper
we describe each system in detail, as we feel each informs the design space for handheld
projectionfor pervasive smart spaced/e demonstrate the novel interactive scenarios that
each system can enable. Our contributions can therefaenb@arized as follows:

1 A novel infrastructurébased handheld projector system, which combines 6DOF tracking
with detailed geometrawareness of the environment.

1 A novel infrastructurdess handheld projector system, which affords a high degree of

environment sensing by using a new SLAM syst&6j.[

Novel interaction techniques based on capturing hand gestures in front of the projector.

Quantitative experimentgomparing tracking accuracy in respect to location and

orientation, and evaluating toualcuracy for geometrgware interactions.

f
f

2 RelatedWork

There is a great deal of research in the areantdrt spaces including systems based on
cameras and other situated sens@32. To help scpe the related work we focus on
infrastructure and infragicturefree gojectorcamera systems
Cao et al. 4] used a higkend commercial motion capture system to enable full 6DOF
tracking of a handheld projector and stylUsis infrastructurebasedapproachprovides
interaction techniques for both a singimjector and multiple projectors. In particular, the
system includes fulbDOF spatial awareness of the projector. However, scene geometry is
not sensed directly. Instead the system enables the user to interactively define multiple planar
surfaces in thenvironment. This sensing fidelity allows the projection to beds®rtedso
that the image appears corrected on a planar surface, even when the projector is held at an
oblique angl e. A]J[24 &llbvwas sittubldogtentt tadappea anahprbdoin the
real world with contenbeingr e veal ed when 6il |l uminatedd by
Other researchers have taken a different perspective and exjhdrastructurefree
sensing.One common approach is to couple a camera withmbleile projector to support
onboard sensing. For example Beardsley etldlafd Raskar et al1B,19] used calibrated
projectorcamera systems to detect fiducial markers attached to walls. Such markers can be
used to recover the camera pose with resfmethat marker, allowing the projection of a

t
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perspectivecorrected graphicaillis et al. 7] took this paradigm one step further, creating

a projectorcamera system that simultaneously projected an invisible IR fiducial alongside
the regular visible tiht image. This provided the ability for two devices to sense when their
projections were in proximity, thus enabling new mpltbjector interactions.

Otherinfrastructurefree systems usan onboardcamera to detect gesture and touch input
from the usefrather than localize the devicdjor exampleSixthSense 4] detects finger
gestures in the air bysing colored markers worn on the fingers, and Hot®§ Rllows
touch input on the projection surface by attaghan LED marker to the finger.

Other ystems usetheronboard sensor@ather than a camer&) detect the orientation
and linear and/or rotational acceleration of the handheld projector and thereby support
limited spatiallyaware interaction. For example MotionBea26][uses an IMUto contrd
the behavior and perspective of a projected game character.

The work presented so far focuses on systdms arespatially awarei.e. detect and
respond to the position and orientation of a mobile proje@¥erare interested in increasing
the sensing fidelity of such projectors, by enablgepmetry awarenesse. detecting the
geometric structuref physical objects around the projectdancluding walls, tabletopsas
well as the user (e.g. théiands and k).

One category ofsystems looks at geometry awareness in the context single
instrumented space. Examples have explored the use of steerable projectors and cameras to
track and project content anywhere within the sgace5,2(Q. More recently, LigtSpace
[29] looks at static projection but more fingrained sensing permitted by Kinect, to explore
both on surface and 4air interactions across a wall and tabletop surface. A logical
progression of this type of infrastructure is to support-@é@reewhole room sensing, as
proposed in our infrastructuteased approadh this paper

Other systems hawxplorel geometry awareness in the context of mobile projection. The
RFIG system19] can be used to detect objects in the environment in additionlis Whis
allows the system to be used to augment objeits planar surfacesvith overlaid digital
content.Omnitouch[8] is a wearable short throw Kinecameracoupledwith pico-projector,
enabling touch interactions on planar objects in the-fiéldiew of the camera. The system
does not provide spatial awareness and the geometry awarehesgeisto the raw Kinect
dataand congtained to planar surfaces only.

Another area looks amobile cameras to sense the geomedyd camera pose
simultaneously [6,10]. These SLAM systems appeal as they offar completely
infrastructurefree approachand are becoming popular with the rise of the Kingdl] uses
a Kinect to perform dense SLAM, and demonstrates many new interaction scenarios. This
system is thébasis of our second prototype but has not previously been considered in the
context of handheld projection.

Prior work hasexplored either spatially or geometry aware projection in the context of
infrastructurebased or infrastructuieee systems. Howevethe combination othe twohas
been underexplored, and it is unclear what the tradeoffsakihg aninfrastructureor
infrastructurefree approachare. In contrast, we aim to tackle the fundamental technical
challenge ofsupportingboth spatial and geagiry sensingo augment physical spaces with
interactive projectionWe do this by describing two novel prototypes which take two
different approaches to environment sensing. We describe the tradeoffs bfyeagitoring
the interaction space each enabsesl evaluatingensing fidelity comparatively.

In the next sections we provide a detailed system description and interactive capabilities
of each system in turn, beginning with the infrastruchmeed approach.



3 Prototype 1: RoomProjector

RoomProjectouses multiple fixed Kinect camerts generate a coarse representation of the
surfaces irmanenvironment, and track objects and people that inhabit the space. This provides
spatialawareness similar to the Vicon motion capture systems us8jnjut goes beyond
previoushandheldprojector systems in terms of the geometwarenesg affords.

3.1 Infrastructure -based sensing

Instead of using traditional diffuse IR illumination coupled with kigieed IR camera
tracking of retrereflective markers (such @sthe Vicon motion capture system used in),[3]
our infrastructurédbased approach relies on multiple fixed Kinect deggthsing cameras.
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Fig. 1. A) Room infrastructure setup shows three of four ceiling-mounted Kinect cameras (red circles).
Note the calibration pattern in the center is used for estimating the extrinsic pose of each camera. B)
Intrinsic calibration of the IR Kinect camera using a checkerboard pattern illuminated using diffuse IR.
D) For location sensing the projector is covered with IR reflective tape. C) This allows the projector to
be easily identified in the 2D Kinect IR image. When visible to multiple Kinect cameras, the 3D
location of the projector can be determined by triangulation. E) Projector hardware main components.

The RoomProjector prototype usésur reqular Kinect cameras mounted on the ceiling
(2.75m high) at the mighoint of each wall in a rectangular roo#x8m) and angled down at

45° (seeFig. 1.A). To sense the whole room simultaneoushg tdepth maps from each
independent cameeregisteed with respect taeach otheby performing standard camera
calibration[9]. To compute the intrinsic projection parameters (focal lengthpaimdipal

poirt) and radial and tangentialens distortion multiple views of a blaclandwhite
checkerboard pattern are captured at different positions and angles in view of the Kinect IR
camera. We use a linear array of walggle IR LEDs as a source of diffuse IRiltominate

the target and we cover the Kinect structured IR source during this process to ensure even
illumination, see FiguréB.

We calibrate for depth errors in the sensor signal (particularly evident at large distances
from the camera) by recordinge measured distance from the Kinect to a large flat surface
at a number of different distances, and comparing to ground truth using a laser range finder.
The «trinsic 6DOF pose of each Kinect is determined using a large printed checkerboard
visible to al cameras at once, and defines a shareedwedt origin (see Figur&A).



3.2  Geometry reconstruction

A GPU-based computerision processingipeline (shown in Figure?) is used to transform

the raw depth data from the Kinect sensors into surface meshesaefing the coarse
geometrical strucre of the room as followsA reference background frame is captured per
camera, by averaging a number of depth mapptesrwhen the room is empfyhis data is
re-projected using the camera calibration matricesaasngle fused point cloudA
background mesh is generated without users in the room, using an offline Poisson surface
reconstruction 11]. When users enter the scene the referdraakgroundframe is used to
extract the foreground. This data is smoothed gusin ede preserving bilateral filter.
Normals and a polygon mesh are computed. This technique processes 640x48bqgpixels
each camerm reattime (at 3G-PSi the framerate of the Kinect).

Fig. 2. The vision pipeline: 1) Aligned point-clouds from each camera. 2) Meshed representation
(shown in wireframe) using Poisson Surface Reconstruction. 3) Fully shaded mesh. 4) Foreground
segmentation (Note: color of foreground object is composed of different colors representing each
camera). 5 and 6) Tracked projector with frustum and projection rendered.

3.3  Projector tracking

In order to track the 3D location of the handheld projector within the space, we cover it with
retror ef |l ecti ve tape and | everage the fact that the
much brghter in the2D KinectIR image whernreflected off theprojector. This allows the
projectorto be locatedvithin the2D IR image, as pixels will have very high intensity values
(seeFigure 1C). Depth measurements are still reported is¢hlecations ofhe depth map.
Triangul ation of the objectds position in 3D sp
image from the four cameras with a threshold, performing closing and dilation morphology
operations to first remove noise then join regions, then diigathe largest connected
component. As the 3D location of each of the piadsociated with th&rgest connected
componerd can be obtained from thldepth mapwe canproject rays from the camera center
through each of theszD pointsfor each camerana calculate intersections. We store all ray
intersection locations and use the center of mass of this 3D point cloud for the location of the



projector. A Kalman filter is subsequently used to increase robustness tecaméia
occlusiongwhich canothemwise cause brief loss of trackipn@nd reduce jitter.

This Kinectbased infrastructure provides the projector system with a coarse surface
representation of the entire room geome#y well as its absolute location (3DOF) within
the spaceTo sense therientation of the deviceand of course provide projection output, we
have designed arototype handheld devicdshown Figure 1E) that is coupled with our
Kinectbased sensing infrastructur€his uses a AaxatechLl Laser piceprojector with
800x600 pixekesolution A Microstrain3DM-GX3 IMU is mountedabovethe projectoand
generates device orientation estimatesrate of 500Hz.

3.4  Environment-aware projected content

With the 3D orientationdata from the IMU andhe 3D position tracked from th€inect
based infrastructureve can now determine the 6DOF pose of the projector within our virtual
reconstruction (see Figwe and3).

The addition ofcoarse surface geometry of the rooailows the system taletermine
which prominent physical surface the user is pointing at with the projector (e.g. table, floor
or wall). Virtual digital content, such as 2D images, can now be associated with any surface
of the reconstructed room mesh by simply projective texguonto the 3D model. Once the
3D model is textured with this virtual content, the projector can be used to reveal the content,
when the device points directly at that regadrihe reconstructed 3D model.

This allows a flashlightike metaphor as in [8,24 to be implemented very easily with
our system as shown in Figure BBowever, this carries the additional benefit ttetgiven
that the surface geometry is knovthe projected content can be automatically corrected to
account for offaxis projectiom (in contrast to existing systems which require a specific
manual calibration step.g. [3,4).

3.5 Freehandshadowinteractions

Beyond associating content within the environmestng a geometraware flashlight
metaphoy the RoomProjector also allovisr novel freehand useinteractions.t does this
with a novel fusion of onboard and infrastructbesed sensingTwo 950nm IR LEDs
(which do not interfere with th&30nm wavelength of the Kinectare mounted in the
projectorcase either side of the projectiaperture (see FigurkE). A monochromdDS Ul-
1226LE camera with 752x480 pixel resolution, 60Hz frame rate and 60°avidée lens is
used for sensing objects in front of the devitBe optical axes of the projector and camera
are coaxial an IR hotmirror, mounted directly in front of the projector lens and angled at
45° redirects IR light from the scene sideways into the canvwanting theprojector and

IR cameracoaxialy allows the projectecamera relationship to be represented with a one
off projective homographyalibrationto account for small offsets and scaling without the
need for full 3D pose recovery of the ctor elative to the camera.

This IR camerasenseshe presence of hands of the user interacting in front of the device.
This allows us to support novel forms of interaction for a handheld projector by reacting to
different gestures made in froot it. Of course, when a user places their hand in front of the
device to gesture, a reghadowis naturally cast onto the projection. The coaxial nature of
the optics means that 2D camera image (which shows nearby IR reflective objects such as
hands) exactly maps the shadow that will be cast onto the 2D projected image.



Using this technique it ipossible to create shaddwased interactions which effectively
enable indirect interaction with projected content at a distance. We illustrate this concept in
Figure 3A and Bwhere we show how the virtual shadow can be used to perform physics
based intergmns such as controlling virtual balls, which respond to collisions with the
shadows as if they were real.

In this technique we first segment the hand from the background using a Gaussian blur,
binary threshold and closing morphological operations toeclases. The resulting binary
mask image is then dowsampled, and for each foreground pixel a static rigid body is
created in a 2D physics simulation. These rigid bodies interact with the other dynamic
objects, such as the virtual spbgin the physicsmulation.

Fig. 3. Spatially and geometry-based shadow interactions: A and B) User interacts with virtual physics-
enabled objects using a real shadow. C) Sensing projector pose, user’s hands (rendered green), and
implementing a flashlight metaphor to enable writing and painting using the real shadow. D) Painting
in midair. E) Flashlight metaphor implemented by texturing the 3D model and reveal data through the
projector. Note: projection is automatically corrected for the textured surface. F) Debug output showing
how physics interactions are enabled within the space through rods raycast onto the 3D model.

While the use of shadows have been discussed in other related 8Kk 6,30 by
leveraging physics, projection onto the hands and fingertip tracking, we demonstrate a
number of simple yet compelling techniques thather capture the natural affordances of
reatworld shadows for interaction.

3.6 Shadow menus andingertip gestures

A natural extension to thghysics enabledhadow interaction metaphor is to combine simple
finger-based gesture®ne compelling example is shown in Figdte When the user holds

their hand directly in front of the projector menu items are associated with each finger and
displayed onto the wall above the fingertips. The user then touches their palm with the
fingertip, in a manneakin to placing the associated menu item in the palm of the hand, to



activate tle particular menu itemActive menu itera arerendered on the palm to provide
visible feedback of selection.

Figure4F and Gshows one final example of a shadteehnique for interacting with a
large document using the projector. Here a thumb and forefinger gesture activates and
deactivates fingertifpased annotation.

To implement these techniques, once the hand is segmented, fingertips are detected by
first tradng the contour around the hand, and then using aaedkalley algorithm to label
candidate pixelsZ1] as shown in FigurdA-D. Connected component analysis progid®
coordinates for each fingertip, and theme tracked over time using a Kalman diit A
simple gesture recognizer allows the motion of and distance and angles between fingertips or
other state (such as a finger disappeaitiom view) to trigger commands.

Fig. 4. Fingertip sensing using onboard IR camera: A) raw diffuse IR image captured by onboard
camera. B) image is corrected and binarized. C) the contour of the hand is traced. D) fingertips are
sensed using peak-and-valley algorithm. These fingertip locations can be used for enable a shadow

menu (E) or finger-based shadow gestures for document interaction (F and G).

3.7 Spatially-aware shadows

So far these shadow interactions are conducted in the coordinate space of the camera, rather
than the global (or room) coordinate spate. enable these interactions to coexist with
environmentaware features, which require thenkctbased infrastructure, we need to fuse
the data from the onboard camexrad the infrastructureFor certain 2D interactions, for
example using the shadow to draw on the projection screen as shown indHgamd G as

the 3D pose of the projector idwn, the 2D fingertip locatiosensed using the IR camera
can be raycasinto the surface mesh tfie room. This allows us to sense exactly within the
room where a shadow is being projected. For exanaptmntinuous stream of point sprite

fi i ncknde ceated and rendered at the ray@Btlocationas shown in Figur&@C. These
annotations remain fixed in the real world, allowing the flashlight metaphor to extend the
interaction space beyond the frustum of the projector.

The shadowbased physics interaotis can therefore be extended to support more detailed
3D interactions. Instead of using a 2D physics simulation and creating rigid bodies to interact
with 2D objects, we use the technique highlightef2B}. Here a Sobel filter is run on the IR
handheldcamera image. Any valid pixels on the contour of the hand will have a rigid, ray
like box object ceated from the projector centier a 3D location (which is determined by



raycasting the 2D pixel coordinate into the 3D scene and testing for a 3D intersaithi
the room mesh). This enables the user to perform basic interactions with 3D virtual objects,
as these rigid boxes exert a collision force whenever they intersect another virtual object.
Hence, we can pick virtual objects up, hold them, or push #remund merely using this
shadow, as shown figure 3F
For other interactions, the true 3D location of the hand is required. To achieve this we
mu s t |l ocalize the userds hands. We do so by taki
machine learningpasel cl assi fier for identifying the useros
onboard cameramage but now combine this witthe hand classifiewhich uses the depth
data from the room camerts coarsely providan estimated location of the hand in front of
theprojector,as well as a bounding box or sphere around the hand position. This allows us to
either map fingertip estimates from the onboard camera onto the bounding region of the
sensechand. Or alternatively map recognized gestures in the camera imabegssa pinch
gesture, with the 3D location of the hand, as shown in Fig@Grand D

3.8 Complementing shadow interaction with shadow projection

A problem that exists when rendering 3D objects in the room is that we can only render these
using a 2D projectio onto available surfaces. Sometimes this projection looks reasonable,
whereas other times it is unclear how the 2D projection should appear. This is particularly
the case when the 3D object is in maid, away from the surface being projected onto but
still in the field of view of the projector.

Herewe begn to explorethe possibilities for better user feedback of arbitrary virtual 3D
objects, not by rendering them, but instead rendering the shadows of the @B6jedh|s
effect is demonstrated in Figube where the projector is pointed towards a virtual 3D object,
a Pifiata dangling in midir in the room.Moving the projector around this object casts
different shadows onto the surface behind, and therefore givesthesusenas e of t he obj ect ¢
geometry and 3D location without needing to render the full, shaded dbyeaich given
that it is in the middle of the room would appear incorrect when projected on a wall.

Fig.5. From left: Revealing a virtual 3D object by viewing the corresponding virtual shadow rendered
onto the projected display. This shadow can be made to interact with the real shadow generated by the
user’s hands. Revealing the hidden scene by projecting an augmented reality view onto the hand.

The concepts for revealing 3D objects through their shadows nicely compliment the idea
of real interactive shades. Indeed, it is possible to combine the two concepts. In Figure 5
left, we show how the virtual shadow of the object can be knockeedasilde by the real
shadow being cast by the userés hands onto the p
to this technique, inherently supported with the RoomProjector, is for the user to place their
hands in front of the projector to reveal a full rendering of a 3D object which was being
rendered as a shadow. The hand therefore becomes a kind of viewport owwitaldhe
virtual world, as shown in Figure 5 (far right).



3.9 Beyond infrastructure

In addition to interactions based on the IR image from the handheld unit, thebasech
infrastructure delivers some unique ways of enabling wétgate, roorrbased interaan. In
this sense, the small sensing window of projector is overcome, and user interaction is
enabled throughout the entire roofihe meshrepresentation of surfaces in the rooray be
used tocontrol interactons with virtual objects The use of multipleKinect cameras
minimizes the sensing (and hence interaction) dead space that would otherwise occur due to
occlusions with a single mobile camera. Sensing the environment and distinguishing
foreground objects such as the user in the room enables a wigeky wdiscenarios which are
not possible by previous systems such3a$,29.

The main limitatiorto the room infrastructures coarsenessDue to the distance between
the cameraand objectsand surfacespnly relatively prominent surfacesan be recovered
from the sceneThe hybrid tracking of the projectocan occasionallybe noisy and error
pronedue to issues of camera occlusions or ferrous objects interfering with theTIM&J
coarseness is formally evaluated later, but led to ounsiofrastructureree prototype.

4  Prototype 2: SLAMProjector

The RoomProjector system introduced a variety of interaction possibilities.s€xand
prototypeembedsa projectorwith a mobile Kinect camerand uses asystem capable of
building a model othe environment in redalme and simultaneously tracking the location of
the device within this reconstructed moddl0]. SLAM systems which support this
functionality are common in the AR and robotics communit®&4( and typically use a
single cameraotreconstruct small scenes and augment themwiitual content in real time.

Our SLAMProjectorsystem combines a pigmojector with a single Kinect deptensing
camera. We leverage a SLAM systémrecover the pose of the projector in réade while
simultaneously building a dengeconstructionof the environmenf{l10]. This system uses
depth data only as opposed to RGB, whichssful when working with picprojectors with
low brightness, enabling room lighting to be significantly dimmed.

4.1  Infrastruc ture-free flashlight and enhanced geometrawareness

The SLAMProjector prototype measures 140x65x53mm and contains the same laser
projector as our previous prototype. Also housed are the core elements ofthesbielf
Kinect camerathe RGB and IR camas and the IR emittewhich all connect to a single
control PCB as seen in Figure 6of).

The SLAM system tracks the 6DOF pose of the Kinect device, and simultaneously creates
a highquality 3D model of the scene (for details s&@). Unlike theRoomProjector, which
used a shared optical axis for the projector and camera, we have to calibrate the full intrinsic
and extrinsic parameters of the projector and cameras in this system using a known
checkerboardalibration pattern.

The flashlightmetaphor can be used to accuratelyemder content in exactly the same
location without the need for any infrastructure, unlike our previous system and thefwork
others[2,3,14,19. These digital textures can be warped correctly onto planar objetts, bu
given the 6DOF pose of the device, it is possible to render 2D textures onto a surface with
any arbitrary geometry using projective texturing, asliggked in Figures (bottom lef).



Fig. 6. Top: SLAMProjector hardware. The main components from left-to-right are the IR emitter,
RGB camera, IR camera and projector. Bottom left: Warping projected content onto arbitrary shaped
surfaces in real-time. Bottom center: A real-world object is scanned using the SLAMProjector and the
3D segmented object pasted onto a nearby wall. Bottom right: particles interact with the scene and are
rendered in real-time using a flashlight metaphor.

Perhaps the most unique feature of our system is the ability to quickly acquire and update
an acurate 3D model of a dynamic scene in4t@ak, and in this sense the SLAMProjector
is far the more geometgware than our earlier prototype.

This 3D model can be ne@ndered back using the projector to both act as feedback to the
user of the undeying SLAM system (e.g. to show the extent and quality of the
reconstruction tracking and inaccuracies) but also as a mechanism for coupling interaction
with output.One example is shown in Figurgiottom centér Here the user can touch any
object to autmatically segment a high quality model from the plane. Once these segmented
objects are acquired multiple virtual copies can be generated in any arbitrary location the
user wishes. In this example, the user pastes a 3D scan of a model human torsovaito the

4.2  SLAMProjector Interactions

We believe that the ability to couple projector outpuuserinteractionssuch as those in
[10] can be compelling. For example, in Figuteve show how a user can paint on any
surface, using mechanisms describedLij.[Adding the direct output of the projector makes
this more naturaknd gives the user direct feedba&imilarly, in Figure 6 where the
particles fall onto and into arbitrary surfactk® projectiorgivesthem amorefluid feeling.

However, this senario is different to the painting example, in that we typically paint onto
surfaces, wherea@D particles can exist anywhere within free space. As highlighted in our
previous RoomProjector prototype, such 3D renderings canndiabdledusing a 2D
projedion effectively. So whit the SLAMProjectormay have the greatest 3D capabilities, at
times the fidelity of the input cannot be mapped naturally to the fidelity ofutputi the
projection itself.






